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CHAPTER 1

Introduction

1.1. Miniaturisation and Temperature

The second half of the 20th century saw an enormous development of miniaturi-
sation and progress of electronic and data processing devices. The first computer
had the size of a room, whereas the same computing power nowadays can be fit
into a pocket-size gadget. To a large extend this progress is based on the inte-
gration of transistors in semi-conductor circuits. Already 1965, Gordon Moore
predicted surprisingly precisely the present state of electronics and computer tech-
nology [1, 2]. He also stated a law that describes the development of computing
power: the number of transistors per unit area doubles about every two years.
Apart from technological limits, this evolution will eventually run into a fun-

damental physical limit. As the circuits approach the size of atoms, quantum
mechanical effects start to become important. But quantum mechanics is not only
a limit, it is also an opportunity. In contrast to a classical computer that stores
information in a bit which is for example represented by the on and off state of
a transistor, it is possible to store the information in a system of two combined
quantum mechanical states. This allows for using algorithms that can solve certain
tasks, e.g. the factorisation of large integers with Shor’s algorithm, faster than any
known algorithm on a classical computer [3].
Several systems can be used to physically implement such a quantum computer.

Generally such a system has to provide coherence of the quantum mechanical
states to maintain the stored information. One particular system are the electron

1



2 Chapter 1. Introduction

spins in a Gallium-Arsenide (GaAs) quantum dot [4]. Science has learned a lot
about the physics in such devices [5, 6]. It was found that the major source
of decoherence is the influence of fluctuations of the magnetic field created by
nuclear magnetic moments of the GaAs host nuclei. An obvious way to eliminate
these fluctuations is to polarise the nuclei, either by cooling or applying a large
external field. Braunecker, Simon and Loss predict a ’built-in’ solution [7, 8].
Below a certain temperature the GaAs nuclei enter a new state: They order ferro-
magnetically. This phase transition is caused by an interaction between the nuclear
spins which is mediated by electrons. The electron-electron interactions however,
elevate the transition temperature into a range which is orders of magnitudes
higher than the nuclear phase transitions found for instance in copper or silver
[9]. Thus, the phase transition shows new physics besides the positive effect on
spin coherence. The transition temperature can be tuned by changing the electron
density, a phenomenon which has not yet been observed in nature. The phase
transition is yet supposed to occur at temperatures below those that can currently
be achieved with cooling techniques established in mesoscopic physics. Therefore
we need to break new ground in cooling nanoelectronic devices such as GaAs
quantum dots.
One way to go relies on the well-known technique of nuclear adiabatic demag-

netisation. It allows for cooling nuclear spins in metals far into the sub-microkelvin
regime [9]. The new idea that is pursued within this thesis is to incorporate such
a nuclear refrigerator in each measurement lead of a low temperature set-up that
is used for nanostructure research and thus - in principle - enables us to find the
predicted phase transition. In a more general view, other questions could be ex-
amined, effects that are still masked in the currently accessible temperature range.
The new type of refrigerator could lead to the discoveries of new states in the frac-
tional quantum hall regime [10] or insight in the Kondo effect [11, 12]. Moreover, it
is also possible that new, unexpected effects show up upon cooling nanostructures
into new temperature ranges. The goal of this thesis was to plan, build and test
a prototype refrigerator consisting of a parallel network of nuclear refrigerators.
The outline is as follows.
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1.2. Outline of this thesis

The first chapter is this introduction, whereas the second chapter is intended to give
an overview on the basics in mesoscopic physics. A focus is put on quantum point
contacts and quantum dots. Chapter three provides the basics of low-temperature
physics with an emphasis on aspects relevant for this work. In chapter four I
discuss the present status of cooling nanoelectronic devices and layout the concept
of the novel refrigerator. Chapter five deals with the experimental set-up and
in chapter six the single constituents of the refrigerator are discussed. Then, in
chapter seven, the overall performance of the refrigerator is analysed whereas the
following chapter eight contains measurements done on a quantum dot. Finally,
chapter 9 summarises our findings, presents a brief look at the second generation
refrigerator of this type and gives further outlook.
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CHAPTER 2

Mesoscopic Physics

2.1. Introduction: Mesoscopic Physics and
Nanostructures

Classical theories of transport such as the Drude model rely on some implicit
assumptions. All mechanisms that cause resistance are summarised in a general
friction which scales linearly with velocity acting on the electron travelling in a
device. The resistance can then be described by one single microscopic parameter
τ , which can be interpreted as the average time between two scattering events
[13]. The electron propagates at an average speed v̄ and the mean free path, the
distance travelled between two scattering events, is given by ¯̀= v̄τ .
Scaling the size of a device further and further down brings us into a regime

where these dimensions become comparable to certain length scales of impor-
tance. One scale is given by the Fermi wavelength λF, which is the de Broglie
wavelength of the electrons at the Fermi energy. It depends on the charge carrier
density n only, as λF ∼ n−1/d where d is the dimensionality of the device. If the
device length is comparable to λF size quantisation appears. The mean-free-path
is another important length scale. In the Drude model it is assumed to be much
smaller than the length of the device. Transport is called diffusive. If that is no
longer the case, i.e. the length is comparable or even smaller than ¯̀, transport
becomes ballistic. The average speed v̄ mentioned above has to be replaced by the
Fermi velocity vF. Furthermore, the energy required to add one more electron

5



6 Chapter 2. Mesoscopic Physics

into a device becomes larger as the dimensions are reduced. That is because the
device capacitance C decreases and therefore the charging energy e2/C goes up. If
the thermal energy of the electron is much smaller, single electron charging effects
can be observed. All these quantum mechanical effects are fundamental limits
for an arbitrary miniaturisation of electronic devices. But quantum mechanics
opens new ways of computation, so-called quantum computation, which is briefly
discussed in section 2.2.
The physics that examines the effects in such devices is called mesoscopic physics.

The devices have dimensions smaller than a few micrometer and larger than
nanometres, that means more than the size of a single atom. The new cooling
scheme presented in this thesis allows in principle to examine many types of de-
vices at lower temperatures. Hence, the term ’nanostructure’ in the context of
cooling refers almost all device designs and host materials. It is far beyond the
scope of this work to discuss all in detail.

2.1.1. 2D Electron Gases in GaAs

The primary goal is to cool 2-dimensional electron gases (2DEGs) in GaAs/AlGaAs
heterostructures. This base material has experienced an enormous progress within
the last 30 years. Nowadays, it is possible to fabricate devices which have a mean
free path that exceeds the device dimensions by an order of magnitude or even
more. Electrons are typically confined in one direction in a triangular potential
well about 100 nm below the surface. At low enough temperatures only the lowest
mode of the potential is occupied and the electrons form a 2D system.
Figure 2.1 shows a sketch of GaAs heterostructure that contains such a 2DEG.

50 nm of GaAs are deposited on a GaAs wafer. Afterwards a superlattice is put
which smoothens the surface and reduces the stress. Then 800 nm of GaAs are
added and followed by 100 nm of Al0.3Ga0.7As which means that 30% of the gallium
is replaced by aluminium. In a depth of 70 nm a layer of silicon is added. Its thick-
ness is about one atom thick. This delta layer dopes the material. On top a last
layer of 10nm GaAs is deposited to prevent the Aluminium from oxidising. The
electrons gather in the potential well in the AlGaAs/GaAs interface. Their wave-
function spreads typically ∼ 10 nm perpendicular to the layer sequence. Modern
molecular beam epitaxy (MBE) techniques including super clean growth environ-
ments and modulation doping which puts the ionised donor atoms a distance away
from the 2DEG provide samples with extremely high electron mobility.
An advantage of semiconductors over metals is their smaller, and in particu-

lar controllable, charge carrier density. This leads to a larger Fermi wavelength,
typically about a factor of ∼ 100, and therefore, size quantisation can be seen
in comparatively large devices. Furthermore, metallic gates can be attached on
the surface of semiconductor materials resulting in the opportunity to tune charge
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10nm GaAs 

60nm Al0.3Ga0.7As 

40nm Al0.3Ga0.7As 

800nm GaAs 

180nm superlattice 
30x (3nm GaAs; 3nm Al0.3Ga0.7As) 

50nm GaAs 

Si: 

2DEG 

Figure 2.1.: A GaAs heterostructure that comprises a 2DEG. It is 110 nm below
the surface. The Si:δ layer dopes the material.

carrier density and local electrostatic potentials. Modern micro-fabrication pro-
cedures, such as electron beam lithography, structures of the size of the Fermi
wavelength can be made. If a large enough (negative) voltage, typically a few
hundred mV, is applied on a top gate the 2DEG underneath is depleted. An area
is established which is forbidden for electrons. The extension of this area can be
tuned with the gate voltage. Besides the confinement in the triangular well, this
enables us to confine the electrons also in the remaining two dimensions. Among
others, we can form one-dimensional wires or zero-dimensional quantum dots.
I will now discuss some fundamental concepts of mesoscopic physics which is

followed by a treatment of quantum point contacts (QPCs) and quantum dots
(QDs) as examples of nanoelectronic devices.

2.1.2. Electronic Structure of Semiconductors

A characteristic property of solids is the presence of energy bands. The tight-
binding model explains how they are formed out of atomic orbitals. Consider the
orbital wave functions of two atoms, φA and φB, each with energy En,A = En,B.
If the atoms are brought closer together the wave function overlap and the two
combinations φA + φB and φA − φB form new orbitals the energy of which differ
slightly. The energy of φA + φB is smaller than En,A, the energy of φA − φB is
larger. In both cases, two atom cores share one electron. The probability density
function for the ’+’-states is finite in between the atoms, i.e. the binding energy is
increased. Extending this approach to N atoms results in N new orbitals. Since
the energy splitting of the orbitals is small and N is large, the energy levels are
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regarded as a quasi-continuous band. For small enough spacing the band arising
from the n-th orbital overlaps with orbitals arising from orbitals adjacent in energy.
An equilibrium configuration is given if the repelling Coulomb forces of the atom
cores balance out the attracting forces which arise through the gain of binding
energy of the ’+’-states. In semiconductors the energy bands exhibit a gap of the
order electronvolt (GaAs: 1.4 eV, Si: 1.1 eV) in this equilibrium and the Fermi
energy is within this gap. A proper application of the tight-binding model gives
maxima and minima in k-space. Since a semiconductor has a small charge carrier
density compared to the number of available electronic states, the charge carrier
reside in the minima. The band can hence be approximated by a parabola and
the Taylor expansion is [14]

E(~k) = E0 +
1

2
~k

(
∂2E

∂ki∂kj

)
~k (2.1)

where ~k is the electron wave vector. If we compare this expression with the disper-
sion relation of the free electron gas E(~k) = ~2~k2/2m with ~ Planck’s constant
divided by 2π and m the mass of the free electron the tensor of the second deriva-
tive can be regarded as an effective mass

1

~2

(
∂2E

∂ki∂kj

)
=

(
1

m∗

)
ij

(2.2)

A diagonalisation of the effective mass tensor enables us to describe the behaviour
of electrons with their effective mass along the crystal axis. The electron can be
treated as a free electron with effective mass m∗
Electrons are fermions and hence they are distributed according to the Fermi-

Dirac distribution in equilibrium.

f =
1

e
E−µ
kBT + 1

(2.3)

It gives the probability of a state at energy E to be occupied. T is the temperature,
kB the Boltzmann constant and µ denotes the chemical potential. Figure 2.2
shows the Fermi-Dirac distribution for different temperatures. The black solid
line is for zero temperature. The distribution is then a sharp step at the Fermi
energy below which all states are occupied and above which all states are empty.
For finite temperatures, electrons can access higher energy levels due to thermal
energy. The step is smoothened more and more as the temperature is increased
(blue and green curve).
Besides the occupation probability f , the density of states (DOS) is required to

calculate the density of electrons n. The DOS is the number of states per unit
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Figure 2.2.: Fermi-Dirac distribution for different temperatures.

volume in an energy interval [E,E + dE]. It depends on the dimensionality of
the system and the dispersion relation. Since we are primarily interested in 2D
systems, I calculate the DOS for 2D and E(~k) = ~2~k2/2m∗. Consider a 2D cube
with base length L along the x- and y-axes. In a simple picture we assume plane
waves Φ with periodic boundary conditions. Hence we can conclude

Φ(~r) = Φ(~r + ~L) =⇒ ~k =
2π

L
(nx, ny) (2.4)

with ni being integer quantum numbers. All allowed wave vectors form a cubic
lattice in k-space resulting in one wave vector per unit area Vk = 2π/L in k-space.
All wave vectors of equal length |~k| form a circle and so the total number of states
N can be written

N = g
1

Vk
πk2

F (2.5)

Here, g denotes the degeneracy and ~kF the Fermi wave vector. Plugging in the
dispersion relation gives

N = g
L2m∗

2π~2
EF (2.6)

With this the DOS in 2D D2 reads

D2 =
1

L2

∂N

∂E
= g

m∗

2π~2
(2.7)

Accordingly, the calculation for 1D and 3D give

D1 = g

√
2m∗

2π~
1√
E

D3 = g
(2m∗)3/2

4π2~3

√
E (2.8)
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For d = 0, we cannot use the ansatz (2.4), in that case the DOS is given by discrete
energy levels.
The interaction parameter rS is a measure of the interaction strength in an

electronic system. It is the ratio of the Coulomb energy of two electrons at
average distance r, and the kinetic energy at the Fermi energy. Hence, it reads
[14]

rS =
ECoulomb

Ekinetic
=

e2

4πε0εrr

m∗v2
F

2

=
e2m∗

ε0εrrh2

1√
n

(2.9)

For rS � 1, the interactions between the electrons can be disregarded. However,
if rS > 1 this becomes questionable [14]. Note that in two dimensions, the Fermi
wavelength λF is proportional to rS.

2.1.3. Quantum Point Contacts

Conductance Quantisation

One of the most fundamental nanostructures is the quantum point contact (QPC).
Simply speaking it is a narrow channel that connects two reservoirs. In the ballistic
transport regime it exhibits quantised conductance steps as function of channel
width [15, 16]. The steps are in multiples of 2e2/h = 2G0 ≈ 1/25.8 kΩ where e is
the elementary charge and h is Planck’s constant. Such a QPC can be realised
by putting two split gates on top of a GaAs heterostructre. If a negative voltage is
applied the 2DEG beneath the gates is depleted and a channel is formed between
the gates as depicted in figure 2.3 a).

V
g

channel

2D
EG

a) b)

1

2

3

co
nd

uc
ta

nc
e 

(2
e2

/h
)

V1 V2 V3

gate voltage Vg

B = 0
B > 0

E
Z

Figure 2.3.: a) Schematic of a split gate QPC b) Qualitative illustration of con-
ductance quantisation.
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Adiabatic Approximation

In the adiabatic approximation, a QPC is treated as a potential barrier. For
simplicity electrons are treated as incoming plane waves with transverse modes
φn. They are scattered through the QPC with an transmission amplitude tn.
The quantummechanical current density is given by j = − |e|~

2im∗
(φ∗n∇φn − φn∇φ∗n)

which leads to

dj = −|e|
2π
|φn|2

∣∣t2n∣∣ ~k
m∗︸︷︷︸
v

exdk (2.10)

We can write the group velocity v as

v =
~k
m∗

=

√
2m∗E

m∗
=

√
2

m∗

√
E (2.11)

and we can replace

dk =
∂k

∂E
dE = −

√
m∗

2

1

~
1√
E
dE (2.12)

Plugging (2.11) and (2.12) into (2.10) and writing Tn(E) = |t2| gives

dj =
g |e|
h
Tn(E) |φn|2 dE (2.13)

where g denotes the degeneracy. Integration over the whole cross section gives the
spectral current

dI = −g |e|
h
Tn(E)dE (2.14)

In order to obtain the current we have to take into account the Fermi-Dirac
distribution (2.3) and integrate

I =
g |e|
h

∑
n

∞∫
En

Tn(E)(fS(E)− fD(E)) dE (2.15)

fS,D(E) is the Fermi-Dirac distribution in source and drain, respectively. In
case of a small source-drain voltage, i.e. µS − µD = eVSD � kBT the difference in
the Fermi-Dirac distribution can be expanded, hence (2.15) can be re-written

G =
IQPC

VSD
= g

e

h

∑
n

∞∫
−∞

Tn(E)

(
−∂fS(E)

∂E

)
dE (2.16)
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In the limit of zero temperature the derivative of the Fermi-Dirac distribution
becomes a delta peak around the Fermi energy EF and hence (2.16) simplifies to

G = g
e

h

∑
n

Tn(EF) (2.17)

In summary, the conductance quantisation shows up for two reasons. On the
one hand, it is a finite number of transverse modes in the narrow channel. On the
other hand, ∂k

∂E
in (2.12) can be identified with the 1D DOS (apart from a constant

factor) which cancels the group velocity (2.11) and hence the energy dependence
disappears. The exact transition from one conductance plateau to another depends
on the transmission probability, i.e. the potential in the constriction. Even for zero
temperature the steps show smooth transitions instead of a sharp step as one would
expect from simple Fermi edge considerations.

Finite Field

So far external magnetic fields were neglected. Electron spins align parallel or
antiparallel to an applied magnetic field, they occupy states called Zeeman levels.
The energy difference is EZ = gµ0B which is 25µeV/T in case of GaAs. The
conductance steps in a QPC now show plateaus at 1e2/h. This is indicated in figure
2.3 b) by the green curve. The lower Zeeman level is populated first and hence
contributes to conductance before the upper Zeeman level. The displacement of
the steps in the gate voltage corresponds to the Zeeman energy.

2.1.4. Quantum Dots

In general, a quantum dot is a structure in which electrons are confined in all
three directions. The confinement can be formed in a heterostructure during the
growth of the material itself, e.g. in InGaAs [17] or InAs [18, 19]. Vertical QDs are
fabricated by etching circular pillars into the 2DEG material [20]. The electrons
are then confined in a disc within the pillar. The QDs used in this thesis are formed
with electrostatic gates on top of a GaAs heterostructure containing a 2DEG. The
pattern of the gates is shown in figure 2.4 a). A QD, indicated by the ellipse, forms
if the potentials on the gates are chosen right. The contact to the dot is controlled
with QPCs. In our device, the QPCs are formed between the left wall (LW ) and
the nose gate (N), and between right wall (RW ) and (N) respectively.
On the one hand, the QPC can be tuned such that that the conductance of the

dot is small, GQD � 2e2/h. In this closed dot regime, the electrons enter or leave
the QD in tunnelling processes. On the other hand, the QPCs can be tuned such
that one or more modes of conductance are available. In this open dot regime
electrons can travel through the dot without tunnelling.
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Since we conducted measurements on closed dots I will focus on this regime
only. I will also treat double quantum dots (DQDs) afterwards to explain some of
the observations shown in section 8.
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Figure 2.4.: a) SEM picture of a quantum dot. The ellipse indicates a quantum
dot. b) Schematic illustrating the energies in a quantum dot, charg-
ing energy EC, level spacing E∆, temperature T , natural linewidth
Γt, and the chemical potentials of the reservoirs µL,R.

Single Quantum Dots in the Closed Regime

Transport through a closed QD can occur only if the QD has a state which lies
within the chemical potentials of the source and drain reservoirs. This energy
window can be tuned with a source-drain voltage VSD. In the linear response regime
(VSD → 0) lock-in techniques allow the measurement of conductance G which is
finite if an energy level of the QD is in resonance. Transport measurements can
be used to examine the spectra of QDs. They exhibit many effects that are also
present in natural atoms [21], in particular shell filling and Hund’s rule [22, 23].
The advantage of QDs is that it is possible to probe them through leads and to
tune the confinement potential whereas the confinement of electrons in atoms is
set by the Coulomb potential of the nucleus.
However, the number of electrons in the QD is an integer, N . Due to Coulomb

repulsion between electrons it requires energy to bring an additional electron of
charge e on the dot. This charging energy reads

EC =
e2

CΣ

(2.18)

CΣ is the total capacitance of the dot. It is known from classical electrodynamics
that the capacitance scales with the size of an object. For a thin disc with radius



14 Chapter 2. Mesoscopic Physics

r the capacitance is C = 8ε0εrr[24] where ε0 is the permittivity of free space and
εr the relative permittivity of the material. From figure 2.4 a) we can estimate the
radius of the dot as ∼ 100 nm and εr is of the order of 12 for AlGaAs [25]. The
capacitance is then ∼ 85 aF hence the charging energy is of the order ∼ 2 meV
which corresponds to 23K.
The total capacitance is a sum of capacitances as described by the capacitance

model [14]. It describes the Coulomb interactions between the electron in the
dot and source, drain and gate by a capacitive coupling.

CΣ = CS + CD + Cg + Cr (2.19)

with mutual capacitances between the dot and source CS, drain CD, and plunger
gate Cg. Cr is a residual capacitance to other parts which is often neglected.
Starting from the 2D DOS (2.7) we can estimate the average level spacing of the

confinement energy of a single particle [14]. In an area A there are A · D2 states
per unit energy. Hence, the average level spacing is

E∆ =
2π~2

gm∗A
(2.20)

With the effective mass in GaAs, m∗ = 0.067me [25], and a spin degeneracy of
g = 2 the average level spacing is E∆ ≈ 110µeV corresponding to 1.3K for a
radius r = 100 nm like above.
The third energy scale is set by the natural line width. The QPCs tune the

tunnel barriers through which the electrons can enter or leave the dot resulting in
tunnel rates ΓS,D between source and drain, respectively. The total tunnel rate is
then Γt = ΓS + ΓD and the line width is hΓt with h being Planck’s constant.
Finally, the thermal energy, kBT , broadens the Fermi edges in the reservoirs.

Figure 2.4 b) depicts a QD and the energies. The blue areas are the left and
the right electron reservoir. µL,R are the corresponding chemical potentials. The
Fermi edges are broadened by temperature. The black areas represent the tunnel
barriers created by the QPC. The green lines are the energy levels in the QD.

Coulomb Blockade

If the thermal energy is larger than all other energies it can always excite an energy
level in the dot and hence the conductance is always finite, whereas for kBT � EC

Coulomb blockade is observed. If an energy level in the dot is available with
an energy below the Fermi energies in the reservoirs, such as the lower levels in
figure 2.4 b), an electron from one of the reservoirs can tunnel onto the dot but it
cannot leave because all states in the reservoirs which are energetically available
are occupied. Since the next higher energy level in the dot can not be excited



2.1. Introduction: Mesoscopic Physics and Nanostructures 15

thermally, tunnelling is suppressed. In the resonant case, µL ≈ Edot ≈ µR the
electron can tunnel onto the dot and on to the next reservoir, hence the conduction
is finite. I am now explaining Coulomb blockade (CB) with the help of figure
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Figure 2.5.: Schematic on Coulomb blockade. a) Current and differential con-
ductance through the dot. b) Energy diagram of the dot’s levels
Edot.

2.5 for finite dc bias. In a) the current and the differential conductance ∂I/∂V
of the QD is plotted against plunger gate voltage. The numbers (1) to (5) refer
to the situations depicted in the level diagrams in b) which shows the dot for a
finite bias voltage between left and right reservoir. The plunger gate voltage is
increased from left to right, i.e. the energy level of the dot Edot is lowered. Within
this picture the current is proportional to the number of occupied states in the
source and proportional to the number of available states in the drain. Hence we
can write

I ∼ fS(Edot) · (1− fD(Edot)) (2.21)

where fS,D are the Fermi-Dirac distributions in source and drain, respectively.
In (1) the the energy level of the dot is above both, chemical potentials of source

and drain. In this case fS(Edot) = 0 and hence I = 0. As the plunger gate voltage
is increased the energy level of the dot gets into resonance with the source and
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electrons can tunnel onto the dot (case (2)). The Fermi-Dirac distribution of
the drain is ≈ 0 and therefore the current is I ∼ fS(Edot). If the energy level is
half-way between the chemical potentials of the two reservoirs (3) essentially all
states in the source are occupied, fS = 1, and all states in the drain are empty
fS = 0. The current is constant. When Edot gets into resonance with the drain we
get I ∼ (1−fS(Edot)). Finally in (5), all states in either reservoir are occupied and
hence the second factor in (2.21) vanishes such that I = 0. In this simple picture
that neglects spin degeneracy the current does not depend on the bias voltage.
The tunnelling through the barriers sets the current according to [26]

I = |e| ΓSΓD

ΓS + ΓD
(2.22)
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of a quantum dot. The double rectangle is a tunnel contact. It can
be regarded as a capacitance and a resistor in parallel.

Figure 2.6 a) shows a schematic of a so-called Coulomb diamond. The black
and blue lines indicate the peaks of conductance as function of bias voltage VSD
and gate voltage Vg. Figure 8.5 shows a measurement. The numbers n = 0, 1, 2, ...
represent the numbers of electrons on the dot relative to a neutrality point. The
lever arm is a factor that converts the plunger gate voltage into the energy of the
dot level. Since in the closed dot regime the applied bias voltage drops across the
dot the energy difference between source and drain reservoir is µS − µD = eVSD.
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This corresponds to the voltage difference of the inflection points in figure 2.5 a).
Hence, the lever arm reads

α =
V a
SD

∆V a
g

(2.23)

where V a
SD,∆V

a
g are defined in figure 2.6 a). The capacitance model introduced in

equation 2.19 is reflected in the slopes of the diamonds.
The consideration so far are based on classical electrodynamics and the capac-

itances involved are assumed to be constant. This model of constant interaction
suffices to understand the basic physics in quantum dots. It neglects electron-
electron interactions or screening effects. Furthermore, the electron spins and
related effects such as spin-orbit coupling and the influence of magnetic fields were
not considered either. However, within this simple picture and the confinement
potential we can denote the Hamiltonian for a single quantum dot (SQD) [25]

HSQD =
|e|2

CΣ

N(N − 1)

2
+N

|e|
CΣ

(CgVg + CSVS + CDVD ) +
∑
n

εn (2.24)

The first term is the energy required to bring N electrons onto the dot due to
their Coulomb repulsion. The second term describes the interaction between the
electrodes. For simplicity, only one plunger gate, source and drain are considered.
The single particle levels εn can be deduced from the confinement potential.

Coulomb Blockade Thermometry

CB is a temperature dependent effect. As explained in figure 2.5 the current
as function of the gate voltage reflects directly the Fermi distributions in the
reservoirs. The picture above gives a qualitative understanding of CB. For a quan-
titative description of a conductance peak through a QD we have to distinguish
different regimes. They are determined by the energies hΓ, E∆, kBT and EC. A
fundamental pre-requisite for CB to occur is that the dot has energy states with a
spacing which is larger than temperature. Otherwise higher energy states can be
populated by thermal excitations, hence, kBT � max(E∆, EC) [27]. Furthermore,
the QD has to be operated in the tunnelling regime. If the QPCs that define the
QD comprise several modes, the conduction through the QD is determined by the
QPCs in series. In other words, hΓt = h(ΓS + ΓD)� E∆, kBT,EC [27].
In the metallic or classical Coulomb regime where hΓt � E∆ � kBT � EC

all states in the QD are populated according to the Fermi distribution in the
reservoirs. In the limit of VSD → 0 each energy level contributes to the conductance
G = I/V according to [27]

G ' e2D2

2

ΓSΓD

ΓS + ΓD

1

cosh2
(

eαVg
2.5kBT

) (2.25)
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where α is the lever arm, D2 the 2D density of states, and Vg is the plunger gate
voltage.
In the quantum Coulomb blockade regime where hΓt � kBT � E∆ only one

confinement level facilitates transport and the conductance peak as a function of
plunger gate voltage Vg is given as [27]

G =
e2

4kBT

ΓSΓD

ΓS + ΓD

1

cosh2
(
eαVg
2kBT

) (2.26)

Note, that the amplitude in (2.26) holds, irrespective of the ratio of E∆/EC [27].
Both conductance peaks, (2.25) and (2.26), follow the same qualitative be-

haviour, cosh−2. However, the regimes can be clearly distinguished. In both
cases, the full width at half maximum ∆E1/2 scales linearly with temperature. It
is ∆E

(m)
1/2 ' 4.35kBT in the metallic regime and ∆E

(qc)
1/2 ' 3.5kBT in the quantum

Coulomb regime [28]. Furthermore, the temperature dependence of the ampli-
tudes are different. The amplitude in (2.25) is independent of temperature whereas
in the quantum Coulomb regime, the amplitude goes as 1/T .
If the natural line width is comparable to temperature, hΓt ≈ kBT , the conduc-

tance peak starts to become life-time broadened. Disregarding electron-electron
interactions, but considering different scattering mechanisms, the so-called Breit-
Wigner form can be derived [29, 30]

G = g
e2

h

ΓSΓD

ΓS + ΓD

Γt(
eαVg
~

)2

+
(

Γt
2

)2
(2.27)

where g denotes the degeneracy of the single level. This Lorentzian line shape of
the Coulomb peaks was shown experimentally [31] despite the simple picture of
a non-interacting 2DEG.

Double Quantum Dots

The gates of the device presented in figure 2.4 a) can be tuned such that two QDs
adjacent to each other are formed. The model circuit of such a double quantum
dot (DQD) is depicted in figure 2.7 a). It is essentially an expansion of the model
circuit of the SQD in figure 2.6 b). The new key feature is the coupling between
the two dots which is controlled by the voltages on gates (N) and (PC). Starting
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from the Hamiltonian of the SQD the Hamiltonian of the DQD can be written [32]

HDQD =
|e|2

CΣL

NL(NL − 1)

2︸ ︷︷ ︸
(1)

+
|e|
CΣL

(
NL︸︷︷︸
(2)

+ NR
Cm

CR

)
︸ ︷︷ ︸

(3)

(CgLVgL + CSVS) +
∑
n

εLn

+
|e|2

CΣR

NR(NR − 1)

2
+
|e|
CΣR

(
NR +NL

Cm

CL

)
(CgRVgR + CDVD) +

∑
m

εRm

+ NLNR
|e|2Cm

CLCR − C2
m

+
∑
nm

tnm (2.28)

where the (1) denotes the charging energy of the left(right) dot. The total capac-
itances of the left(right) dot CL(R) dot is rescaled with a factor that accounts for
the coupling:

CΣL(R) = CL(R)

(
1− C2

m

CLCR

)
(2.29)

with Cm the mutual capacitance between the two dots. (2) couples the left dot
to the left plunger gate and the source and (3) couples the right dot to the left
plunger gate and the source. Note that this is an indirect coupling. The direct
couplings of the left dot to the right plunger gate and the drain are neglected (see
figure 2.7 a)). All three terms are analogue for the centre row.
The first term in the third row describes the mutual charging energy which is

the additional energy required to put an electron onto the dot due to an electron
present in the other dot. Finally, tnm is a general tunnel coupling that couples the
wave function in the left dot to the wave function in the right dot.
The state of a DQD is typically denoted as (NL, NR) where NL(R) is the number

of electrons in the left(right) dot. It is primarily tuned with the corresponding
plunger gate voltage VgL(R). The two plunger gate voltages span a parameter
space which exhibits regions of stable charge configuration, hence the name charge
stability diagram. Starting from the Hamiltonian (2.28) the shape of the stable
charge areas can be explained.
In the the limit of small coupling (Cm, tmn → 0) (2.28) is the sum of two Hamil-

tonians each describing a SQD coupled to one reservoir and to one plunger gate.
Each plunger gate tunes the level of one dot regardless of the potential of the
other gate or the number of electrons on the other dot. This leads to the charge
stability regions as indicated by the dashed line in figure 2.7 b). If, for instance,
VgL is increased the dot is charged with an additional electron each time a dashed
line is crossed. Due to the absence of coupling, this is independent of VgL. In
the quadruple points where the vertical and the horizontal lines cross, each dot is
in resonance with its reservoir and the four adjacent charge state are degenerate.
Transport through the DQD can occur only in such a quadruple point.
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Figure 2.7.: a) Model circuit of a double quantum dot. b) Charge stability
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from [33])

In the case of finite capacitive coupling the electron on a dot feels the presence
of an additional electron on the other dot. The degeneracy in the quadruple point
is lifted and splits into two called triple points where three charge states coexist.
One can distinguish two types of triple points. The electron-type, one of which
is labelled Te in figure 2.7 b), allows transport through the whole system by a
sequential tunnelling process of electrons. The hole-type (Th in figure 2.7 b))
allows transport through a sequential tunnelling of a hole. The following transfer
processes are depicted below the charge stability diagram.

Te : (n,m)→ (n+ 1,m)→ (n,m+ 1)→ (n,m)

Th : (n+ 1,m+ 1)→ (n+ 1,m)→ (n,m+ 1)→ (n+ 1,m+ 1)

On the line TeTh the states (n,m + 1) and (n + 1,m) are degenerate. The
mutual inductance allows interdot coupling but tunnelling into or out of the DQD
to either reservoir is energetically forbidden. Along TeA (n,m) and (n,m+ 1) are
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degenerate i.e. the chemical potential of the right dot is in resonance with the
right reservoir. Increasing VgL lowers the energy level in the left dot. Due to the
coupling, the energy level in the right dot is lower, too, and VgL has to be lowered
to compensate for the coupling and maintain the resonance of the right dot level
with the right reservoir. TeA′ is explained analogically interchanging ’left’ and
’right’.

Currents along the honey comb edges can be experimentally observed, although
forbidden within this picture. As sketched in the third picture below the honey
comb diagram an electron can tunnel into the left dot in a regular process. Subse-
quentially, it might tunnel through an energetically forbidden region in a virtual
process. The latter could appear first as shown in the fourth diagram. Transport
between the triple points can occur if one electron leaves the DQD to one side while
simultaneously another one enters the DQD from the other side. These processes
are referred to as co-tunnelling.

Finally, at very strong coupling (Cm → CL(R)) the Hamiltonian in (2.28) recovers
essentially the SQD Hamiltonian (2.24). The first term in the third line goes to
infinity which reflects the fact that it requires an infinite amount of energy to
localise two point charges in the same spot. However, the DQD passes over to a
SQD and the charge stability now shows parallel lines only which go from top left
to bottom right. They correspond to Coulomb blockade peaks.

In order to explain the effects of the tunnel coupling we consider one energy level
in each uncoupled dot, denoted εL and εR, that can be tuned with plunger gates.
The coupling t then leads to eigenstates of this two level system with energies that
can be written as [32]

E± = εm ±
√
δ

4
+ |t|2 (2.30)

Here, εm = (εL +εR)/2 is the mean energy and δ = εL−εR is called detuning which
is measured along the axes shown in Figure 2.7 b). Figure 2.7 c) shows the energy
for these two states as function of detuning. The effect of coupling is strongest for
zero detuning where the two coupled states are |t| higher or lower in energy than
the uncoupled states.

This model is a strong simplification. It neglects for instance electron-electron
interaction (apart from Coulomb interaction) or the role of the spins. DQDs were
proposed to be used as fundamental building blocks for quantum computers. This
could be the spin degree of freedom [4] or the charge degree of freedom [34, 35].
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2.2. Quantum Coherence and Quantum
Computing

Next I will give a brief introduction and overview on quantum computing based
on the book by Nielsen and Chuang [3].
The fundamental unit of a classical computer is a bit. It can be in one of two

possible states, ’0’ or ’1’. Its physical realisation is typically accomplished by a
transistor. Any data processing leaves the bit in one of the two states. Accordingly,
the fundamental unit of a quantum computer is called a quantum bit, or shorter
qubit, denoted |0〉 or |1〉. Unlike classical bits, the qubit can also be in a state |Ψ〉
different than these two. It can be in a linear combination or superposition of the
two:

|Ψ〉 = α0 |0〉+ α1 |1〉 αi ∈ C, |a0|2 + |a1|2 = 1 (2.31)

The probabilistic character of quantum mechanics draws an important distinction
to classical computation. Assume one initialises a bit in a certain state, performs
a computation process and reads out the result. The final state of the bit is always
the same, no matter how often the sequence initialisation - process - read out is
repeated. In a qubit the situation is different. You can do the same sequence as
in the classical case but the result varies. The final outcome can be written as in
(2.31). A repetition of the sequence gives |0〉 with a probability of |α0|2 and |1〉
with a probability of |α1|2.
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Figure 2.8.: Bloch sphere.

Single qubit states can be depicted on the Bloch
sphere (figure 2.8). Equation (2.31) can be re-written

|Ψ〉 =

(
cos

θ

2
|0〉+ eiφ sin

θ

2
|1〉
)
eiγ (2.32)

eiγ is a phase factor which doesn’t have any observ-
able effect. The meanings of θ and φ are given in
figure 2.8. Any superposition |Ψ〉 is represented by
a point on the sphere. The other way round every
point of the Bloch sphere corresponds to a qubit
state. However, a classical bit can only ’live’ on
either one of the poles of the sphere.
A classical computer has one non-trivial operation on a single bit, the negation.

Operations on classical bits are called logic gates. Operations on qubits are called
quantum gates, accordingly. In comparison to classical computing, quantum com-
puting provides more quantum gates than just one. Any unitary operator can
be seen as such. In the Bloch sphere picture such quantum gates represent an
effective tilt of the initial state about a corresponding axis into a final state. In
case of a single qubit they can be written as 2× 2 matrices.
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Such as a classical computer is composed of an array of bits, several qubits can
be combined to form a quantum computer. In that case it is no longer possible
to depict the state as easy as for a single qubit. A register of N bits can be
in 2N states, accordingly the state of N qubits is a superposition of 2N states.
Each factor |αi1···iN | then represents the probability to find the state in |ik〉. A
remarkable phenomenon can be explained looking at 2 qubits. Their state is then

|Ψ〉 = α00 |00〉+ α01 |01〉+ α10 |10〉+ α11 |11〉 (2.33)

With appropriate unitary operations the double qubit can be brought into a su-
perposition of the first and last state, a state which is called EPR (Einstein-
Podolsky-Rosen) or Bloch state.

|ΨEPR〉 =
1√
2

(|00〉+ |11〉) (2.34)

Measuring this state gives a 50% chance to measure either of the two states. Now
assume we establish this state in a two-qubit system and subsequently take them
spatially apart, we keep one and take the other further away. If we now measure
once the state collapses either into |00〉 or |11〉. That means that both qubits are
in the same state which in return tells us that the distant qubit is in the same
state as the one that we kept. This type of correlation is not possible with classical
bits.
This consideration has so far been premising an ideal qubit. Quantum mechanics

provides a mighty calculus but it also sets prerequisites. In principle any quantum
mechanical two-level system could be regarded as qubit. However, two major issues
have to be considered. First, the single state itself has to persist. An ensemble of
spin-1/2 particles in an external magnetic field will for example evolve into a pop-
ulation of the two Zeeman levels which is given by the Boltzmann distribution.
This is usually referred to as spin-lattice relaxation with a general decay time τ1.
The second issue is coherence. The quantum mechanical states that constitute the
qubits are in fact waves, in particular they have a phase. The phase information of
a qubit, and the phase relation between qubits, has to persist as well. Eventually,
all quantum computations have to be carried out before the phase information,
i.e. coherence, is lost. The inevitable loss mechanisms depend on the particular
systems under consideration. In general two time parameters describe the deco-
herence, τ ∗2 and τ2. The difference is that τ2 describes the complete randomisation
of phase, whereas τ ∗2 comprises mechanisms such as inhomogeneities which can
be eliminated by echo-techniques. The meaning of these two time parameters is
depicted in figure 3.10.
Up to date numerous proposals have been made on which two-level system can be

used for quantum computations. They are as different as superconducting charge,
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flux or phase qubits, nuclear Zeeman states (NMR), optical lattices or qubits
based on Bose-Einstein condensates, to mention but a few. One particular
approach was proposed by Loss and DiVincenzo [4]. They suggested to use the
spin in an GaAs quantum dot in an external magnetic field as the two-level system.
Ever since, many experiments have been conducted towards such systems [6]. It
was found that the major source of decoherence is hyperfine interaction between
the electron spin and fluctuating magnetic fields created by the nuclear spins within
the envelope of the electron wave function, the so-called Overhauser field. It is of
the order of a few mT [36–39].

2.3. Nucelar Spins in Solids

2.3.1. Hyperfine Interaction

The mutual interaction between nuclear and electronic spins is called hyperfine
interaction. Nuclear spins create an effective magnetic field that acts on the elec-
trons. This gives rise to the hyperfine structure in the absorption spectra of atoms.
In turn, the atom shell creates an effective magnetic field that acts on the nuclear
spins. As a consequence, the peaks in nuclear magnetic resonance (NMR) spectra
are shifted. This is referred to as Knight shift.
Unlike electrons that have a spin of 1/2, nuclear spins can be zero such as the

spin of the most abundant carbon isotope 12C in carbon nanotubes but also as
large as the spins of germanium or indium, which are 9/2. GaAs is composed of
three stable, natural isotopes 69Ga, 71Ga, and 75Ga, all of which have nuclear spin
I = 3/2.
If we take a QD with a radius r = 100 nm, like above in section 2.1.4, and a

extension of 10 nm perpendicular to the 2DEG we have a volume of π · 10−22 m3.
The lattice constant of GaAs is 5.6Å, hence ≈ 2 · 106 nuclear spins are within the
electron wave function.
The hyperfine interaction of the electronic spin with the host nuclei is a contact

hyperfine interaction. The electron has a finite probability to reside in the site of
the nucleus which facilitates a spin-spin interaction. In GaAs it can be written as
[40]

HHF =
2

3
µ0gµBγn~~I ~S |ψ(0)|2 (2.35)

where g denotes the g-factor of the free electron, µB the Bohr magneton and γn
the gyromagnetic ratio of the nucleus. ~I and ~S are the nuclear and electronic spins
and |ψ(0)|2 is the probability density of the electronic wave function in the site of
the nucleus.
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This can be expressed as an effective field that the nuclei exert on the electrons.
An electron in the orbital state q experiences a so-called Overhauser field [40]

~Bq
OF =

2µ0

3

g

g∗
~
∑
i

γi~Ii |ψq(ri)| (2.36)

where g∗ is the effective electron g-factor. The sum is over all nuclear spins Ii.
The fluctuations of the Overhauser field that cause electron spin decoherence are
of the order of a few mT [36–39]. However, it is possible to polarise the nuclear
spins in GaAs resulting in an Overhauser field of the order 4T [41]

2.3.2. Nuclear Ordering

The history of polarised nuclear spins dates back to the middle of the 20th century
[42]. At that time nuclear and particle physicists conducted experiments on po-
larised nuclei. Nuclear magnetism has grown into its own field of research since.
Theory and experiment accompanied each other. Various magnetic phase transi-
tions were discovered, in metals as well as in insulators. A comprehensive review
focussing on metals is given by Oja and Lounasmaa [9], a wider range of nuclear
magnetism is covered by Abragam [43].
In particular the nuclear magnetic ordering of copper shows that spin-spin in-

teraction can be far more complicated than a simple dipole-dipole interaction that
is known from macroscopic dipoles. The spin-spin interaction can even be strong
enough and anisotropic so that stable spin configurations are not restricted to
spins that are aligned parallel or anti-parallel to an applied magnetic field. Figure

a) b) c)

Figure 2.9.: Spin structures of copper for different ranges of external magnetic
field along the [011̄] axis (taken from [44]).

2.9 shows the nuclear ordering of copper [44] for a field which was applied along
the [011̄] axis. The structure in a) is a sequence of alternating anti-ferromagnetic
planes, in the shown plane all spins point in the [011] direction whereas in the next
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plane they point along [01̄1̄] (the opposite way). The magnetic field is |B| = 0.
In b) the structure is shown for 0 < |B| < 1/3Bc, where Bc is the critical field
above which the ordering vanishes. For c) the magnetic field is B = 1/3Bc. The
nuclear ordering was discovered below a critical field Bc = 0.25 mT and below a
Néel temperature of TN = 58 nK [45]. Both, the low Bc and the low TN reflect
the comparatively small nuclear magnetic moment compared to ferromagnetism in
electronic systems. Viertiö and Oja [44] explain the experimental discoveries with
a highly anisotropic interaction among the nuclear spins.
Since the nuclear moments are or can be rather well isolated from the lattice

it is possible to create a population inversion of the Zeeman levels which gives
rise to the concept of negative spin temperatures. Indeed it is possible to observe
nuclear ordering at negative spin temperatures. The orders of silver are even
different, depending if you are at positive or negative temperature. At TN =
0.56 nK silver orders anti-ferromagnetically whilst it orders ferromagnetically at a
Curie temperature of TC = −1.9 nK. Nuclear order can also be found in insulators
like CaF2, LiF2 or LiH. The latter for example exhibits an anti-ferromagnetic order
for positive as well as negative temperatures [42].

2.3.3. Ferromagnetic Phase Transition in GaAs

Simon, Braunecker and Loss predict a nuclear magnetic phase transition [7, 8] for
nuclei within a 2DEG. On the one hand the phase transition shows interesting
physics itself. Unlike the nuclear phase transitions mentioned above, the transi-
tion temperature would be tunable. Besides the fundamental physics, the phase
transition can suppress the nuclear field fluctuations that cause electron spin de-
coherence in GaAs. Therefore it could be a step forward in quantum computation
with electron spins in GaAs.
Fröhlich and Nabarro showed that the nuclear Curie temperature of a bulk 3D

metal is in the range µK or below [46]. Applying the same method to a typical
2DEG in GaAs yields a surprisingly high Curie temperature of 1 mK [7]. The
theoretical methods employed are questionable for two reasons [8]. On the one
hand, it does not take into account dimensionality effects and on the other hand,
electron-electron interactions are disregarded. In [7], Simon and Loss derive a
Curie temperature of the order 1µK with a simple mean-field theory for GaAs.
However, electron-electron interaction in a 2DEG elevates the Curie temper-

ature. Like in metals, the nuclear spins interact with the electron spins through
hyperfine interaction. The electrons themselves are subject to a long-range RKKY
(Rudermann-Kittel-Kasuya-Yosida) interaction. Thus, the electrons mediate an
interaction between nuclear spins resulting in a stronger coupling between the nu-
clei which manifests in a higher Curie temperature. The interactions between the
electrons can be tuned with a gate electrode. Hence, the strength of the interaction



2.3. Nucelar Spins in Solids 27

and so the Curie temperature can be adjusted.
The theoretical derivation starts with a Kondo lattice Hamiltonian which reads

[8]

H = H0 +
1

2

N∑
j=1

Ajc
†
jα~σαβcjβ · ~Ij +

∑
i,j

vαβij I
α
i I

β
j (2.37)

= H0 +HHF +Hdd (2.38)

H0 denotes the regular conduction electron Hamiltonian. Hdd is the regular dipole-
dipole interaction between nuclear spins. This interaction (Edd =̂ 100 nK) is the
weakest involved and is therefore neglected. HHF is the hyperfine interaction be-
tween nuclear and electronic spin. Aj is the hyperfine coupling constant and ~Ij
the nuclear spin at site ~rj. c†jα creates an electron at site ~rj with spin α and N
denotes the number of lattice sites. Assuming, time reversal symmetry of H0,
translational and rotational invariance as well as spin isotropy, they calculate an
effective Hamiltonian

Heff = −1

2

∑
~r,~r′

Jαβ~r−~r′I
α
~r I

β
~r′ (2.39)

with interaction strength

Jαβ|~r| = −
(
A2

4nS

)
χαβ (|~r|) (2.40)

The hyperfine constant is assumed to be Aj = A, nS denotes the nuclear spin
density and χ denotes the electronic spin susceptibility. The latter quantity is the
key parameter that can be changed to control the nuclear magnetism. Further
theoretical analysis yields finally the Curie temperature

TC =
IA

2kB

√
3I

π

A

Π
(2.41)

Π can be regarded as screened potential due to interaction effects. It can be tuned
by the interaction parameter rS, hence the electron density can be used to tune
TC. The estimates for the Curie temperature deviate. On the one hand, it is
estimated that the phase transition occurs in the millikelvin regime, 0.4mK for
rS ∼ 5 and 1mK for rS ∼ 8 [8]. On the other hand, it is 25mK for rS ∼ 5 [7].
However, Π depends exponentially on rS.
The ordering occurs on two length scales. On a length of the lattice spacing, the

nuclei order parallel, i.e. ferromagnetically. But on a length scale of the Fermi
wavelength the magnetisation rotates yielding a helical order.
However, these temperatures are on the verge of what powerful dilution refriger-

ators can achieve nowadays. It is thus more likely to discover the phase transition
using the new cooling scheme presented in this work.
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2.3.4. Detecting the Ferromagnetic Phase Transition

Assume that the phase transition exists and that we can cool the 2DEG below the
nuclear Curie temperature. The question that consequently shows up is: How do
we detect it?
The probability density of electrons in GaAs at the sites of the nuclei is finite.

Therefore, one can use the Overhauser field to detect the phase transition. Thus,
a simple nanostructure that could serve as sensor is a QPC. The steps of the
conductance as function of the gate voltage should separate due to the Zeeman
splitting, such as it is shown schematically in figure 2.3 b) by the dashed line.
However, two issues have to be considered upon using a QPC as a detector.
On the one hand, the 2DEG is partially depleted to form the QPC. In the

depleted area there are no electrons that mediate the interaction and hence, the
phase transition is inhibited. Furthermore, the QPC forms a 1D constriction that
can be comparable to the Fermi wavelength. There are two questions that remain
to be answered. First, does the lack of mediating electrons give rise to a, possibly
negative, back-action on the phase transition. Second, does it influence the helical
order if the QPC width is comparable to the Fermi wavelength.
On the other hand, the electron density within the QPC is reduced with re-

spect to the density in the 2DEG further away from the QPC. This would actually
increase the Curie temperature locally, i.e. the phase transition would be facili-
tated.
Note, that the quantum Hall effect is unsuitable because it relies on the cou-

pling of the electrons’ momenta to a magnetic field but the Overhauser field couples
to the electron spin only.
Another method would be to employ a superconducting quantum interference

device (SQUID) fabricated on top of the heterostructure as a detector. We start
with an estimate of the magnitude of the magnetic field of the nuclei assuming an
average nuclear moment of µ ≈ 2.4µn for GaAs [47] where the nuclei are weighted
according to their occurrence in GaAs. The field in the direction of the dipole
is given by Bd = µ/2πr3 with r being the distance on-axis. We obtain a field
∼ 2 · 10−12 T for one nucleus at a distance of 100 nm which corresponds to a
typical 2DEG depth. The actual field is the sum over all nuclei corrected with
an appropriate angle. Since the ordering is helical on a scale of λF, the field at
distance r far away, r � λF is zero because the field of each nucleus is cancelled by
the field of a nucleus at a distance λF/2 which is about 130 nm in GaAs for rS = 5.
However, if we take that number we have about 105 nuclei within a square of
(λF/2)2 and hence a field of ∼ 2 ·10−7 T which should be detectable with a SQUID
[48]. The Fermi wavelength, however, sets a limit for the size of the SQUID. If
the SQUID is too large the net field would be zero due to the the helicity of the
magnetic dipoles.



CHAPTER 3

Low-Temperature Physics

This chapter gives an introduction to techniques, methods and materials at cryo-
genic temperature. It goes far beyond the scope of this thesis to deal with all
aspects of (ultra) low temperature physics. Nevertheless, the physics which is
relevant for this work will be discussed. One can find all that in more or less
detail in common literature on the topic like [49–52]. A summary concentrating
on rather technological aspects is given by [53], [54] does the same, but above 1K.
Besides these text books, reviews on adiabatic demagnetisation were written by
G.R.Pickett [55, 56] and on cooling below 300mK by G. Frossati [57].

3.1. Heat Transport

Someone who wants to design a low temperature apparatus has to consider the
flow of heat e.g. the distribution of temperatures within the whole set-up. There
are three mechanism of heat flow: convection, conduction and radiation.
In the temperature range below ∼ 1 K convection is negligible over the other

two mechanism for two reasons. On the one hand, spaces are pumped down to
maintain an isolation vacuum and on the other hand, all gases, except helium,
are solid. Hence, in summary there is no significant amount of gas to circulate.
However, it is important when designing a liquid helium dewar that often includes
a superconducting magnet. In that case, the evaporated helium cools the the
magnet leads and structural parts of the magnet.

29
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3.1.1. Radiative Heat Transport

The radiative heat emitted by a black body at temperature T is given by the
Stefan-Boltzmann law, Q̇SB = σT 4 where σ = 5.67 · 10−8 W/m2K4 is the
Stefan-Boltzmann constant. The spectral distribution of blackbody radiation
is given in figure 4.5 (in terms of frequency). Unlike a black body, a real surface
does not absorb all radiation. It has an emissivity ε and a reflectivity r such that

r + ε = 1 (3.1)

Therefore, the net heat flow between two surfaces is given by [51]

Q̇ = σF (ε1, ε2)
(
T 4

1 − T 4
2

)
(3.2)

where T1,2 are the temperatures of the two bodies. F denotes a factor which takes
account for the emissivities of the bodies as well as the geometries.
A reduction of this heat flow can be achieved in different ways. Due to the power

of four in the temperature dependence, it is common to divide the space between
the two bodies with intermediate shields on different temperature stages. In order
to reduce F the reflectivity of the low temperature part has to be increased and
the emissivity of the high temperature part needs to minimised. Due to (3.1)
highly polished metals are perfect candidates to achieve that [51]. Since oxidation
decreases the reflectivity, it is advisable to gold-plate the metal to avoid oxidation.
From the Drude model one can derive a wavelength-dependent emissivity [54]

ε ∼
√
ρ

λ
(3.3)

where ρ is the electrical resistance of the material and λ the wavelength of the
radiation. According to (3.1) this means that the reflectivity goes up at lower
temperature for two reasons. First, the resistance for metals goes down at low
temperatures. Second, the maximum of the power distribution is shifted to larger
wavelengths according to Wien’s law

λT = 2900µm K (3.4)

which is the product of the black body’s temperature T and the wavelength for
which the power emission is maximal (see figure 4.5).
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3.1.2. Thermal Conduction

Conduction in Gases

The heat conduction in a gas depends on temperature and pressure. It is divided
in two regimes: the diffusive regime where the mean free path ¯̀ of a gas atom
is smaller than the dimension d of the vessel, (¯̀ � d), and the free molecule
regime, where (¯̀ � d) [51, 54]. In the the diffusive regime the conduction is
κ ∼ n ¯̀̄vth, where v̄th is the mean thermal velocity and n the density of the gas. As
a consequence κ is independent of pressure P because ¯̀∼ 1/P and the density of
atoms is n ∼ P , so these two dependencies cancel each other. On the other hand,
there is a dependence on temperature through the mean thermal velocity v̄th. In
the free molecule regime, the conductance becomes independent of temperature
but follows pressure linearly, such that κ = κ0P . The constant κ0 contains mainly
gas properties.
In low temperature physics one takes advantage of this by using gases as heat

switches. Typically a dilution refrigerator is cooled to 4K by a gas in the inner
vacuum chamber. Once the temperature is reached, the gas is removed again.
For this procedure one typically uses helium whereas 4He is cheaper than 3He but
more difficult to remove due to its lower vapour pressure and more absorption on
surfaces at 4K.

Conduction in Solids

The thermal conductivity of a solid is given by

Q̇ = κ(T )A
dT
dx

(3.5)

Here Q̇ is the heat flow, A the cross-section of the solid and dT/dx the temperature
gradient across it. For a qualitative description we re-write (3.5) and integrate on
either side

L∫
0

Q̇ dx =

T2∫
T1

Aκ(T ) dT (3.6)

On the left we have to integrate from 0 to L, which is the length of the sample,
and on the right we integrate from T = T1 at x = 0 to T = T2 at x = L. Hence
we get

Q̇ =
A

L

T2∫
T1

κ(T ) dT (3.7)

This equations tells us that is not necessary to know the temperature distribution
along the specimen. All information required is the temperature at the two ends,
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the dimensions of the object and the thermal conductivity κ(T ). The microscopic
mechanisms that contribute to κ will be discussed in section 3.2. In practice,
results for (3.7) can be found in tables for various materials, certain geometries
like rods or tubes and for typical hot and cold temperatures like 4K, 77K or 300K
[54].

3.1.3. Boundary Resistance

A common problem in low temperature physics is thermal transport between a
metal and liquid helium. Since there is no conduction electrons in helium, the
heat transport across this interface is done by phonons. The very high resistance,
as compared to bulk material, arises for two reasons. The acoustic mismatch
theory explains it partially [58, 59]. This boundary resistance arises in general at
the interface of two materials with different indices of refraction.
On the one hand the soundwave travelling across the interface is refracted ac-

cording to Snell’s law
sinαHe

sinαM
=
cHe
cM

(3.8)

cM 
metal 

helium 
cHe 

M 

He The parameters can be taken from the right hand side
picture. That means that a phonon that wants to prop-
agate from helium into the metal can be totally reflected.
Consequently there is a critical angle αcrit of about 3° and
any wave that impinges at a larger angle is totally reflected.
The cone spanned by this angle accounts for about 0.2% of the solid angle of 2π
in the helium. Upon that the two different sound velocities give rise to low trans-
mission propability, t ≈ 0.3%. In the end the fraction of the phonons that can be
transmitted from helium into the metal is < 10−5, the other way it is ∼ 10−3. The
resistance according to this theory is then

RK =
C

AT 3
(3.9)

C is constant expressing the sound velocities and densities of the two materials.
This so-called Kapitza resistance increases strongly for decreasing temperature
T but decreases with larger contact area A. More details on that theory can be
found in [58], it matches experimental data well between 0.02K and 0.2K [49].
Anyway, the only way to overcome this problem is to make A as large as possible.
This is usually achieved with porous media such as sintered metal powders.
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3.2. Solids at Cryogenic Temperatures

Material-specific properties become more and more significant as the temperature
is reduced, properties which are veiled by thermal excitations at higher tempera-
tures. I will now discuss some important properties of solids at cryogenic temper-
atures.

3.2.1. Phase Transitions

One has to be aware of phase transitions if settling for a certain material of
a low temperature apparatus. In the construction of cryogenic equipment two
phase transitions are of utmost importance: superconductivity and ferromag-
netism. Their impact shall briefly be discussed.

Superconductivity

Some materials enter a new state which has some surprising attributes. First
of all, the electrical resistance vanishes. This implies also that current can flow
without dissipating heat. Superconducting magnets can therefore achieve much
higher fields than resistive electromagnets. Second, a superconductor is a perfect
diamagnet. It expels magnetic fields from its inside which can be used for magnetic
screening of a certain volume.
Superconductors are characterised by mainly three parameters. The critical

temperature is the temperature below which the material is superconducting and
above which it is in its normal state. Superconductivity can be found in pure metals
such as aluminium, in alloys such as NbTi or even in ceramics such as yttrium
barium copper oxide (YBCO). The second critical parameter is the magnetic field.
If it exceeds a certain value superconductivity breaks down. Superconductors are
divided in two types with respect to the critical field. Type I superconductors
are described by one critical field whereas type II superconductors are described
by two, Bc1 and Bc2. Below Bc1 the material is an ideal diamagnet. In between
Bc1 and Bc2 magnetic field lines can penetrate the material and the specimen is
in a complicated state mixed between superconducting and normal. Eventually,
above Bc2, superconductivity is completely destroyed. The third critical parameter
is the current density. If it is too large superconductivity disappears as well.
The three parameters are given considering the other two to be zero. In a good
approximation, the phase separation line in the T − B plane can be described as
a parabola, i.e. at finite field the critical temperature is decreased and vice versa.
A problem about superconductors is their low thermal conduction. Electrons

condense into a new state in which they contribute less to the heat transport the
colder the superconductor is. As far as I know all soft solders turn superconducting
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in the kelvin regime [54], hence a solder joint might be inappropriate although
easy to make. On the other hand this fact opens the possibility to fabricate
heat switches since the material can be driven from normal to superconducting by
controlling the applied field. This is the underlying idea of the heat switches in
section 6.3.

Ferromagnetism

The transition temperature at which a material turns ferromagnetic is called the
Curie temperature. In some materials it is well above room temperature such
as in iron (TC = 1033 K) [60]. But some materials show it at low temperatures
like dysprosium at 88K [60]. Attention has to be paid in the case of steels. Due
to their mechanical strength they are very popular for various construction tasks.
But they can turn ferromagnetic at low temperatures. Machining and welding
can introduce such a ferromagnetic behaviour [54]. A good steel in that sense is
for instance 316LN. Ferromagnetica can lead to hysteresis effects and enormously
strong forces in the structural parts that can even destroy a set-up.

3.2.2. Heat Capacity

The heat capacity is a measure for the amount of energy required to heat a body
from a lower to a higher temperature. Microscopically the amount of heat that
a body can store depends on the available excitations. Hence, the heat capacity
reflects the quantum mechanics of the specimen. The specific heat depends on
the subsystem under consideration and the total specific heat is the sum of single
contributions. Figure 3.1 shows the specific heat of the electrons and phonons in
copper. Moreover, it plots the specific heat of copper nuclei for a magnetic field
of 800mT.

Phonons

At room temperature the contribution of the lattice vibrations is constant. Ac-
cording to the Dulong-Petit law it is three times the universal gas constant.
At low temperature, when the equipartition theorem no longer holds, the Debye
model describes the specific heat much more accurate. From a periodicity argu-
ment, which goes along the same line that lead to the electron DOS (2.8), on a
cube of volume V and with a linear dispersion ω = ck the phonon density of states
is given by [60]

Dph =
V

2π2c3
ω2 (3.10)

The thermal energy is then the integral over the product of Dph, the occupation
probability which is in this case given by Bose-Einstein statistics and the energy
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Figure 3.1.: Specific heat of electrons, phonons and nuclei at 800mT in copper

of a single phonon ~ω. The integral has to be calculated from zero to the so-
called Debye frequency ωD. Simply speaking ωD is given by the fact that it is
unreasonable to allow wavelengths shorter than twice the lattice spacing. The
Debye frequency is associated to the Debye temperature ΘD. It is a material
constant which expresses the mass of the atoms and the binding energy. It ranges
from 2000K for rather light, strongly bound atoms, as for instance in diamond, to
95K for heavy, weakly bound atoms as in lead. However, within the scope of this
thesis we are interested in low temperatures where T � ΘD. Hence, the specific
heat of the phonons is given by [49]

Cph = 1944
J

mol K

(
T

ΘD

)3

(3.11)

This law hold very well for solid argon [49]. Possible deviations can be taken into
account by making the Debye temperature a function of temperature.

Electrons

In metals conduction electrons form another system that can be excited. The
same considerations about the Fermi distribution and the density of states as
in section 2.1.2 apply here. In metals electrons occupy states up to a Fermi
energy of typically ∼ 1 eV [60, 61] which corresponds to a temperature of about
Tf = 104 K. Thus, even at room temperature it is T � Tf and the Fermi-Dirac
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distribution can be approximated linearly in an interval of kBT around EF. In
order to warm the system from T1 to T2 an energy ∆E ∼ T 2 has to be introduced.
A detailed calculation, taking into account the density of states and the Fermi-
Dirac distribution yields for free electrons [61]

Ce =
π2nek

2
B

2EF
T = γT (3.12)

Here, ne is the electron density, hence γ is a material constant, the Sommerfeld
coefficient. The theoretical value given for γ can be altered by electron-phonon
interaction or electron-electron interaction which is reflected by the effective mass
approach [49].

Superconductors

In a superconductor electrons condense into a new state they form cooper pairs.
The number of electrons decays exponentially with temperature due to the su-
perconducting gap. This implies that they are no longer available as a thermally
excitable system. Hence, below the critical temperature the specific heat of the
electrons decays with temperature T as1

Ce,sc = 1.34γTc

(
∆0

kBT

)3/2

e−
∆0
kBT (3.13)

with γ the Sommerfeld coefficient, Tc the critical temperature and ∆0 the super-
conducting energy gap. The specific heat of a superconductor exhibits an abrupt
jump to a higher value which is proportional to 1.34γTc. Such a sudden change
can in general indicate a phase transition.
As the temperature is lowered this specific heat diminishes and the phonon

system becomes dominant.

Spins

If a magnetic field splits the Zeeman levels of a spin system we obtain excitable
states i.e. a heat capacity. For a simple spin-1/2 system such as electrons the
specific heat is given by [59]

C1/2 = R

(
∆E

kBT

)2 e
∆E
kBT(

1 + e
∆E
kBT

)2 (3.14)

1Literature gives different formulas for the specific heat of superconductors [49, 59, 61]. However,
the formula here is based on a derivation by [61].
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where R denotes the universal gas constant and ∆E is the level splitting i.e. the
Zeeman energy. For larger spins (3.14) goes over to (3.36) with appropriate
replacement of the spin quantities. Figure 3.2 shows the heat capacity for electron
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Figure 3.2.: Specific heat of spin systems. Nuclear spins of copper for 80mT,
800mT and 8T, silver and aluminium for 8T and localised electron
spins with g=2 and 80mT.

spins and copper nuclei at 1T. In both cases a clear maximum can be seen. The
fact that the specific heat exhibits a maximum in temperature is referred to as
Schottky anomaly. Well below the maximum C goes as e

∆E
kBT whereas for T →∞

it goes as 1/T 2. The maximum value of heat capacity is a function of spin but it is
independent of magnetic field [49]! This can be understood considering entropy. A
higher field implies a larger splitting but the disorder, i.e. the number of states or
degrees of freedom is not increased. More Zeeman levels on the other hand provide
more states, more degrees of freedom, hence a larger entropy and therefore a larger
specific heat. The temperature for which the specific heat is maximal depends on
spin as well as on magnetic field. It goes up as one of the two quantities is increased.
The stored heat Q, however, goes up for larger fields and larger spins, because Q is
the integral over C. Since the nuclear and electronic spin differ by roughly a factor
of 1000 the corresponding maxima of the specific heat are in completely different
temperature ranges.
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Amorphous Solids

Last but least non-ideal solids have to be considered. Some materials lack a long-
range order such as some glasses. The atoms can be in two sites. The energy
required to ’hop’ from one site to another is rather small which in return offers an
additional mode of excitation and hence a contribution to the specific heat. It is
given by [49]

Ca = αT η (3.15)

with a material-specific pre-factor α and an exponent η which is close to 1. In some
non-crystalline solids the contribution of this heat reservoir can be significant. In
addition to the fact that these materials show a small heat conduction, they can
be a source of heat release in (ultra-)low temperature apparatus. Examples for
various materials can be found in [49] and the references therein.

3.2.3. Thermal Expansion

In a first idealised approximation the ions that constitute the solid are assumed to
rest in a fixed position. However, thermal expansion can’t be explained within this
model. The potential that an ion experiences in a lattice, looks qualitatively as
depicted in figure 3.3. Often the so-called Lennard-Jones potential is assumed.
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Figure 3.3.: Schematic description of the Lennard-Jones potential of an ion
within a lattice as a function of interatomic distance. The waves
illustrate the probability density of the ions as function of inter-
atomic distance for two different temperatures.

The attracting forces for larger distance r follow a 1/r6 law, whereas the repelling
forces at r → 0 are most often assumed to go as 1/r12 [60, 61]. Given this potential
we can understand thermal expansion in a simple intuitive picture [49]. At low
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temperatures the system is in a ground state, depicted in blue in figure 3.3. Higher
temperatures allow for the system to be excited to a higher state, upper, green
level in figure 3.3. As illustrated, the atom wave function spreads to higher inter-
atomic distances due to the smaller potential at higher distances. This results in
a higher expectation value to reside at a larger spacing which means that the solid
eventually expands for higher temperatures. Within this model the change of the
expectation value is larger for higher temperatures. For lower temperatures, the
potential can be approximated by a parabola within which the expectation value
does not change. Thus, thermal expansion is stronger at higher temperatures.
A general description can be found in [60, 61]. For the purposes within this work

it is enough to simply characterise thermal contraction with the thermal expansion
coefficient

α =
1

`

(
∂`

∂T

)
P

(3.16)

It is the relative length change upon changing temperature while keeping the pres-
sure P constant. Values for various materials are listed [49, 54]. In general, α is a
function of temperature but below a few Kelvin it can be assumed to be constant.
The length change from room temperature to that temperature range can be as
small as . 0.1%, for instance for InvarTM or tungsten, or as large as ∼ 2.1% for
TeflonTM [54].
The fact that different materials can contract very differently upon cooling has a

strong impact on the design and the construction of a low temperature apparatus.
Neglecting this can result in strong tension and stress at low temperature that
in turn can cause cracks such as we encountered for the AralditeTM beam of the
prototype or the sample holder in the second generation stage. To some extend
the thermal contraction of a piece can be tuned by using a ’sandwich structure’
of layers of different materials. Adding a strongly-contracting material increases
the contraction of the the whole sandwich, e.g. we used molybdenum washers to
increase the pressure on a screw joint. The brass screw contracts more than the
molybdenum and hence the pressure gets larger upon cooling down.

3.2.4. Thermal Conductivity

A crucial property of solids at low temperature is their capability to conduct heat.
We now recall equation (3.5) in order to look at the thermal conductivity κ in
more detail. In general heat can be carried by electrons and phonons and their
contributions simply add up. In a very basic picture we regard the two systems as
gases in the solids. Kinetic gas theory then gives [49]

κ =
1

3

C

Vmol
v ¯̀ (3.17)
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This can be interpreted as follows: The factor 1/3 is due to the fact that we are
interested in transport in one dimension only. Vmol is the molar volume, hence
C/Vmol represents the quantity which propagates, in this case heat. v is the ve-
locity of the propagation which is the speed of sound for phonons and the Fermi
velocity for electrons. Eventually, ¯̀ is the mean free path, i.e. the average distance
the carrier can travel without scattering. In order to examine the temperature de-
pendence of κ we have investigate each factor. The velocities can be assumed to be
independent of temperature at low temperatures. The heat capacity was discussed
in section 3.2.2. The mean free path is by far more complicated. Both, electrons
and phonon can scatter at other phonons or electrons as well as with defects and
impurities. Since the number of phonons goes down with temperature all scat-
tering processes involving phonons get more unlikely at lower temperatures. The
thermal resistance introduced by impurities and defects depends on the tempera-
ture range of consideration. At temperatures of interest, i.e. below 1K, this type
of scattering is independent of temperature. A more precise treatment is given in
[49] and references therein.

Phonons

At low enough temperatures, here T � ΘD, we plug (3.11) into (3.17) and get

κph =
1

3

β

Vmol
vsnd ¯̀T 3 =: κβT

3 (3.18)

(3.7) becomes

Q̇ =
Aκβ
4L

(
T 4

2 − T 4
1

)
(3.19)

with appropriate constant κβ.

Electrons

For electrons (T � Tf) we plug (3.12) into (3.17) and get respectively

κe =
1

3

γ

Vmol
vF ¯̀T =: κγT (3.20)

and (3.7) becomes respectively

Q̇ =
Aκγ
2L

(
T 2

2 − T 2
1

)
(3.21)

with appropriate constant κγ.
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Superconductors

In the case of superconductors the situation depends on the state. In the normal
state, electrons conduct according to (3.20) or (3.21) if it is a metal. Below the
critical temperature the electrons condense into cooper pairs that do not carry
entropy. That means that the number of available heat carriers diminishes with
temperature which is expressed by the exponential term in (3.13). On the other
hand it is reasonable to assume that the thermal conductivity is proportional to
the remaining unpaired electrons and the corresponding specific heat respectively,
hence [49]

κe,sc = κ∆T e−
∆0
kBT (3.22)

If one simply plugs (3.13) into (3.17) the polynomial term changes its exponent.
Other approaches simply apply an empirical equation [62]

κe,sc = κ∆,Tce
α(1−Tc

T ) (3.23)

κ∆,Tc is the thermal conductivity at the critical temperature and α is a material
parameter that can be determined by fitting the equation to a dataset. As for
the specific heat of superconductors, literature gives different expression for the
electronic heat conductivity in the superconducting state and furthermore the cor-
responding integral (3.7) is rather cumbersome. Anyway, the dominating physical
mechanism is in any case the superconducting gap and therefore the exponential
term.

3.2.5. Electrical Conductivity

Electrical conductivity depends on the system under examination. I will focus on
metals here. With similar thoughts that led to (3.17) we can state the electri-
cal conductivity. We essentially have to replace the specific heat by the charge.
However, we write the Drude conductivity

σ = en
eτ

m
(3.24)

e is the elementary charge and n the electron density. The parameter eτ/m is called
mobility µ which is the ratio of the electron drift velocity over the applied electric
field. m is the electron mass. In this simple model τ can be regarded as the only
temperature dependent quantity. It stands for the average time between two scat-
tering events. For metals there are two scattering mechanisms. At temperatures
above ∼ 10 K electron-phonon scattering dominates. The conductivity follows a
rough linear trend (Matthiesen’s rule [54]). At lower temperatures the phonon
contribution to scattering becomes negligible and what remains is determined by
scattering on defects and impurities, a contribution which is independent of tem-
perature.
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Purity and RRR

Whereas the conductivity at room temperature depends mostly on the type of
material rather than on the purity, the low temperature conductivity is clearly
dominated by the purity. Measurements show that most metals exhibit a constant
conductance below several Kelvin [54]. The conductance value depends on the
purity and can be used as a measure of purity. A quantity which is typically used
is the residual resistance ratio or RRR. It is defined as

RRR ≡ RRT

R4K
=
ρRT
ρ4K

(3.25)

which is the ratio of the resistance at room temperature, RRT, and that at 4K,
R4K. Geometric quantities are cancelled out, i.e. it is a material property only.
The RRR is essentially determined by two parameters, first, by the concentration
of contaminants and second, by the crystal quality. The latter gets worse with
machining or even welding. It can be improved by annealing which cures defects.
High purity materials achieve RRRs up to a few thousand.

Wiedemann-Franz Law

In practice, it is much easier to determine an electrical than a thermal conductance.
Since in metals mostly electrons carry both, charge as well as heat, we calculate
the ratio of the conductivities, (3.17) over (3.24). The result is

κ

σ
=

1

3

Cevsnd ¯̀e
enµ

(3.26)

Everything said about the temperature dependence of the specific heat and the
electrical conductivity applies and the expression can be complicated. But it sim-
plifies for very low and high temperatures, i.e. T � ΘD or T � ΘD [49]. For very
low temperatures σ is constant and Ce is proportional to T whereas in the high-
temperature case the electrical conductivity is proportional to 1/T and the specific
heat is independent of T . However, in both cases this leads to the Wiedemann-
Franz law.

κ

σ
= LT (3.27)

L is the Lorenz number. A detailed derivation gives L = (πkB/e
√

3)2 ≈ 2.4 ·
10−8 WΩ/K2. Although this is a simple method to get information about the
thermal conductivity, one has to pay attention. The law holds accurately for
copper at low temperatures but other materials show deviations like aluminium or
silver, the latter about a factor of 10 [49]! Data on different materials is given for
instance in [63]. Furthermore, L can depend on magnetic fields [62]. Despite these
discrepancies, the Wiedemann-Franz law, in particular in combination with the
RRR, is commonly used in low temperature physics.
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3.3. Dilution Refrigeration

Since its arrival in the 1960s the dilution refrigerator (DR) has become the workhorse
in mesoscopic physics for essentially two reasons. On the one hand it can be op-
erated in a continuous mode whereas other techniques such as demagnetisation of
paramagnetic salts, Pomeranchuk cooling, or some 3He cryostats are at least
partially one-shot techniques. Furthermore, it can provide lower base temperatures
than for example 3He cryostats. I am now briefly discussing dilution refrigeration.
A schematic of a DR set-up is shown in figure 3.4.

3.3.1. Helium Dewar

The DR itself is operated in a liquid helium bath inside a dewar (figure 3.4). The
helium volume is thermally isolated from the environment by a vacuum (outer
vacuum chamber, OVC). Furthermore, the walls of the vessel have to be built
from materials with low thermal conductance. Many liquid helium (LHe) dewars,
such as ours, are also equipped with a liquid nitrogen (LN2) bath which surrounds
the helium bath. On the one hand, the LHe volume is shielded against thermal
radiation from the outer wall which is at room temperature, on the other hand,
some of the heat that flows down the inner wall of the bath volume is absorbed by
the liquid nitrogen. Nitrogen has two advantages over liquid helium. First, it is
cheaper, second, it has a higher latent heat of evaporation [54] which gives longer
refilling periods.
A further protection against thermal radiation are baffles in the bath volume.

They are cooled to temperatures significantly below room temperetaure by cold
helium vapour. According to the Stefan-Boltzmann (equation 3.2) law the
irradiated power is reduced.
The DR is put inside the liquid helium which serves three purposes. First, it is

a bath at 4K. Hence, the dilution unit is cooled to that temperature and the wall
of the inner vacuum chamber (IVC) emits thermal radiation at the corresponding
power. Second, the helium is a reservoir for the 1K pot of DR. The helium volume
is larger above the 1K pot inlet to ensure that the reservoir holds for a sufficiently
long time. Finally, such a set-up typically comprises a superconducting magnet and
the helium cools the magnet below the superconducting transition temperature.
Such a helium dewar is is equipped with several flanges and ports. Helium gas is

typically recovered for economic reasons, thus the dewar is hooked up to a recovery
system. Furthermore, safety devices such as over pressure valves are mounted. If
a magnet quenches, large amounts of helium are evaporated and the gas has to be
able to leave the vessel.
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3.3.2. Dilution Refrigerator
3He/4He Mixtures

The cooling source inside a DR is the phase separation boundary of a mixture of
3He and 4He . Figure 3.5 shows a phase diagram in the temperature T versus
concentration x3 plain, i.e. the concentration of 3He is displayed on the x-axis.
Above 2.2K the two isotopes are mixable at any concentration and they are normal
fluid. At that temperature and x3 = 0 the liquid turns superfluid. The transition
temperatures decreases with increasing x3 down to 0.86K or x3 ≈ 2/3. Below this
temperature, the two liquids cannot be mixed at arbitrary concentrations, i.e. the
blue area is not accessible. The following example illustrates the behaviour. We
start with a certain concentration at point A and decrease temperature. In point
B at the corresponding temperature the mixture turns superfluid. Cooling the
system further, the mixture starts to separate into a 3He rich (concentrated) and
into a 3He poor (dilute) phase (C, C’). At yet lower temperatures, the concentrated
phase floats on top of the dilute phase (D and E). For T → 0 the concentrated
phase approaches x3 → 100%. However, the dilute phase tends to a finite con-
centration, x3 = 6.6%! This finite concentration is of great importance for the
dilution refrigerator to work. It shows that the binding energy of a 3He atom in
4He is higher than for a 3He atom in 3He [49].
The 3He/4He mixtures are often treated as Fermi liquids whereas the bosonic,

superfluid 4He is referred to as ’inert background’ [49] or ’mechanical vacuum’ [51],
i.e. the properties are determined by the fermionic 3He . Therefore, mixtures follow
qualitatively the same laws as conduction electrons. But the striking difference is
the Fermi energy EF, or temperature TF respectively. In the case of conduction
electrons it is around 104 K but for 3He atoms it is of the order 1K. This analogy
holds for example for the specific heat C3 of 3He. It goes as C3 ∝ T/Tf if T � TF.

Mixing Chamber

In the mixing chamber (MC) of a DR a 3He/4He mixture is cooled such that the two
liquids separate. As a helium-3 atom crosses the phase boundary it experience a
change in enthalpy, i.e. cooling. The cooling power is determined by the properties
of helium-3 and the 3He/4He mixture. The specific heat and hence the enthalpy is
a function of temperature and in in the mixture also of concentration. But at low
enough temperatures (. 40 mK) the specific heat is linear in a good approximation
[49]. The cooling power in Watts is then given by [49]

Q̇ = ṅ3

(
95T 2

MC − 11T 2
HE

)
(3.28)

where ṅ3 is the flow oh helium-3 in [mol/s], TMC is the temperature of the mixing
chamber and THE the temperature of the liquid after leaving the heat exchangers
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(explained below), both in [K]. From this equation two limits can be calculated.
First, any DR has a finite heat leak on the mixing chamber. If we assume perfect
heat exchangers, TMC = THe, we can calculate a the lowest achievable temperature
as a function of the heat load Q̇hl

TMC,min =

√
Q̇hl

84ṅ3

(3.29)

Second, (3.28) shows the necessity of good heat exchangers. Assuming a very low
heat leak (Q̇ = 0) equation (3.28) becomes

TMC &
1

3
THE (3.30)

Thus, the temperature of the mixing chamber can only be a factor of three lower
than that at the end of the last heat exchanger.
In order to transfer the cooling power to an experiment the mixture needs to

be coupled to a good thermal conductor. Since only metals provide good ther-
mal conduction at MC temperatures the heat flow has to overcome the boundary
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resistance (equation (3.9)) between the metal and the liquid helium. This is ac-
complished by using metal powders which can be sintered directly on the wall of
the MC if it is made of metal. The surface areas are of the order several 10 to
several 100 m2 [49].

The sample (S) is typically mounted on a coldfinger which in turn is attached
to and thermally anchored at the mixing chamber. The coldfinger serves two
purposes. On the one hand, it is supposed to hold the sample in the centre of a
magnetic field. On the other hand, the sample has to be cooled. Details of thermal
anchoring are discussed in chapter 4.

Circulation

In order to maintain a permanent cooling 3He needs to be circulated. Starting
from the MC the cycle is as follows. The 3He atom crosses the phase boundary,
thereby cooling the mixture. Driven by a concentration gradient, the 3He atom
flows to the still. On its way it exchanges heat with the 3He atoms that are on
their way to the MC. This heat exchange, indicated by the yellow-red-blue arrows,
is accomplished in heat exchangers. In order to overcome the thermal boundary
resistance they contain sinters with large surface areas. In the still, the 3He atom
evaporates and so cools the remaining 3He . The temperature in the still is limited
by the vapour pressure of 3He to typically around 700mK. The still also serves
as precooling stage for the 3He that returns to the MC. A circulation system,
consisting of powerful pumps, tubes and pumping lines, pumps the 3He back into
the dilution unit.

On its way back, the 3He cools and eventually condenses back to its liquid
state. The cooling is achieved in two ways. On the one hand, the return line is
equipped with flow impedances behind which the gas expands and thereby cools.
On the other hand, the so-called 1K pot provides a temperature of & 1 K. The
temperature is maintained by evaporative cooling. 4He flows from the bath into
the 1K pot where it is evaporated and pumped away. The 4He flows through a
thin capillary to make sure that a temperature gradient between the bath at 4K
and the 1K pot can be established. The lowest achievable temperature of the 1K
pot is limited by the vapour pressure of 4He to & 1 K.

Once the 3He is re-condensed, it exchanges heat with the 3He which is on its way
from the MC to the still. As shown above, the efficiency of the heat exchangers is
a crucial parameter in the performance of the whole DR. After passing the heat
exchangers, the 3He arrives back in the MC and the cycle starts over.
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Lowest Achievable Temperature

Given the simple consideration which led to (3.28) it looks like it is easy to built
arbitrarily strong DRs. One simply has to circulate enough helium-3 and needs to
have good enough heat exchangers. Along with a higher flow rate the heat of con-
densation also increases. That means that the helium enters the heat exchangers
at a higher temperature and due to the finite efficiency of heat exchange it will
also leave the heat exchangers at a higher temperature. According to (3.29) and
(3.30) the minimum achievable temperarture is limited.
Furthermore, there is technological limits set by the pumping conditions such

as tube diameters and pumping power. The finite vapour pressure of 3He in the
still, and 4He in the 1K pot respectively, constitute limits for the lowest achievable
temperatures, too. The cooling power of the 1K pot can be increased by flowing
more 4He through the capillary but that has to be filled into the 4He bath and so
transfers have to be done more often.
Besides physical and technical limits, it is more expensive to run more powerful

DRs. On the one hand, the consumption of LHe is higher, on the other hand, a
larger amount of 3He has to be circulated. This is very expensive, but also hard
to obtain [64].

3.4. Adiabatic Demagnetisation

3.4.1. Magnetism and Spins

Magnetism is a phenomenon known for centuries maybe even millenniums. The
fact that you get two bar magnets if you break one in two can be explained by so-
called elementary magnets. These are so small that any macroscopic bar magnet
still consists of a large number of them and the summed-up field generated by each
of these little magnets creates the magnetic field of the bar magnet. This field can
easily be visionalised by iron filings.
Nowadays magnetism is described in a more complex way. The magnetic be-

haviour of materials is divided in essentially three classes: diamagnetic, param-
agnetic and ferromagnetic. The quantity describing the effects is called magnetic
susceptibility χ. Diamagnetism has its origin in small orbital currents induced in
a material by an external field. According to Lenz’s law these currents themselves
generate a field that is anti-parallel to the external field such that this gets reduced,
hence χ < 1. Superconductors are perfect diamagnets that repel a field completely
from their inside. Paramagnetism (χ > 1) on the other hand, arises if permament
magnetic moments in the material are present. They are given due to uncancelled
micro-currents in atomic or molecular orbits or by the magnetic moments of the
particles themselves. Under the influence of an external field they line up and
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therefore enhance the field whereas without field they are randomly oriented by
thermal fluctuations and so the vector sum is zero. In ferromagnets (χ� 1) these
permanent magnetic moments additionally couple strongly to each other such that
the material can be magnetised even if there is no external field. Two other classes
of materials, anti-ferromagnetic and ferri-magnetic, are neglected at this point.
The magnetic moment of a particle is closely related to another quantum me-

chanical property of the particle, the spin. A particle with a spin I has a magnetic
moment µ = gIµnI. gI is the dimensionless g-factor which depends on the specific
particle. µn is the nuclear magneton for nuclei, and the Bohr magneton if the par-
ticle is an electron. In analogy to classical physics the spin is sometimes regarded
as an angular momentum that describes a rotation of the particle about its own
axis. If the particle is charged the magnetic moment is then a consequence of a
circular current. The spin behaves in fact as an angular momentum but the picture
of a rotating charged particle is incorrect. For instance, some neutral particles,
such as neutrons, have a magnetic moment and a spin which cannot be explained
in this classical picture.

3.4.2. Magnetic Cooling - Qualitative Picture

Classically, a magnetic moment aligns parallel to an applied magnetic field. The
magnetic moments of a microscopic particle with spin I however, can take up to
2I + 1 orientations with respect to an external magnetic field, hence the particle
can be in 2I + 1 possible states. The energy splitting of the states in a magnetic
field B is given by

Em = −mIgnµnB mI = (mI = −I;−I + 1; · · · ; I − 1; I) (3.31)

mI denotes the spin quantum number, gn the nuclear g-factor and µn is the nuclear
magneton. For electron spins these quantities have to be replaced by their elec-
tronic counterparts. In both cases, this energy is called Zeeman energy. At zero
temperature, all spins occupy the lowest Zeeman level. At a finite temperature T
thermal energy enables the spins to occupy higher levels. The resulting population
distribution reflects temperature and is given by the Boltzmann factor

p = e−
Em
kBT (3.32)

where p states the probability to find a spin in state Em = mgnµnB. Figure 3.6
illustrates the Zeeman levels for two sets of magnetic fields and temperatures
for a I = 3/2-system, e.g. copper. If the magnetic field is increased, the spins
on the higher Zeeman levels gain energy. According to (3.32) this no longer
reflects temperature, hence the system warms up. In order to return to the initial
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Figure 3.6.: Zeeman levels of a spin-3/2 nucleus. The left-hand side illustrates
the population prior to demagnetisation. During the adiabatic de-
magnetisation, the population is preserved. That corresponds to a
reduction of temperature.

temperature, this heat, the heat of magnetisation, has to be removed. The spins
then occupy preferably lower levels than before at lower field.
The cooling now works as follows. Assume the system is at an initial field, say

Bi = 8 T, and an initial temperature, say Ti = 10 mK, as shown in figure 3.6 this
corresponds to a certain population. The system is then thermally decoupled from
the environment and the field is reduced slowly, i.e. adiabatically, to a final field
Tf. Since this is done adiabatically, the population is preserved which means that
the Boltzmann factor p is constant. In turn, this implies that the temperature
has to go down by the same factor as the magnetic field. Hence,

Tf =
Bf

Bi
Ti (3.33)

In figure 3.6 this is shown for a final field of 80mT. This corresponds to a reduction
by a factor of 100 and so the final temperature is Tf = 100µK.
The temperature which is reduced this way is the temperature of the nuclei.

The equilibration of both, nuclei and electrons among themselves, is faster than
the relaxation between the two systems at these low temperatures [51]. Hence,
the two system can be regarded as individual baths with individual temperatures.
After demagnetisation the nuclear spin bath is at a low temperature. It undergoes
mutual flip-flop processes with the electron spins, thereby the nuclei warm up and
the electrons are cooled.
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3.4.3. Thermodynamic Basics of Paramagnets

A particle with spin I can occupy 2I+1 possible states which leads to the following
partition function:

Z =

(
I∑

k=−I

exp
−mIgnµnB

kBT

)A0

(3.34)

where A0 is the Avogadro number. This is the starting point to compute the
required thermodynamic quantities entropy S, (nuclear) heat capacity CB [49] and
magnetisation M [13]

S

R
=

β

2

[
coth

(
β

2

)
− (2I + 1) coth

(
β (2I + 1)

2

)]
+ ln

sinh
(
β(2I+1)

2

)
sinh
(
β
2

)
(3.35)
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(3.36)

M

MS
=

2I + 1

2I
coth

(
β(2I + 1)

2I

)
− 1

2I
coth

(
β

2I

)
(3.37)

where the ratio of Zeeman and thermal energy was used: β = µngn
B
kBT

. R denotes
the universal gas constant and MS the saturation magnetisation. At this point it
should be emphasised that these properties are functions of the B/T ratio only
once the material, e.g. I, is given. Figure 3.8 shows the entropy of copper nuclei
as a function of temperature for different magnetic fields whereas figure 3.7 shows
the polarisation P = M/MS. The functions PI(β) are called Brillouin functions.

These rather cumbersome expressions can be simplified by the so-called high
temperature approximation [49]. For gnµnB � kBT we can expand equations
(3.35), (3.36) and (3.37), resulting in

S = R ln(2I + 1)− ΛnB
2

2T 2
n

(3.38)

Cn = Λn
B2

T 2
n

(3.39)

Mn = Λn
B

Tn
(3.40)

Λn = A0I(I + 1)µ2
ng

2
n/3kB is called the molar Curie constant. From (3.40) it is

easy to derive Curie’s law.

χn =
µ0Λn

Tn
(3.41)
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3.4.4. Magnetic Cooling - Quantitative Picture

In this section I am discussing the mechanism presented in section 3.4.2 in a
more quantitative way. The thermodynamic processes during the cooling cycle
are illustrated with arrows in figure 3.8. Along AB the system is isothermally
magnetised. The arising heat is given by [49]

Q = nTi [S(0, Ti)− S(Bi, Ti)] (3.42)

In the entropy diagram this corresponds to the rectangle which is defined between
AB and the entropy axes. From the high temperature approximation we get

Q
∣∣∣
T

= −nΛnB
2
i

2µ0Ti
(3.43)

In practice, the nuclei are polarised at constant magnetic field and cools the sys-
tem along the entropy curve from A’ to B. This gives an additional heat that
corresponds to the yellow-shaded area defined by AB , A’A and the entropy curve
between A’ and B. It is calculated as [49]

Q
∣∣∣
B

= n

Ti∫
∞

Cn dT (3.44)
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Plugging in (3.39) we get

Q
∣∣∣
B

= −nΛnB
2
i

µ0Ti
= 2Q

∣∣∣
T

(3.45)

Although this is twice as much heat as in the isothermal case, it is advisable to
cool along the entropy curve. The time required to arrive in B is faster because one
can seize the higher cooling power of a dilution refrigerator which is approximately
quadratic in temperature [49] (see also section 5.3.2).
The cooling is accomplished along BC along which the entropy is constant.

Since the entropy of the nuclei (3.35) is a function of B/T only we can deduce
that the ratio has to be constant and we obtain (3.33).
Once the final field is reached, the system warms up along the entropy curve as

indicated by the light blue arrow in figure 3.8. The heat that can be absorbed is
given by the blue-shaded area in figure 3.8. In analogy to the heat of magnetisation,
we can derive this heat in the high temperature approximation. We get [59]

Q =

∞∫
Tf

Cn dT = n

∞∫
Tf

T

(
∂S

∂T

)
B

dT = nΛn
B2

f

µ0Tf
= nΛnBf

Bi

Ti
(3.46)
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For the last ’=’ we used (3.33). This result shows us that we need a compromise
for the final demagnetisation field. According to (3.33) we get lower tempera-
tures for lower final fields, on the other hand, according to (3.46), higher final
demagnetisation fields give a higher cooling potential.

3.4.5. Thermal Performance

In a process where a paramagnetic salt is used as a refrigerant the electrons are
cooled directly. Nuclear demagnetisation leads to a bath of cold nuclei. And if one
is not interest directly in the properties of cold nuclei, and within this project we
are interested in cold electrons, this bath has to cool the electrons. That means
the heat has to be transferred from the electrons to to the nuclei.
The nuclei and the electrons exchange energy according to the Korringa law.

For this discussion a short summary suffices. A more detailed derivation is given
in [43]. The Korringa process explains the behaviour in metals and to some
extend in semiconductors [43]. The electrons with a high probability to be located
in the site of the nucleus, mainly s-electrons, interact with the nucleus.
The nucleus and the electron exchange energy through hyperfine interaction,

they undergo a mutual spin flip. The electron needs an empty state within the
range of the exchanged energy. The electrons involved lie within a range of kBTe
around the Fermi energy. Hence, the exchange rate of energy is proportional to
Te within this simple picture. The result is the Korringa law:

τ1Te = κ (3.47)

κ is called Korringa constant, it is characteristic for a certain metal. τ1 is referred
to as spin-lattice relaxation. Strictly speaking, it is the time that the nuclei need
to come into equilibrium with the conduction electrons. But since electron-phonon
coupling is strong the nuclei come into equilibrium with the lattice at nearly the
same rate.
The temperature dynamics can be calculated by looking at the magnetisation

of the nuclei. In this way the spin lattice relaxation is given by:

dMn

dt
= − 1

τ1

(Mn −Me) (3.48)

Mn is the magnetisation of the nuclei and Me is the magnetisation once the nuclei
have reached equilibrium with the lattice. With the Curie law (3.41) and the fact
that lattice and electron temperatures are equal due to strong coupling and small
heat capacitances we can write:

d
dt

(
1

Tn

)
= − 1

τ1

(
1

Tn
− 1

Te

)
(3.49)
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Including the Korringa law (3.47) this can be expressed as

d
dt

(
1

Tn

)
=
Tn − Te
κTn

(3.50)

The nuclear temperature changes linearly with the temperature difference between
nuclei and electrons, that implies a heat flow Q̇. By conservation of energy we can
write:

Q̇ = nCn
dTn
dt

= −nCe
dTe
dt

(3.51)

Here n is the number of moles. This equation opens the way for two statements.
First we plug the right ’=’ into (3.50) and obtain

dTe
dt

=
Tn
κ

Cn

Ce
(Tn − Te) (3.52)

Subtracting this from (3.50) results in

d (Tn − Te)
dt

= −Tn
κ

Cn + Ce

Ce
(Tn − Te) (3.53)

For comparison we modify (3.50)

dTn
dt

= −Tn
κ

(Tn − Te) (3.54)

These three equations, (3.52)-(3.54), describe the time scale on which the tem-
peratures come into equilibrium. We get time constants for the relaxation of the
electron temperature, the nuclear temperature and their difference:

τn = τ1 (3.55)

τe = τ1
Ce

Cn
(3.56)

τn−e = τ1
Ce

Cn + Ce
' τ1

Ce

Cn
(3.57)

The latter simplification is due the fact that the electronic heat capacity is much
smaller than the nuclear heat capacity in the region of interest. These equations
tell us two things. On the one hand all three processes get slower as the demag-
netisation goes on because Tn is reduced, equations (3.52)-(3.54). On the other
hand the electrons come into equilibrium with the nuclei fast whereas the nuclear
temperature changes very little only τe = τn−e � τn.
We get the second statement by starting with the left ’=’ of (3.51). Together

with the nuclear heat capacity (3.39) we get a heating rate for the nuclear spins.

d
dt

(
1

Tn

)
= − Q̇

nΛnB2
(3.58)
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Plugging this into (3.50) gives

Te =

(
κQ̇+ nΛnB

2

nΛnB2

)
Tn (3.59)

In (3.51) Q̇ is defined as the heat that flows between the nuclear and the elec-
tronic system. Once the two systems are equilibrated Q̇ disappears, the nuclear
temperature doesn’t change any more (3.58) and the electron temperature is the
same as the nuclear temperature. But Q̇ could also be seen as heat that leaks into
the systems from the environment. That usually flows into the electronic system.
Since the electronic heat capacity is so small compared the the nuclear heat ca-
pacity, the heat will flow instantaneously into the nuclear bath. In that case the
nuclei will warm up according to (3.58) and there will be a temperature gradient
between electrons and nuclei given by (3.59). These two equations tell us also that
the heat leak must not be too large to make demagnetisation possible at all, hence
κQ̇ � nΛnB

2. In other words the temperature reduction by reducing the field
must be larger than a possible heat increase by the heat leak. From these two
equations we can write down the dynamic behaviour of the electron temperature
directly

d
dt

(
1

Te

)
= − Q̇

κQ̇+ nΛnB2
(3.60)

The fact that there is an inevitable heat leak in a real system gives rise to an
optimum final demagnetisation field Bf,min,opt. If we replace Tn in (3.59) with (3.33)
we get:

Te =
Ti
Bi

(
κQ̇

nΛ0Bf
−Bf

)
(3.61)

which has a minimum at

Bf,min,opt =

√
κQ̇

nΛn
(3.62)

So far we neglected interaction between the magnetic dipoles. We take account
of these interactions with an internal field Bint which describes the field exerted
on a nucleus by other nuclei. Given an external field B a nuclear spin experiences
an effective field Beff given as

Beff =
√
B2 +B2

int (3.63)

The internal field of copper is of the order of 0.3mT [49, 52] but lower values
(∼ 0.07 mT) are reported [52]. In any case this gives a lower limit for the fi-
nal demagnetisation field and therefore an upper limit for the lowest achievable
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temperatures. Electronic paramagnets are subject to higher internal fields limit-
ing temperature range to & 2 mK in the case of Cerium Magnesium Nitrate (see
3.5.2). If B � Bint it is Beff = B and (3.33) holds. Otherwise, the magnetic fields
have to be substituted by (3.63).

3.4.6. Choice of Nuclear Refrigerant

From the Considerations above we can summarise the prerequisites for a ’good’
refrigerant [49, 55]

1. Cooling power. In order to have a large cooling power we need a large molar
Curie constant Λn. Moreover, this should be valid for a large fraction of
the element’s isotopes.

2. Handling. The material should be easy to handle. It should be machinable
and, in particular, weldable with as little effort as possible.

3. The Korringa constant should be small for efficient cooling. This limits
the choice to metals but rules out all superconductors.

4. Small Bint. Magnetic ordering should be absent in both systems, electrons
and nuclei. Hence, we must not use ferromagnets. Furthermore, the lattice
should be cubic or the spin should be 1/2.

5. The thermal conductance, i.e. internal equilibration, should be good for two
reasons. On the one hand, the precooling time has to be short, on the other
hand, we want to couple the refrigerant efficiently to an electronic device.

If we consider all these points and compare them with data [49] we find that there
is no ideal material. However, copper has become the ’work horse’ [49] of adiabatic
nuclear demagnetisation. It provides a good trade-off between the prerequisites
and so we decided to use copper. It has a spin of 3/2, a good electrical and
thermal conductivity and it doesn’t show any magnetic ordering above 1µK nor
superconductivity above 10µK . Moreover, it is easily available in high purity and
has good machining and metallurgical properties.
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3.5. Thermometry

So far we have seen that one has to take strong efforts to achieve low or even
ultra-low temperatures. But one wants to determine the temperature also. It is
important to know the temperature for several reasons. On the one hand, the goal
of this project is to achieve sub-millikelvin temperatures in electronic heterostruc-
tures and that has to be confirmed experimentally. This also means that certain
quantities have to be probed as a function of temperature. But on the other hand,
knowing the temperatures on different parts of the whole cryostat tells about the
performance and thus helps to localise the origins of problems. Unfortunately our
knowledge of temperature is not very precise unlike time or length [49]. In fact
thermometry can be as complicated as or even more complicated than the cooling
technique itself [49]. John Saunders expressed it the following way ”..isn’t it the
fact that, if we have one thermometer we know temperature, if we have two, we
don’t.” [65].
In the following I will discuss some methods of thermometry focussing on tech-

niques more relevant below 1K.

3.5.1. Resistance Thermometry

Resistance thermometry is a method that calculates temperature from a measured
resistance. This calculation is based on a calibration of the resistor against a known
temperature scale, e.g. resistors are secondary thermometers. The advantages of
this method are that the resistors are easily obtainable and it is easy to measure a
resistance. During the analysis of the performance of the prototype it turned out
that the small size of the resistors, of the order 1mm, is another huge advantage,
in particular since we installed several of them. But there are also disadvantages:
thermal conductivity, thermal contact, self-heating through the measuring current
and rf-absorption [49].

Gap-activated resistors

Semiconductors show a temperature-dependence of their conductance where the
dominant mechanism is the loss of charge carriers. At lower temperatures it can
be written:

R ∼ e−
∆E
2kT

The proportionality factor contains the weakly temperature dependent mobility
of the charge carriers [49]. ∆E is the energy gap between valence and conduction
band. However, this equation usually doesn’t hold, it has to be replaced by an
empirical equation.
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In essence, there are three resistor types: germanium, carbon and oxide com-
pounds. Germanium resistors offer a temperature range of 0.3K to 400K, whereas
the range can be extended down to 30mK with an appropriate doping [49]. Their
advantage is a stable and reliable resistance value as function of temperature. It
is stable over time as well as upon thermal cycling. The carbon resistors on the
other hand are cheaper because they don’t have to be produced specifically for
low-temperature application, they are produced by electronic companies for gen-
eral applications. Their disadvantage is that one has to take special actions to
avoid certain problems like bad thermal contact and long equilibration times [49].
Furthermore, their resistances can vary from chip to chip, from cooldown to coold-
won and it can even drift during the same cooldown. Since we used RuO2 chips
as sensor, they shall be discussed in more detail.

Ruthenium Oxide Chips

Like the carbon resistors, the RuO2 chips are produced as standard electronic com-
ponents and thus cheap. The comparatively small RuO2 chip consist of a mixture
of conductive RuO2 , Bi2RuO2 and silica-glass deposited on alumina. Unlike the
carbon resistors they exhibit less magnetoresistance and more stability and reli-
ability [49, 59]. The magnetoresistance is about 4% at 30mK. It goes down for
higher temperatures. However,the behaviours observed deviate in detail [49] and
larger magnetoresistances were oberved. The reliability of the calibration is better
then for carbon resistors, nevertheless it is recommended to calibrate only after
about 60 thermal cycles [49]. Resistors particularly designed for low temperature
thermometry are available. Among other things, the film is deposited on sapphire
for better thermal contact [59]. The RuO2 chips have a low temperature limit
whereas literature gives different values [49, 59]. We found trustworthy calibra-
tions down to ∼ 8 mK but below ∼ 25 mK the equilibration time can be of the
order 2 h.

3.5.2. Electronic Susceptibility

Another possibility to measure temperature in the range down to a few millikelvin
is to determine the susceptibility of a paramagnetic salt. The most common is
cerium magnesium nitrate (CMN)2.

2Ce3+(NO3)33Mg(NO3)224H2O

The measured quantity is the magnetisation M of the salt, or the susceptibility
χ respectively [49]. Ideally, they follow the Curie law (see also section 3.4.3, in

2Although other salts are possible this type of thermometer is in general referred to as CMN
for simplicity here.
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particular (3.41))

M =
ΛeB

T
(3.64)

χ =
Λeµ0

T
=
λe
T

(3.65)

Note, Λe is the electronic Curie constant. This suggests that a CMN is a primary
thermometer. But the field in (3.64) is altered which requires a calibration against
other thermometers. The magnetic field can be written as [49]

B = Bext +Bd +Bi (3.66)

where Bext is the applied external field, Bd is called demagnetisation field and Bi

is the internal field or Weiss field which is created by surrounding dipoles. The
fields are given as

Bd = −fµ0
M

V
(3.67)

Bi = αµ0
M

V
(3.68)

f is a geometric factor given by the shape of the specimen and α depends on the
crystal structure. Since f, α > 0, Bd weakens the field whereas Bi enhances it.
Plugging (3.67) and (3.68) into (3.66) and that into (3.65) yields the Curie-Weiss
law

χ =
λe

T − (α− f) λe
V

(3.69)

In practice, it possible to obtain a constant background susceptibility χ0 which
can stem e.g. from parasitic inductances in the measurement leads. However, the
temperature is given by

χ = χ0 +
λe

T −∆
(3.70)

∆ is called the Weiss constant. It reflects which of the competing effects, (3.67)
or (3.68), is stronger.
Such a CMN thermometer is a convenient way to measure temperatures below

1K. The lower limit is given by the ordering temperature of the specific salt [51].
Below that, the magnetic moments order and the susceptibility becomes insensitive
to temperature. The best material in that sense is CMN itself with an ordering
temperature of 2mK. This range can be extended further down by diluting the
salt. The cerium atoms are replaces by lanthanum. The average distance between
the magnetic moments in such a lanthanum doped CMN (LCMN) is increased and
hence the dipole-dipole interaction is weaker and thus the ordering temperature is
lowered. A few hundred µK are possible this way.
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The signal is detected with AC techniques. The susceptibility is given in terms
of the mutual inductance LM as

LM = LM0 (1 + Fχ) (3.71)

where LM0 is the mutual inductance without any sample and F is the filling factor
which tells how much of the secondary coil are filled with the specimen. Figure
3.9 shows a simple circuit that can be used to determine the mutual inductance of
a CMN. An ac current source drives the primary coil which creates the external
magnetic field Bext. Since it is an ac field it induces a voltage in the secondary coil

ac excitation

primary coil

secondary coil

cancellation coils

amplifier

current out ref out

lock-in

CMN

Figure 3.9.: Simple circuit to determine the mutual inductance of a CMN ther-
mometer.

which is than amplified and measured with a lock-in amplifier. The amplifier can
be at room temperature but the signal can also be amplified at low temperature,
e.g. with a SQUID. The cancellation coil is counter-wound in order to compensate
for LM0 in (3.71) such that the measured mutual inductance is proportional to to
the susceptibility. Aside from such a lock-in technique it is quite common to use
an inductance bridge to determine the mutual inductance.
The actual realisation of a CMN thermometer can be very different. Neverthe-

less, some issues can be said in general. First, a superconducting shield is necessary
to prevent stray fields from corrupting the temperature measurement on the one
hand, but on the other hand, the ac field of the thermometer must not influence
other parts of the set-up. Second, paramagnetic salts are insulators, and thus,
bad thermal conductors. Good thermalisation is typically achieved by putting fine
metal wires into the salt. The wires themselves have to be connected to the bath
that one intends to measure. Another aspect concerning the salt is their water
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content. Dehydration can change the Curie and the Weiss constants drastically
which can eventually make the thermometer useless [53]. Any material used has
to be chosen carefully. As superconducting shields Nb is a good choice. It is type I
superconductor and hence doesn’t allow flux penetration. Epoxy can be dangerous
because it is paramagnetic [53]. Furthermore, as for all thermometers, self-heating
has to be avoided.

3.5.3. Nuclear Susceptibility

Instead of the susceptibility of the electrons it is also possible to measure the
nuclear susceptibility. It follows the same functional behaviour like the electrons
but some facts lead to significant differences. Since the nuclear magnetic moments
are about three orders of magnitudes smaller than their electronic counterpart,
they order at much lower temperatures. Hence, the low temperature limit is in
the microkelvin regime. Furthermore, it is possible to use metals which offer good
thermal contact. On the other hand the metal should have a small Korringa
constant to provide good thermal contact between the nuclear system and the
electrons, and its the temperature of the latter that is usually of interest.
However, the nuclear susceptibility and the magnetisation respectively, can be

determined in different ways. Like in the electronic case it is possible to probe
nuclear moments with a quasi-dc method. But due to their smallness a SQUID is
required to obtain sufficient sensitivity. A substantial drawback is the contribu-
tions from sources other than the nuclei. This could be electrons in the specimen
but they can also originate from very small amounts of magnetic impurities, the
sample holder or even leads [49]. It needs elaborate methods to separate the con-
tributions. The advantage of this method is that it does not introduce heat per
se.
Instead, specific nuclei are adressed by resonant radio frequencies, a technique

known as nuclear magnetic resonance (NMR). The first method combines the res-
onant excitation with the static read-out with a SQUID. The latter reads a certain
magnetisation which is reduced upon shining a resonant 90° pulse. The reduction
is proportional to the magnetisation of nuclear spin species under consideration
[49]. This method is usually referred to as SQUID-NMR. In the next step the
detection is resonant as well, whereas two methods have to be distinguished. The
continuous wave method determines the method by continuously shining a reso-
nant radio frequency. This drives transitions between the Zeeman levels. The
required energy is taken from the resonance circuit what can be seen as absorption
dip in the spectrum. If the rf amplitude is small the absorption is proportional to
the magnetisation.
However, the most common technique for thermometry below 1mK is the pulsed

NMR technique [59] on platinum nuclei. Since we used it to determine the tem-
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perature in the the demagnetised copper I describe it in more detail. The topic is
treated in standard literature [49, 51, 53, 59] and for Platinum NMR thermometry
by Hechtfischer and Schuster [66].
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Figure 3.10.: Schematic of a free-induction decay. The top axes shows the pulse
sequence, the observed induction signal below. A π/2 pulse (blue)
tips the spins which subsequently start to process and thereby
create an induction signal. The signal dephases with a character-
istic time τ∗2 (blue). The π-pulses elicit echoes. The green pulse
is followed by the green echo, the red signal is accordingly. The
echo amplitude decays with a characteristic time τ2. Note that
the spin-lattice relaxation time τ1 is typically much larger than
τ2.

In an external magnetic field the energy of a nuclear spin I splits into 2I + 1
Zeeman levels with level spacing EZ = gnµnB. Transitions between the levels
can be driven by applying radiation of frequency ω = EZ/~. If I = 1/2 only one
frequency is possible otherwise multiples can drive transitions, too. In a spin-1/2

system the magnetisation is essentially given by the relative population of the
two Zeeman levels. In general, the magnetisation is a statistic average of an
spin ensemble and hence the spin dynamics of the individual spins determines
the dynamics of the magnetisation. Spin dynamics is described by the Bloch
equations. An rf pulse of resonant frequency tips the spins by a certain angle θ
which is determined by the amplitude and the length of the pulse. Afterwards
the spin precesses about the z-axis defined by the external magnetic field. The
precession is superimposed by a return to the z-axis. The arising induction signal
can be picked up, e.g. by a coil whose main axis is perpendicular to the external
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field. Such a signal is shown schematically in figure 3.10. The magnetisation in the
xy-plain decays exponentially with a characteristic time τ ∗2 . If the tipping angle is
90° the static magnetisation and hence susceptibility can be inferred from the size
of the induction signal immediately after the tipping pulse. If the tipping angle is
not 90° a correction of sin θ needs to be applied. The signal is given by [49]

V (t) = αωLMz(T ) sin θ sin(ωLt)e−
t

τ ∗2
(3.72)

α is a geometric constant describing the properties of the pick-up coil,Mz(T ) is the
temperature dependent magnetisation and ωL = γB is the Larmor frequency, γ
the material specific gyromagnetic ratio. The dephasing time τ ∗2 is given by the fact
that the spins experience different magnetic fields and so the Larmor frequencies
can differ. Some spins precess faster than others and hence their projections into
the xy-plain diverge over time. To some extend this effect is reversible, e.g. if
the magnetic field is inhomogeneous. If a pulse that tips the magnetisation by
180° is applied the the spins that lag behind and the spins that rotate ahead
interchange their roles but their Larmor frequencies are not affected. That means
that the spins now lagging behind ’catch up’ and the spins ahead slow down and
the magnetisation in the xy-plain re-emerges. Such an echo signal is shown in
green and red in figure 3.10. Nevertheless, inevitable effects cause a dephasing of
that signal, too, and the characteristic time is denoted τ2. The dephasing time
should be as long as possible for accurate magnetisation reading.
As NMR thermometry is done on metals two fundamental effects have a crucial

impact on the technique: the skin effect and eddy current heating. Ac fields have
a finite penetration depth δ in conductors which goes as

δ ∼
√

1

σω
(3.73)

where σ is the conductivity of the material and ω the rf frequency. For this
reason the rf field inside the metal is strongly attenuated and the dimensions of
the specimen should be smaller than δ. That means that the frequency should be
rather small and the conductance bad. The heating power of the the rf pulse goes
as

Prf ∼ ω2B2 (3.74)

Therefore the frequency ω has to be chosen small again as well as the amplitude
B. But the dimensions of the sample should be minimised also to suppress eddy
currents. So both problems demand a small sample. That can be achieved by
employing metal powders or thin insulated wires. The problems can also be di-
minished for lower frequencies but that is in contrast to the signal strength (3.72),
so a compromise has to be found.
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Besides this, other points have to be considered. The static magnetic field has
to be homogeneous to achieve long dephasing times. In addition the magnetic field
has to be large for a strong signal on the one hand but on the other hand small
to have not too large of a heat capacitance which means fast thermalistion. As
the actual sample material platinum is the ideal choice. It has a small Korringa
constant, hence a fast spin-lattice relaxation, and a long τ2 time.

3.6. Heat Leaks

Going to lower temperatures requires not only a strong source of cooling power
but also a reduction of heat leaking into the system. On the one hand, at some
point the heat leak balances out the cooling power (equation (3.28)) but in case
of adiabatic demagnetisation the warming rate is determined by the heat leak
(equations (3.58) and (3.60)) and hence the cold time. Today, state-of-the-art
heat leaks can be of the order of a few pW [56].

Residual Thermal Conduction

Any part of a refrigerator needs some structural support and thus a residual heat
flow is inevitable. However, two measures can help to reduce it. First, the materials
have to be chosen with care. For electrical leads a trade-off between low ohmic
heating and heat conduction needs to be found. Superconductors offer both, no
heat dissipation and a negligible amount of heat flow. Second, all wires and tubes
running down to the experiment have to be heat sunk at several intermediate
temperature stages.

Blackbody Radiation

As already mentioned above, the blackbody radiation needs to blocked. The de-
magnetisation stage should be surrounded by a shield which is anchored on a stage
as cold as possible.

RF Radiation

Besides blackbody radiation, high frequency electromagnetic fields can heat the
system. The cryostat itself forms a Faraday cage but all leads going to the
experiment have to be well filtered. A higher level of protection is given by a
shielded room which protects against ambient radiation such as radio stations or
mobile phones. A serious problem can be noise emitted by certain instrumentation.
It might be necessary to put that in a separate shielded box. Ways to build filters
can be found in books on general electronics [67] or rf technologies [68]. Attention
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has to be paid if the filters (or amplifiers) are intended to be operated at low
temperature because electronic components can change their properties.

Vibrations and Sound

A further source of heat are vibrations and sound. Vibrations can stem from build-
ing vibrations or more obvious from vacuum pumps driving a DR. Heat arises from
frictional effects or eddy current heating if conducting parts shake in a magnetic
field (see below). Some guidelines to reduce this source of heat are as follows. The
low temperature set-up should be placed in the basement of the building because
vibrations are weaker than on higher floors. In general large masses help to reduce
the impact of vibrations because resonant frequencies are shifted to less harmful
lower frequencies. Damping can also be achieved by passing vacuum lines through
a sand box. That provides mass but vibrations are also dissipated by friction be-
tween the sand grains. Furthermore, (metallic) vacuum lines should be interrupted
by rubber pieces on the one hand. On the other hand, it helps to firmly connect
them to a large mass. Besides the pumping lines the electric leads have to be
considered. They can also be embedded in a large mass or they can be hung in
loose loops. Vacuum pumps should be mounted separately to avoid transmission
of vibrations through the floor. Moreover, it is advantageous to attach them to a
large mass. The set-up usually rests on air springs to decouple the system from the
ground. The actual refrigerator has to be build as rigid as possible where spacers
between the radiation shields can increase the stiffness.

Sound can take two paths. It can travel in solids such as vacuum lines or through
gas. In the first case some of the measures taken to reduce the effect of vibrations
also damp the sound waves. A rubber piece within a vacuum line causes an acoustic
mismatch and hence reflects a significant part of the soundwave. In the latter case
the sound propagates either through the ambient air or through helium gas. A
shielded room constitutes not only a protection against rf radiation it also hinders
the transmission of sound. Acoustic noise can enter the system through the exhaust
line of the helium bath which is usually connected to a recovery system. Hence,
the bath is coupled to sound sources such as 1K pot pumps or helium liquifiers.
It can be decoupled with a long rubber hose which damps the transmitted sound
significantly.

All these considerations lead to low temperature set-ups which are larger than
usual cryostats employed in mesoscopic physics including up to several tens of tons
of concrete such as the set-ups in Helsinki [69], Lancaster [55] or Bayreuth [70].
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Eddy Currents

Demagnetisation cooling requires a changing magnetic field which induces currents
in conducting parts of the cryostat. The heating caused by a changing magnetic
field Ḃ is given by [49]

Q̇eddy = GσV Ḃ2 (3.75)

where V is the volume of the body and σ its conductivity which can be field
dependent. The geometric factor G is calculated as

G =

{
r2

8
for cylinders of radius r

d2

16

(
(w/d)2

1+(w/d)2

)
for rectangles of width w and thickness d

(3.76)

In practice one needs to find a compromise between demagnetising too fast or
too slowly. This is on the one hand, because the eddy current, or strictly speaking
the corresponding loss of entropy, has to be compared to the gain of entropy due to
the actual demagnetisation. On the other hand, inevitable heat leaks accumulate
and cause an additional loss of entropy. A guideline is a ramp rate of . 1 T/h [49].
Besides the intended ramp rate, ripples on top of the magnet’s current can cause

eddy currents as well. Such ripples can be reduced with filters. Induction can also
be caused by a conductor shaking within a (inhomogeneous) magnetic field. In
this case it should be considered that the magnet can move with respect to the
refrigerator.

Ortho-Para Conversion of Hydrogen

At room temperature and below the hydrogen molecule can be described as a wave
function composed of the nuclear spin states and rotational states. Electronic and
vibrational states are not excited and therefore neglected [49]. The two nuclear
spins of the proton (I = 1/2) align either parallel or anti-parallel e.g. they couple to
a total spin of I = 0 or I = 1. The rotational state is described by the rotational
quantum number J which is a good quantum number. The wave function of
the hydrogen molecule has to be anti-symmetric because the single protons are
fermions. That means that the symmetric (anti-symmetric) I = 1(I = 0) wave
function has to be multiplied with the anti-symmetric (symmetric) wave function
of the rotational states. These are symmetric (anti-symmetric) for even (odd)
values of J . This results in two different species of hydrogen: para- (I = 0) and
ortho-hydrogen (I = 1). Their energy diagrams are depicted in figure 3.11
At low temperatures only the lowest rotational states are occupied. The molecule

tends to relax to the lowest possible energy state which means that all molecules
relax from the lowest ortho state to the lowest para state. Each relaxation process
releases an energy of ∼ 13 meV. Depending on the starting concentration of ortho-
hydrogen this leads to an initial heat release which is of the order of∼ 1 kJ/mol[49].



68 Chapter 3. Low-Temperature Physics

para-H2 ortho-H2 
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Figure 3.11.: Energy states for para- (blue) and ortho-H2 (green). The de-
generacy in mJ is lifted by an electronic quadrupole interaction
(∆E ∼ 0.2meV ) and the mI degenarcy is lifted by nuclear dipole-
dipole interaction (∆E ∼ 80 peV).

In order for this transition to occur one of the nuclear spins has to flip. That hap-
pens only if they interact with a magnetic field or with each other. Since the
nuclear moments are rather small this is unlikely to happen. That is why hydro-
gen can still release heat after days [49]. The relaxation process can be stimulated
by bringing the hydrogen into contact with electronic magnetic moments such as
those in iron. This heat release can be a severe obstacle if one wants to enter the
microkelvin regime by the mean of adiabatic nuclear demagnetisation. Copper,
often used for that purpose, can have small (∼ 0.1µm) hydrogen inclusions that
form a heat leak to large for demagnetisation cooling [49].

Heat Release

Even if all external sources of heat are eliminated internal sources persist. One
of them is the slow heat release from various materials. The excitations that
lead to the specific heat as described by (3.15) give rise to an internal heat leak.
Some materials can exhibit a heat release of about 0.1 nW/g even days after initial
cooldown [49]. Therefore one has to be careful with epoxies, plastics or ceramics.
Good materials in that sense are TeflonTM, graphite or alumina. Apart from
these insulating materials also metals can release heat e.g. if lattice defects relax.
Finally, the exchange gas used to precool the refrigerator needs to be properly
removed. Due to its higher vapour pressure 3He should be preferred over 4He .



CHAPTER 4

Cooling Nanoelectronic Devices

4.1. Introduction

The majority of quantum transport experiments to date, such as those in GaAs
heterostructures or any other nanoelectronic devices on insulating substrates, have
been carried out at electron temperatures Te significantly greater than those of the
host cryostats, which are mostly dilution refrigerators [33, 71–74]. The main chal-
lenges to achieve low temperatures is to thermalise the device well to the main heat
sink which is the phase boundary in the mixing chamber in case of a DR. Further-
more, radio-frequency noise has to be attenuated and low-frequency interferences
such as ground loops have to be minimised. I will now discuss the challenges
and the presently most frequently used techniques to achieve low temperatures in
nanostructures to be followed by a description of our new approach.

4.2. State of the Art Cooling

Cold 2DEGs

Most nanoelectronic devices are cooled down in a dilution refrigerator. Simple
commercially available DRs reach base temperatures of the order 10mK. Superior
models achieve a few millikelvin. Nevertheless, the actual electron temperature in
the nanostructure is often significantly higher [33, 71–74]. This can be seen, for
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Figure 4.1.: Saturation of electron temperature. The data shows electron tem-
peratures as extracted from a current and a differential conductance
measurement as a function of mixing chamber temperature. The
electron temperature agrees well for high temperatures but it sat-
urates at values clearly below 25mK. (Data from [73]).

instance, in a measurement done by Sarah Heizmann and Christian Scheller [73].
While at base temperature of their DR, they gradually reduced the 3He circulation
to allow the refrigerator to warm up. During that warm up two temperatures were
recorded: the temperature of the mixing chamber and the electron temperature
inside a quantum dot in a GaAs heterostructure. The electron temperature was
extracted from a current measurement as well as from a differential conductance
measurement. Figure 4.1 shows the electron temperatures as a function of mixing
chamber temperature. The graph shows that the electron temperature clearly
deviates from the mixing chamber temperature below 20mK. Only above ∼ 30 mK
the temperatures agree.
In order to understand this insufficient cooling at lowest temperatures, one needs

to look at the way how cooling in the nanostructure is achieved. The lowest
temperature is achieved when the effective cooling power Q̇ecp balances out the
residual heat leaking into the system Q̇rhl. Note, that this balance has to be
calculated for the nancostructure, i.e. the effective cooling power is the heat that
is drained away from the nanostructure, in our case the 2DEG, and Q̇rhl sums
up all sources that bring heat into the nanostructure. As a result, two major
challenges have to be faced. On the one hand, the effective cooling power has to
be increased and on the other hand, the residual heat leak has to minimised.
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Energy Relaxation in a 2DEG

As the primary goal is to cool 2DEGs in GaAs heterostructures, we need to discuss
how heat can leave such systems. The heat can relax through two channels. The
first channel is through the ohmic contacts and the leads, the second mechanism
is a relaxation via phonons, i.e. the sample substrate.
If one wants to make contact to such a device one has to bear in mind that

the band structure in a semiconductor and a metal are different. The interface
between these two types of materials exhibits a Schottky barrier e.g. the I-
V-curve does no longer show ohmic behaviour. The contacts that overcome this
problem are based on many different fabrication recipes and have been examined
extensively [75–82]. However, as to my knowledge the thermal resistance of such
a contact has never been measured. In order to describe the thermal behaviour,
I therefore use the electrical resistance as a figure of merit and assume that the
Wiedemann-Franz law (equation (3.27)) holds true. We can then compare the
ohmic contact with other contacts. Weld joints that we made were in the range of
µΩ whereas the ohmic contacts in our lab are a few hundred ohms to a few kΩ.
Good ohmic contacts can be of the order 5 Ω [82]. Given a typical area of an ohmic
contact of A = 100µm× 100µm and a typical depth of a 2DEG of ` = 100 nm we
can estimate the thermal conductance of an ohmic contact from (3.27) as

k = LT
R

(4.1)

For an ohmic contact of R = 100(5) Ω this gives k = 2.4 · 10−12(4.9 · 10−11) W/K
which is plotted in figure 4.2 as a function of temperature.
These estimates can be compared with measurements. Mittal and co-workers

measured the thermal resistance between a 2DEG and the mixing chamber [71].
They analysed their data based on the Wiedemann-Franz law with the inter-
nal resistance of the 2DEG being the dominant impedance. Their findings are a
factor of ten lower than calculated but self-consistent within a factor of 2. From
this we can conclude that the thermal conductance is dominated by electron-like
conduction which means that it is linear in temperature. This data is shown in
figure 4.2 and extrapolated to lower temperatures for comparison.
However, other channels cannot be excluded [71]. The heat relaxation from the

2DEG into the phonon bath within the sample can be estimated. This is done
in a so-called ’two-bath model’ [83]. The electrons are at temperature Te and
the phonons at Tph, respectively. In a steady-state the heat that flows into the
electronic system equals the heat that flows out into the phonon bath. Thus, the
electrons are at an elevated temperature with respect to the phonons. The heat
flow is then

dQ̇ =
1

τε
CedTe (4.2)
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Figure 4.2.: Comparison of thermal conductances k = dQ̇/dT . The graph
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between two temperature regimes. Wennberg et al. measured a
multi-quantum-well, the other traces are for 2DEGs.

with 1/τε being the electron phonon-relaxation rate and Ce the electron heat ca-
pacitance. 1/τε follows a power law, 1/τε = αT 3 [83, 84, 87] and the electron heat
capacitance is proportional in T , Ce = γT . Hence, with α′ = αγ we get

k =
dQ̇
dT

= α′T 4 (4.3)

or integrated

Q̇ =
α′

5

(
T 5
e − T 5

ph

)
(4.4)
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Figure 4.2 shows values of thermal conductances as estimated from [83–86]. Price
[87] gives a theory that can be written as [72]

Q̇ = 1.65 · 106 A√
n

(
T 5
e − T 5

ph

)
(4.5)

where A is the sample area and n is the electron density. This theory is shown in
figure 4.2 with the sample parameters of [84]. Furthermore, the electron-phonon
relaxation for copper [49] is plotted where the dashed section is an interpolation
between two given temperature ranges.
Comparing the five traces of keph in figure 4.2 with that calculated for the ohmic

contacts it becomes obvious that below a certain temperature heat predominantly
leaves the 2DEG through ohmic contacts. The findings of [71] second this state-
ment. The particular transition temperature depends on several parameters. Be-
sides the details of electron-phonon scattering it is the electronic heat capacitance
in (4.3) and (4.4). According to (4.5) it is determined by the charge carrier den-
sity n and the sample area A. Note, that it is altered by magnetic fields [88–90]
which can be understood considering that Landau levels constitute an additional
excitable system. Furthermore, the size of the ohmic contact compared to the size
of the sample is important.
Mittal and co-workers give a more detailed description [72, 91]. Besides relax-

ing via electron-phonon scattering, electrons can also diffuse through the ohmic
contacts out of the 2DEG into the lead to be replaced by colder electrons. Fitting
their theory to their data, they find that at higher temperatures electron-phonon
scattering dominates whereas out-diffusion dominates at lower temperatures with
the transition temperature to be of the order 100mK.
Moreover, they find that electron-phonon scattering is stronger for more disorder

in the system, i.e. 1/τε goes up with decreasing electron mobility [91].
Note, that Mittal and co-workers consider the internal relaxation in the 2DEG

to dominate over the ohmic contact but it is not clear what the limitations are.
However, Mittal’s calculations as well as mine are based on the Wiedemann-
Franz law (4.1) and thus yield the same result as the resistances used are of the
same order of magnitude.
Next, I will discuss the two possible channels of energy relaxation with a focus

on the more efficient electron-like path.
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Electron-like Cooling Path

Figure 4.3 a) shows a schematic of a typical coldfinger as it is for example used in
the MNK-I set-up in our laboratory, appendix E shows a coldfinger that was used
to measure a Hall bar [92]. From the mixing chamber a coldfinger is extended
down. At its end a sample holder is attached to hold the nanostructure. In our
case, a brass can surrounds the sample as an additional radiation shield. The
location of the sample is usually chosen to bring the sample into the centre of a
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Figure 4.3.: a) Schematic of a coldfinger as it is typically used in the field of
mesoscopic physics. b) Simplified heat flow chart depicting the
electron-like path which dominates at low temperatures.



4.2. State of the Art Cooling 75

magnetic field. The leads run up along the coldfinger, pass the mixing chamber,
and finally leave the cryostat.
In such a system, the heat has to propagate the following way from the nanos-

tructure to the phase separation in the 3He/4He mixture which is the source of
cooling. In a first step, it has to flow through the ohmic contact and a bond wire
to the metal contact on the chip carrier. Next, the heat has to flow through a press
contact into the pin of the socket. A wire is wrapped around the pin and soldered
afterwards. This joint is the next thermal impedance before the leads. The steps
described so far can be followed in figure 4.4.
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Figure 4.4.: Detailed schematic of a socket as it is typically used in the field of
mesoscopic physics.

The leads have to be electrically insulated from one another and from ground.
Therefore they are coated with some insulator which inhibits current but inherently
also heat flow. Thus, the heat has to flow from the electrons in the leads to the
phonons in the leads which in turn propagate through the insulator into the metal
of the mixing chamber. Here, the heat has to overcome the Kapitza resistance
between the metal and the 3He/4He mixture. Finally, the heat has to propagate
to the phase separation in the mixing chamber.
Figure 4.3 b) shows a simple heat flow chart for the electron-like cooling path.

The thermal impedance labelled ’ohmic contact’ comprises the ohmic contact itself
and for simplicity the thermal impedances of the parts shown in figure 4.4: the
bond wire, the metal pad on the chip carrier, the press contact, the pin, and the
solder joint to the leads. Bond wire, metal pad, press contact and pin have resis-
tances in the range of mΩ and are therefore much smaller as the ohmic contacts.
The solder joint can become significant, though, because standard solders turn
superconducting at several Kelvin [54]. In order to overcome the bad thermal con-
ductance of this superconducting section the lead is typically wrapped around the
pin several times to ensure a metal-metal contact. Alternatively, one can suppress
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superconductivity by applying a magnetic field. Critical fields of solders are of the
order 10mT to 60mT [54].
Within the leads the heat has to flow eventually from the electrons into the

phonons. This flow is increased with a larger volume of the leads [49].
Due to the absence of conduction electrons in the insulator the heat has to be

carried by phonons across it. On the one hand heat conduction by phonons is
weaker than the heat conduction of electrons, but on the other hand the phonon
has to propagate across two thermal boundary resistances - once upon entering
the insulator, once upon leaving it. As described in section 3.1.3 this leads to
an additional suppression of thermal conductance due to acoustic mismatch and
total reflexion. In order to reduce this impedance one maximises the contact area.
For instance, the lead can be wound many times around a metal post which is
thermalised at the mixing chamber. The gaps between the turns can be filled with
silver epoxy or grease to improve thermalisation further. Besides their attenuation
properties, the cryogenic microwave filters described in [73] provide also a good
thermalisation following this concept.
The Kapitza resistance to the mixing chamber housing is reduced in a similar

manner. Sintered metal powders provide contact areas of several 10 to several
100 m2 between the metal and the 3He/4He mixture. The Kapitza resistance (per
unit mass and unit area) is typically in the range of ∼ 10−5 W/Kgm2 at 10mK
[57, 93]. Hence, the resistance between metal and 3He/4He mixture is negligible
compared to the resistances plotted in figure 4.2.

Phonons

The role of the phonons can be seen from two perspectives. The first is that of an
additional cooling path between the 2DEG and the mixing chamber. According to
the considerations above electron-phonon relaxation dominates above ∼ 100 mK.
However, this phonon channel is further suppressed. On the one hand the bulk
conductance of phonons is smaller than that of electrons and on the other hand
the phonons have to overcome several thermal boundary resistances on their way
to the mixing chamber. The coldfinger and the sample holder are built of different
materials and at every interface between two materials a thermal boundary resis-
tance occurs which eventually leads to a very weak phonon channel parallel to the
electron-like path described above. This path is depicted in figure 4.3 b). Note,
that the phonons can in principle couple to the reservoirs in the electron-like path
at various stages along their way to the mixing chamber.
In the second perspective, the phonons constitute a bath to which the electrons

can be coupled. In the considerations above, the energy relaxes from the electrons
into the phonon bath, i.e. the heat flows from the electron system into the phonon
bath. Below a certain (electron) temperature the phonons are hotter and the heat
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flow turns around. The temperature dependence of the heat conductance changes.
If we replace the electron heat capacitance in (4.2) with its phonon counterpart we
get k ∼ T 6. This is a strong temperature dependence which means that this heat
influx gets weaker the colder the systems are. But on the other hand, the whole
chip contributes phonons which means that the effective amount of mols is larger
for phonons as for electrons. This, in turn, means that the influx can be higher.
In consequence, the phonon bath should possibly be cooled, too.

Reducing the Heat Leak

So far I discussed how heat can be carried away from the sample. But one also
has to minimise the amount of heat that flows into the sample.
Already in the construction of the coldfinger two things have to be considered.

It has to be designed such that eddy current heating is suppressed, e.g. with a
slotted geometry. In order to minimise the thermal radiation onto the sample one
can surround the sample holder with a metal can (figure 4.3 a) or appendix E).
Besides this, two further sources of heat have to be eliminated, high frequency

radiation and low frequency interferences.
The high frequency radiation can originate either from blackbody radiation or

from a distinct source such as radio stations, mobile phones or certain electronic
devices. Leads and cables connected to the refrigerator can potentially act as
antennas for electromagnetic waves. The waves can then propagate along the
leads to be absorbed at low temperature causing the temperature to rise.
Blackbody radiation is emitted by an object at finite temperature T . The spec-

trum is described by Planck’s law which gives the spectral radiance L as [94]

L =
2h

c2
ν3 1

e
hν
kBT − 1

(4.6)

where h is Planck’s constant, c the speed of light, and ν the frequency. The
maxium of this spectrum at νmax is described by Wien’s law (3.4) which reads in
frequency

νmax = 5.8 · 1010 Hz

K
T (4.7)

Figure 4.5 shows the spectrum of a black body. From this we can deduce that at
room temperature a background radiation in the THz regime is present. According
to the Stefan-Boltzmann law (3.2) such an object at temperature T emits a
power which is ∼ 460 W/m2 at 300K. In order to reduce the amount of radiation
that couples to the sample, low-pass filters can be employed. A cut-off frequency
of 1THz eliminates most (see figure 4.5) of the blackbody radiation emitted at
300K. But even if it is reduced by a factor 1000, the power is still far from being
in the desired nanowatt regime (as is derived in section 6.1).
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Figure 4.5.: Spectral radiance as a function of frequency. The top axis shows
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Superimposed on the blackbody spectrum signals of destinct frequencies are
present. They stem from modern telecommunication means such as mobile phones
(around 1GHz), radio and TV stations (several 10s of kHz to several 100MHz), or
GPS (& 1 GHz), to mention but a few. A 100MHz radio signal can easily increase
the temperature of the mixing chamber by a few mK [72]. In addition, certain
electronic equipment possibly emits radiation at certain frequencies. For instance,
a magnet power supply can also cause heating of of the mixing chamber of the
order 10mK [72], which would correspond to a heat leak of the order ∼ 10µW in
our DR (see figure 5.5). Like the blackbody radiation, this can be reduced by low
pass filters, but typically with lower cut-off frequencies. Furthermore, the whole
cryostat, and in particular the brass can in figure 4.3 a), act as Faraday cage
provide additional attenuation.
However, low frequency interferences have to be considered, too. A common

problem is noise created by the 50Hz ac voltage in the power lines. It can manifest
as 50Hz noise signal and multiples. Furthermore, cables and wires can form loops
that can establish a voltage if the magnetic flux inside changes. Such a voltage can
be induced, for instance, by a transformer in a mains adapter. We observed that on
the Signal Recovery 7265 lock-in amplifier and reduced the noise by wrapping the
amplifier in a mu-metal foil [95]. Another method to minimise the impact of such
loops is to interrupt the current path. Figure 4.6 illustrates the situation. In a) a
voltmeter and a pre-amp are connected through a cable, e.g. a BNC cable, that
carries the signal but also a ground. Furthermore, both devices have an individual
connection to the mains ground. Hence, there is a ground loop that facilitates
a current. In b) the current is inhibited because the ground connection through
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Figure 4.6.: Ground loop. a) The ground constitutes a loop that can carry a
loop current. b) The cable connecting the two devices doesn’t carry
ground. c) The pre-amp runs on battery. It is disconnected from
the mains ground.

the cable is interrupted. In c) the pre-amp is no longer connected to the mains
ground and the ground loop is interrupted, too. Some devices can be operated
in a floating mode, i.e. the circuit is galvanically separated from the mains. This
separation can also be accomplished by floating transformers which are simple 1:1
transformers that separate two circuits.
A maximum noise level on the system can be derived from kBT = eVn with Vn

being a voltage noise. For 1mK this gives Vn = 86 nV. In order to resolve 1mK
with CBT the noise on the bias voltage has to be smaller than that. For this reason
we had special low-noise voltage sources built with a noise level of . 500 nV/

√
Hz

at an output of 10V. Since the bias voltage is typically < 1 mV, this value can
be divided by a factor of 104 which gives 50 pV/

√
Hz or Vn = 5 nV at a sufficient

bandwidth of 10 kHz. Similar considerations hold for gates. Unlike the bias, gates
require voltages of the order 1V. So we can divide by 10 only. The lever arm
reduces this further. On our sample we measured a lever arm of ∼ 10. Hence, we
have 5 nV/

√
Hz. In order to achieve the same result as for the bias we can allow
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a bandwidth of the order 100Hz.

Lowest Electron Temperatures

Despite the difficulties in achieving low electron temperatures, values of Te .
10 mK are reported [85, 86, 96–98].
Chung and co-workers achieved 9mK. They grounded the sample partially at

low temperature which avoids the poor thermal coupling through an insulator.
Potok and co-workers achieved 12mK. Unlike the typical method they placed
their sample inside the mixing chamber of their DR.
However, the record to date, as to my knowledge, was measured in Florida [85,

86] using a method different than the method described above. Their sample was
put in a 3He immersion cell which was cooled employing a nuclear demagnetisation
refrigerator. Both, electrons and lattice were thermalised. The lead heat exchanger
was made by sintering silver powder directly onto a silver wire. The silver wire
was then indium-soldered to the sample. To thermalise the lattice they ’glued’ the
sample on a silver post with gallium. The silver post had silver powder sintered
around its tail. Furthermore, they employed RC filters with a cut-off frequency
of 10 kHz to reduce rf heating. With this technique they achieved an electron
temperature Te = 4 mK at a bath temperature of Tb = 2 mK.

4.3. A New Concept: Cooling the Leads

Within this work we propose a new scheme of cooling that brings two improvements
over the typical scheme as explained above. First, we want to feed the leads
through the mixing chamber and equip them with sintered metal powder to couple
them well to the 3He/4He mixture. This is similar to the method applied in Florida
[86] with the difference that we employ the sinter in a 3He/4He mixture instead
of inside a 3He immersion cell. Second, we want to couple each lead to a separate
mikrokelvin bath that is based on the well-known and widely-used technique of
adiabatic nuclear demagnetisation.
Figure 4.7 a) shows a set-up for a single lead. The ohmic contact and the bond

wire are the same as in the conventional cooling scheme. The standard chip carrier
and socket have to be replaced by a home-made sample holder where the sample
is directly bonded to the silver wire. The heat then propagates along this wire
into copper plates . In the plates the heat flows from the electrons into the nuclei
mediated by a Korringa process. The nuclei themselves were demagnetised
before and hence, they constitute a bath at microkelvin temperatures. In summary,
the 2DEG is coupled to a microkelvin bath through essentially two impedances
only, the ohmic contact and the hyperfine coupling between electrons and nuclei.
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However, before the lead can be demagnetised it has to be magnetised first
which releases the large heat of magnetisation. In order to remove this, the plate
has to be coupled well to the phase boundary of the 3He/4He mixture of the
mixing chamber. Thus, we attach another silver wire to the plate and run it up
into the mixing chamber where sintered metal powder is pressed around the wire
providing good thermal contact to the mixture. The wire is interrupted by a piece
of aluminium that serves as superconducting heat switch.
Figure 4.7 b) shows the heat flow chart in analogy to figure 4.3 b). In the

precooling stage during which the heat of magnetisation has to be removed the
heat switch is closed and the heat flow is similar as in figure 4.3 b) with one
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significant improvement. The thermal resistance of the insulator is eliminated and
thus, the thermalisation is better. During the demagnetisation and the cold time
thereafter the heat switch is open and the heat flows as mentioned above, from
the 2DEG through the ohmic contact into the electrons of the leads where it is
drained into the demagnetised nuclei.
Even without demagnetisation, this scheme provides better thermalisation of

the 2DEG through the sintered metal powder attached to the leads inside the
mixing chamber. Thus, it should, in principle, be possible to achieve low electron
temperatures with dilution cooling only.



CHAPTER 5

Experimental Set-up

5.1. Introduction

Besides designing, constructing and testing the new type of refrigerator, the task
was to build the complete experimental set-up. That includes the whole measure-
ment electronics and the entire low-temperature equipment. The set-up was in an
old particle accelerator hall among other low-temperature set-ups.

5.2. General Set-up

The floor of the accelerator hall was partially made from wood which was mounted
to provide a flat floor level. The other part was a solid concrete floor. Due to
space limitations the set-up had to be extended over both, the wooden floor and
the concrete. The arrangement we finally chose is shown in figure 5.1. The gas
handling system (GHS) contains the pumps for the dilution refrigerator. Since
they are a source of strong vibrations, the GHS had to be put onto concrete in
order not to transmit vibrations to other parts of the set-up as it would have been
the case on the wooden floor. The cryostat was put next to the GHS because it
had to be connected to the GHS. On the one hand, the pumps in GHS have to be
connected to the dilution refrigerator and on the other hand, the GHS comprises
an electronic unit that controls the DR which necessitate connections to valves
and pressure gauges on the DR. The measurement rack (left-hand side in figure

83
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5.1) was placed on the other side of the cryostat. Almost all digital multimeters,
lock-in amplifiers and other electronic devices where put on the rack. Finally, a
desk was put next to the rack. A personal computer was installed on that desk
that was used to acquire data electronically.

5.3. Cryogenic Set-up
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Figure 5.1.: Photograph of the whole set-up. The set-up can be divided in three
parts. Data acquisition on the left, cryostat in the centre, and gas
handling system on the right.

One requirement for the set-up was a connection to a helium recovery system.
This was done with copper tubes and hoses. For the helium bath of the dewar
we used a rubber hose with a length of about 10m. This length is necessary to
attenuate the acoustic noise coming on the one hand from the recovery, and on
the other hand from the 1K pot pump. We had the possibility to shortcut the
rubber hose with a metal bellows during helium transfers because the rubber does
not withstand cryogenic temperatures. The second port that was connected was
the outlet of the 1K pot pump. In order to avoid an overpressure in the 1K pot,
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me mounted a one-way valve and an overpressure valve between the pump and the
recovery.
Since vibrations are serious issues in a demagnetisation experiment we had to

take care of that problem. Several measures were taken one of which was the
sand-filled boxes. We fed all the pumping lines through boxes in which mechanical
vibrations from the pumping line are transferred into friction between sand grains
and hence, the vibrations are eventually dissipated into heat. Besides the sand-
boxes, the pumping lines were clamped on the table except for the large-diameter
still line to provide additional vibration damping.
Furthermore, we distributed lead bricks on the system. We had different types,

most of them with a mass of around 11 kg each. We put three bricks directly on
the 1K pot pump to dampen the vibrations at their origin. We put four on top
of the sandboxes and a few inside. All in all we arranged about 12 bricks on the
table, three in each corner. Note that the bricks on the table were also used to
level the table and to clamp the pumping lines between them. The table rested on
four air springs which provided further vibration damping. The table frame below
the air springs was assembled from hollow stainless steel profiles which were filled
with sand to provide both, a larger mass and dissipation. The table itself was
positioned on a level ∼ 1.6 m below the lab floor. On the one hand this condition
was set by the shape of the accelerator hall, but on the other hand, this provides
a convenient working height.

5.3.1. Magnets and Dewar

A larger sub-project was to provide magnets for both, the demagnetisation and
the heat switches. The task was to adapt a magnet which was the remainder of a
disassembled low-temperature set-up to our needs. Besides the main solenoid, we
had to incorporate the heat switch magnet. Since a top flange that fitted onto the
dewar and that had an appropriate bore for the DR the task simplified to building
a structural support and leads for the magnets. The heat switch magnet had yet
to be build completely.
The main solenoid consisted of the main coil and two compensation coils. More-

over, it had a lambda plate, i.e. it could be pumped on. It provided 8T in normal
operation and 10T if pumped. In a first step we removed the lambda plate because
its diameter was too large to fit into the bore of the dewar. We also had to inves-
tigate a cable tree attached to the magnet. Some of the wires were presumably
connected to safety diodes on the bottom part of the magnet. One pair of wires
was identified as persistent switch heater. This was accomplished by measuring
the mutual resistance between the wires one of which was found to have a value
∼ 100 Ω which is typical for such resistors.
The structural support has to be rigid on the one hand which favours metals.



86 Chapter 5. Experimental Set-up

a) b)

c)

glas fibre tube

sapphire
pieces

magnet
leads

Cu-Be
springs

circulation
hole

14.3cm

23.2cmLN
2
 fill port

belly

LN
2

4He bath

ringring

heat switch
magnet

compensation
coils

main
solenoid

aluminium
ring

glas fibre tubes

stainless
tubes

magnet lead

Figure 5.2.: a) Photograph of the magnets. b) Photograph of the baffles. The
CuBe springs were intended to make thermal contact to a metal
ring inside the dewar. c) Technical drawing of the dewar. The
metal ring is highlighted in yellow.

But on the other hand, it should conduct as little heat as possible to keep the
helium consumption low which speaks against metals. We chose stainless steel as
material which is a strong metal but has yet a worse thermal conduction compared
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to other metals [54]. The support was divided into two sections. The lower part
consisted of three threaded rods (250mm, M5) that were screwed into pre-existing
tapped holes in the top compensation coil of the magnet. The top part was made of
three stainless steel tubes (L∼ 115 cm, OD 12mm, ID 11.5mm) that were screwed
onto three threaded rods extending down from the top flange. The two sections
were connected by an aluminium ring. In order to reduce the heat load on the
helium bath further, we drilled holes into the steel tubes at the bottom and at the
top to allow helium circulation inside. Thus, the helium vapour cools the tube
from the inside, too.

The magnet leads were made from brass tubes (OD 8mm, ID 7mm). Brass
has the advantage of a lower thermal conductance over copper. The drawback is
that the ohmic heating is higher as long as a current flows. But since the magnet
can be put in persistent mode the time during which current actually flows can be
minimised. Hence, we preferred a low static helium boil-off over low ohmic heat
dissipation. Like the stainless steel tubes, we drilled holes into the brass tubes
to allow vapour cooling also from the inside. We soldered terminals, milled out
of a solid block of OFHC copper, to the top end of the leads. The bottom ends
were arrested in the aluminium ring, from which they were electrically insulated
by a TeflonTM piece. In order to contact the superconducting wire of the solenoid,
we wound the wire around the brass tube and soldered it with standard Sb/Pb
solder. Additional superconducting wires were attached parallel to the magnet
leads along the lower ∼ 0.5 m of the brass tubes. This shunts the lower parts of
the brass tubes and allows the current to flow dissipationless as much as possible
if these superconducting wires are immersed in helium.

Besides choosing specific materials and enhancing vapour cooling, we pursued
another idea to reduce the helium consumption. The idea was to thermally anchor
the leads as well as the support structure to the nitrogen bath. The dewar had
a metal ring inside its neck that was in good contact with the nitrogen bath
(see figure 5.2c)). We equipped one of the radiation baffles with Cu-Be springs
that were pressed against that ring and hence established a metallic connection
between the baffle and this ring (figure 5.2 b)). Decent thermal contact between the
magnet leads and the baffle was eventually accomplished by inserting a sapphire
piece between the two (figure 5.2 b)). Sapphire has a comparatively large thermal
conduction around 77K [49] but it keeps the magnet leads electrically insulated.

We measured the efficiency of this method in two separate cooldowns. In one
the Cu-Be springs were attached, in the other they were removed. We determined
the helium consumption with a superconducting helium level probe [99]. The
consumption with Cu-Be springs removed was ∼ 5 ± 0.8 l/d as compared to ∼
4.5 ± 0.8 l/d with them in place. The error is based on the assumption that the
level can be read with an accuracy of±3 mm and a conversion factor of∼ 0.2 l/mm.
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Taking into account that the manufacturer states static boil-off of 4.6 l/d [100], and
that the helium boil-off also depends on the nitrogen level which was not recorded,
one cannot tell if we achieved a noteworthy improvement.
Eventually we had to incorporate a second magnet in order to operate the heat

switches of the demagnetisation unit. Since each lead requires a separate switch
each with a size of the order 1 cm, the magnetic field has to cover a large volume.
It is too large to provide a homogeneous field without building a magnet with
complicated compensation coils or shim plates. Hence, we built a simple solenoid.
Prior to winding, we did some field estimates for a coil of finite radius and length
but for infinitesimally small thickness [101]. Figure 5.3 shows the field factor |b|
along the main axis of the coil and in radial direction. These calculations are done
based on the dimensions of our coil: length L = 10 cm, effective radius R = 6.71 cm
and a winding density of 9458 turns per 10 cm. A more detailed description of the
field profile and the dimensions of the coil are given in appendix C. The magnet
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Figure 5.3.: Calculated field factor |b| as a function of distance from the cen-
tre of the magnet along the main axis |b(z, r = 0)| and in radial
direction |b| (z = 0, r). At z = r = 0 it is |b| = 71 mT/A. The dis-
continuity at r = 6.71 cm reflects the infinitesimally thin thickness
of the solenoid.

was wound from a NbTi wire with a diameter of 0.18mm. The leads were made
from brass wires with a diameter of 1.27mm. In order to measure the magnetic
field we mounted a Hall bar1 close to the mixing chamber. It was ∼ 19mm
below the mixing chamber, ∼ 18mm off centre and perpendicular to the cryostat’s
main axis. Thus there is a small angle between the applied field and the measured
field. From the Hall resistance RH we calculated the magnetic field according

1The Hall bar was fabricated by Sarah Heizmann and Kristine Bedner.
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to Bz = neRH where n = 2 · 10111/cm2 is the known charge carrier density.
Figure 5.4 shows the measured field factor |b|z as function of the applied current
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Figure 5.4.: Field factor of the heat switch magnet as measured with a Hall
bar. Two different measurements are shown for two different exci-
tation currents in the device as a function of current in the heat
switch magnet.

in the heat switch magnet. For currents larger than 400mA the field factor is
about 57mT/A. At lower currents the field is small and the reading was probably
influenced by a nearby CMN thermometer. However, the calculated value for
this location is ∼ 69 mT/A which is in reasonable agreement with the measured
value. Besides the field factor, we determined inductance and resistance of the
magnet. At room temperature we measured 4.5 kΩ which is in good agreement
with a calculated value of 4.2 kΩ. At low temperature, we measured inductance and
resistance by monitoring the voltage V across the magnet terminals as a function
of time while ramping the current at a constant rate İ. The voltage is then given
by V (t) = İL + RI(t) where L is the inductance and R the residual resistance.
We obtained L ∼ 9H and R ∼140mΩ.
In the same manner we measured inductance and resistance of the main solenoid.

We obtained ∼ 15.5 H and ∼ 5 mΩ. The resistance is three orders of magnitudes
smaller than the value given in the magnets specifications. This is most likely
because it was originally equipped with different leads. The specifications state a
field factor of 13.26mT/A but they do not give any inductance2.
Apart from the main current leads and the heat switch magnet we installed a

base heater and four resistors on the magnet that served as thermometers. They

2We started the work on the solenoid with very few information about the magnet. Only after
a fundamental lab clean-up the manual showed up. It contains many values (homogeneity,
resistances, ..) but for whatever reason it doesn’t state the magnet’s inductance.
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were put on the bottom side of the solenoid, on one of the cancellation coils, on
the aluminium ring, and on one of the baffles. All the required leads and the two
leads for the persistent switch heater were run down in a glass fibre tube which
was mounted as protection for the wires (figure 5.2 a)).

5.3.2. Dilution Refrigerator

The dilution refrigerator we used is a MNK126 from Leiden Cryogenics [102]. The
key feature of this DR is its removable mixing chamber. Unlike most DRs, it allows
to put wires and sinters directly inside as will be described in section 6.2.
However, a crucial property of a DR is its cooling power. We determined it the

following way. A defined current is applied to a resistor inside the mixing chamber.
The temperature then equilibrates at a temperature at which the removed power
Prem balances the applied power Papp and the residual heat leak P0. At higher
temperature we assume a simple polynomial for the removed power. Furthermore,
we treat the removed power as root mean square of applied power and heat leak.
Hence, the phenomenological ansatz

Prem =
√
P 2
app + P 2

0 = aT nMC (5.1)

with fit parameters P0, a and n. The result of the fit is shown in figure 5.5 a) with
P0 = 2.2 ± 0.4µW, n = 1.69 ± 0.01 and a = 0.10 ± 0.01 (µW/mK)1/n. Equation
(5.1) matches remarkably well to the data. Note that the cooling power of the
mixing chamber can also be tuned by changing the current in the still heater, i.e.
the molar flow of 3He . This data was taken for a flow that achieved the lowest
base temperature. In cooldowns after these initial tests, a CMN thermometer
read base temperatures of only ∼ 10 mK which corresponds to a residual heat
leak of & 10µK. Three reasons could explain that discrepancy: (i) possibly the
calibrations of the resistor is inaccurate, (ii) the load on the mixing chamber is
truly higher because modifications were done and (iii) the resistance measurement
is very sensitive to the way the system is grounded. It was observed that the
resistance easily changes by a few tens of kΩ simply by changing the grounding at
lowest temperatures. However, in order to give an estimate of the precooling time
in section 6.1 we can use the cooling power extracted here for mixing chamber
temperatures higher than 25mK that we trust.
Besides the IVC shield, the DR was equipped with two additional radiation

shields: one anchored on the still and the second anchored on the cold plate.
The DR had several leads for measurements. They comprised 2 times 12 twisted

pairs some of which were used for thermometry. Furthermore, it provided 28
thermocoax cables. These have a length of ∼ 1.5 m. Two different types were
installed giving a resistance of either ∼ 180 Ω or ∼ 95 Ω. The capacitances of the
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Figure 5.5.: a) Cooling power of the mixing chamber. The graph shows applied
power versus equilibration temperature. The fit is according to
phenomenological equation (5.1). b) Photograph of the dilution
unit. Note that the mixing chamber is removeable at a cone seal.
The MCX towers are the low temperature ends of two bundles of
thermocoax cables.

coax lines varied between a few and several 100 nF. At the low temperature side
of the thermocoax we used low pass filters. Some where obtained from Leiden
Cryogenics [102], some where fabricated in-house [73].
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5.4. Electronics and Data Acquisition

Another task was to set up the electronic measurement devices and a personal
computer for digital data recording.
A basic consideration in such a set-up is grounding. On the one hand a zero

potential is needed as reference for measurements but on the other hand it can be a
security issue, e.g. magnet power supplies react to magnet quenches automatically
by monitoring voltages. We pursued the following concept to define the zero point
potential. One point of the cryostat was connected to a ground terminal that we
had installed. This was independent from the the ground provided by the public
power grid. We then powered all devices through floating transformers to cut them
from the ground of the public power grid and grounded them at the reference point
on the cryostat. However, grounding straps where used to minimise small voltage
differences between the ground terminals of the instruments.
The signals measured through the thermocoax cables were taken from the top

of the cryostat through standard d-sub cables onto a break-out-box (BOB) which
distributed the signals to single BNC connectors. Each line was equipped with
a switch to allow for grounding the lead. This is done to protect nanostructures
from being charged electrostatically which could otherwise destroy the sample.
Furthermore, a 200 Ω resistor was mounted in the lead for similar reasons. Most
of our instruments where then plugged into the BOB. One of the twisted pair
bundles was used exclusively for thermometry. The signals were fed through a
splitter box to separate the signals of the resistors from the CMN signals. The
CMN was measured with a mutual inductance bridge. Only after moving to the
new set-up we changed to measuring it with a lock-in.
In order to record the data digitally we used a personal computer. Data was

taken mainly using IGOR [103], except for the CMN thermometer which was read
using LabVIEW [104]. The communication between the computer and the instru-
ments was accomplished with GPIB interfaces, except for the CMN thermometer
which was read with another bus system. To make sure that the instruments
are not grounded through the bus we employed optical isolators to separate the
instruments from the computer galvanically.
Besides recording data, the computer could also be used to control the temper-

ature of the mixing chamber. It was connected to a AVS-47 ac resistance bridge
and a TS-530 temperature controller [105] which in turn where hooked up to the
cryostat.
Finally, one detail of the DR has to be mentioned. The main axes of the cryostat

was bent. A plastic tube extended down from the cold plate to the mixing chamber
along the main axes to support it structurally. Besides this main structure, the
3He return line and the still line influenced the structure. On the one hand, this
led to an overall curvature of the cryostat’s main axis but on the other hand the
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mixing chamber was not held in place rigidly, i.e. it facilitated vibrations. These
effects could be reduced by re-tightening a screw that connected the plastic tube
and the mixing chamber. Moreover, we put spacers on the demagnetisation unit
which held it against the cold plate shield.

5.5. New Set-up

The department of physics had another nuclear accelerator dismantled. This set
new lab space free into which we could expand. We seized the opportunity to build
a set-up with fewer limitations. Hence, we did the best we could in a reasonable
way to build a new set-up including a shielded room and better vibration damping.

Shielded Room

Although one can purchase shielded rooms commercially and have it installed, we
decided to build the room ourselves for economic reasons. The bearing structure
of the shielded room is a truss of aluminium profiles. Wooden boards were then
put on that frame and the whole room was covered with metal sheets. We used
tinplate for most of the coating. In the vicinity of the pit where the magnet was
intended to be operated we used non-magnetic copper because we wanted to be
sure to avoid large forces on both, the magnet and the magnetic tinplate. However,
both materials can be soft soldered which gives a radiation tight but also economic
connection. Furthermore, the metal sheets can be bent in almost any shape. Since
the floor is exposed to stronger wear and tear, we put two layers down. In the
course of the work the vibration isolation table (see below) was set up and the
room was built around the table.
The room has two doors: a main door and a trapdoor on top of the room.

The latter is needed to lower the refrigerator into the dewar. Both of these doors
were bought commercially [106]. From the same supplier we also obtained filters
for the magnet leads and so-called attenuvents. The latter are tin-coated metal
honeycomb grids. Two of them were mounted to allow for rapid gas exchange in
case of a magnet quench.

Vacuum Lines

Besides the shielded room itself we had to design and built the pumping tubes.
Since the pumps are obviously further away from the fridge the tubes are longer as
they have been before. We calculated the pumping efficiency [53] and found that
the required length should not reduce the flow of 3He . As pumps went outside
the room feedthroughs had to be incorporated. In order to operate some of the
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valves of the DR and to float the vibration isolation table a pressured air line had
to be brought inside, too.

Electrical Feedthroughs

C

L

wall

inside outside

Another part was to plan the electrical feedthroughs
which included the measurement leads, the magnet leads
and the wires for the DR, i.e. valve control, vacuum gauge
read-out etc. The basic concept of filtering is shown in the
schematic on the right. A π-filter is placed in the plane of
the shielded room wall. It consists of two capacitors and
one inductor or resistor (here an inductor). The signal
is fed through the inductor. The two capacitors, one in
front and one behind the inductor, provide a capacitive
coupling to ground. Thus, high frequency signals are attenuated. On the one hand,
high frequency signals have a low impedance to ground (|Z| = 1/ωC) and on the
other hand a high transmission impedance (|Z| = ωL). This way, high frequency
signals in the leads are attenuated but it disturbs the integrity of the Faraday
cage because the leads have to be insulated from the shielded room wall. Hence,
high frequency radiation can enter the cage. In order to allow as little radiation
as possible to enter, the whole feedthrough is enclosed with a metal box (green
shaded area).
We built eight BNC feedthroughs exactly this way. The same is true for the

magnet leads. For those, we used high current filters [106]. One of the same type
of filters was used for a 220V power line. However, most of the feedthroughs were
made in a simpler way. We purchased standard π−filters embedded in a d-sub
housing. We then cut slots into a 10mm thick brass plate to fit in the π−filters.
The brass plate was in turn soldered to the tin plate. Unlike the concept described
above, these feed throughs do not comprise a metal box. Valve control, vacuum
gauge read-out and the helium level probe were fed through such filters, too.

Attenuation Test

Once we completed the shielded room including all feedthroughs, the doors and the
ventilations, we performed an attenuation test. Two simple methods were applied:
mobile phones do not work properly nor did a transistor radio. However, we did
some more careful tests with a frequency generator and a spectrum analyser. The
signal was simply emitted from an open BNC cable. We used an Agilent E8257D
Analog Signal Generator to create signals at 300MHz, 400MHz, and 500MHz at
a power of 25 dBm which was the maximum available. On the reception side we
employed a single-turn coil wound from a copper wire of diameter 2mm. The
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area of the coil was ∼ 20 cm2. The signal was analysed in a HP3561A Signal
Analyser. The radiation emitted from the open BNC cable could clearly be seen
in the spectrum of the coil while holding emitter and receiver about 20 to 30 cm
apart with nothing in-between them. Then we emitted the radiation in the vicinity
of the shielded room and tried to receive it inside while attempting to keep the
distance between emitter and receiver at a few tens of cm. We couldn’t see any
transmission around the feedthroughs and the doors. But we found tiny leaks
around the attenuvents. After putting some conducting copper tape around their
margins the leaks disappeared. Note, that the hand lever that locks the door has
to be fully closed to ensure radiation tightness. It was observed that only a tiny
gap allows radiation to enter the room. A more careful test is planned with more
suitable equipment.

Vibration Damping

One issue that should be improved as compared to the old system is vibrations.
Several features are intended to suppress them. The first is a vibration isolation
table [107]. The table plate has a lateral dimension of 170 cm×125 cm and a
thickness of ∼31 cm. It is made of a steel honeycomb core and has a mass of
∼360 kg. In the centre a recess was cut to lower the dewar inside. The dewar was
bolted to the aluminium plate taken from the old set-up which was then put down
onto table with a wooden board (thickness 8mm) in-between.
Like in the old set-up, all tubes were fed through a sandbox. But in contrast to

the old one which had partially collapsed upon the forces exerted by the vacuum
lines we built a more rigid one. Furthermore, we anchored the tubes in a concrete
block on the table. In order to reduce the vibrations of the still pump we mounted
it on a construction of concrete blocks and the line itself was bolted to a wall
of concrete blocks. The still line was interrupted by a rubber piece between the
pump and that wall. Besides the still pump, we also mounted the 1K pot pump
onto a separate concrete block. Beneath the concrete blocks and the pumps we
added rubber mats to prevent the vibrations from travelling through the ground.
Another feature to reduce the vibrations is mass. We put another concrete block
and some lead bricks on the table, on the one hand to increase the mass but on the
other hand they help to level the table. The acoustic noise that can return from
the helium recovery was suppressed by leading the evaporated helium through a
long rubber hose.
Figure 5.6 shows three spectra of vibrations. One was taken on the table of

the old set-up and two were taken on the new table. The trace of the old set-up
was recorded while the DR was in normal operation, i.e. the pumps were running.
The table was floating which means in that case that the air springs were fully
pressurised and the table as pushed against a guiding and arresting mechanism.
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Figure 5.6.: Vibrations spectra the old and the new set-up. The graph shows
amplitude of the displacement |d| =

√
d2
x + d2

y + d2
z as measured on

the table surface. The inset shows the spectrum from 10 to 100Hz
with a higher resolution. The 50Hz peak then becomes visible.

The traces taken on the new set-up were also recorded during normal circulation for
both, the table floating and non-floating. The new set-up clearly shows a better
vibration damping for frequencies above 60Hz. Below, the spectra look similar
except for ∼ 23 Hz where the new set-up is better and for ∼ 12 Hz where the
old set-up was better. The data in the range of a few Hz suffers from the transfer
function of the sensor (JRS Vibration Analyzer VA-2) which drops to 50% at 1Hz.
At the upper end of the frequency range it drops to 80% at 1 kHz.

Note, that the spectrum of the old set-up does not show a pronounced peak at
50Hz. This peak could be resolved for a lower bandwidth from 1 to 100Hz. The
peak then becomes more pronounced and shows that it has reduced on the new
set-up. Furthermore, the inset shows a peak at 100Hz which is a multiple of 50Hz
and two peaks at lower frequencies, one at ∼ 23 Hz and a second at ∼ 30 Hz. The
23Hz peak disappeared when we turned off the roots blower pump. The 30Hz
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peak became less pronounced with all pumps off but it didn’t vanish completely.
The source of that vibration has not been found.

Conclusions

In conclusions we built a shielded room in a simple and economic way. Further-
more, we included different approaches of vibration damping that proved to have
reduced the vibrations. Despite the longer pumping lines of the mixture circuit,
the performance of the DR did not suffer, as we had expected.
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CHAPTER 6

Construction of the Novel Refrigerator

6.1. The Nuclear Refrigerators

The heart of the novel cooling scheme is a nuclear demagnetisation refrigerator
incorporated in each measurement lead. As outlined in section 3.4.6 we decided
to use copper as nuclear refrigerant. We purchased 5N copper plates from ACI
Alloys [108] with a RRR∼ 140.
Having settled on a material we need to find a shape. A hexagonal rod takes

advantage of space best. On the other hand we have to consider eddy current
heating. If we assume a copper plate with a width of 20mm, a thickness of 2mm
and a length of 100mm we get a power of 0.6 nW for a ramp rate of 1T/h, according
to (3.75). Calculating the power for the same volume and length but for a cylinder
we get 4 nW. For a hexagonal cross-section we would expect approximately the
same as for the cylinder, i.e. roughly an order of magnitude more than for the
plate. For this reason we chose a plate geometry.
Traditional demagnetisation refrigerators contain one copper body. The elec-

trons in it rest such that they have time to thermalise with the nuclei. If the
electrons propagate through the copper due an external voltage, one could argue
that they do not have enough time to thermalise. However, a simple consideration
based on the Drude model shows that the electrons can thermalise easily. The
electrons thermalise to the nuclei through the Korringa process (3.56). The time
scale is set by the Korringa constant. If we plug in the heat capacities of the

99
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nuclei (3.39) and the electrons (3.12) into (3.56) we get the thermalisation time:

τt = κ
γ

Λn

T 2

B2
= 230

[
T2

K2

]
T 2

B2
(6.1)

where the latter equality is for the values of copper [49], Λn = 3.2µJ ·K/T2 ·mol,
κ = 1.2 K · s, γ = 0.7 mJ/K2 ·mol. Furthermore, we assume Te = Tn which is true
for sufficiently small heat leaks.
The average or drift velocity of a charge carrier in a solid can be written as

[61] vd = I/neA with charge carrier density n, current I, elementary charge e, and
cross-sectional area of the conductor A. If the conductor has the length ` the dwell
time of the electron is

τd =
`

vd
=
`neA

I
= 54 · 103 [As]

1

I
(6.2)

where the latter equality is again for the value of copper, n = 8.5 · 1022 1/cm3 [61],
and our plate geometry A = 40 mm2, ` = 100 mm. The current in the plate will
be for sure smaller than 1mA and the plate will have a temperature in the range
of ∼ 10 mK. If we assume that we have demagnetised to a final field of 100mT we
obtain

τt ≈ 2.5 s

τd ≈ 5.5 · 107 s = 1.7 a

The electron lingers in the copper for a time span seven orders of magnitudes
longer than it needs to thermalise. In other words, the drift velocity must be less
than 4 cm/s if we take τt as given. In fact it is 2 nm/s with these numbers. Note
that the drift velocity does not depend on temperature nor on resistance (if the
current is given). This estimate shows that the electrons can thermalise to the
nuclei, even if they are biased.
Next, we can estimate how long the plates stay cold for a given heat leak. In

figure 6.1 we estimate how long it takes to warm up the copper. The above amount
of copper corresponds to 0.56mol. Furthermore, we assume that we precool to
15mK to subsequently demagnetise from 8T to 80mT. The traces in figure 6.1
are for heat leaks of 1, 4 and 10 nW, respectively. For 4 nW the copper has warmed
up after ∼ 5 h. Since this a short time to do experiments we can a posteriori justify
that the cylindrical/hexagonal geometry considered above was rejected. Instead
a heat leak of less than 1 nW should be achieved to have a reasonable amount of
time for experiments. Note, that the 4 nW calculated above are for a ramp rate
of 1T/h and the calculations shown figure 6.1 are at constant field. However, we
take 1 nW as a ’magic number’ for a tolerable heat leak.
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Figure 6.1.: Estimates for the warm-up time based on (3.60) and (3.58). The
traces are estimates of the time required to warm up 0.5mols of
copper after demagnetising it from 8T to 80mT. The demagneti-
sation was started at 15mK, hence the final (nuclear) temperature
is 150µK.

Besides the time the copper stays cold, we can estimate the precooling time.
According to (3.45) we have a heat of magnetisation of ∼ 10 mJ if we want to
precool to 10mK at 8T. If we further assume that the cooling power of the DR
is the bottle neck we get a precooling time of the order 0.5 h based on (5.1). In
fact, we precooled (the electrons) to ∼ 30 mK with in ∼ 1.5 h (figure 7.7). Below
that temperature the cooling power of the mixing chamber gets small and other
resistances in the cooling line become increasingly relevant.

Eventually we have to consider how the copper plates are held together and in
place. On the one hand, we need a strong structure that can for example withstand
magnet quenches but on the other hand, we have to prevent the copper from being
in thermal contact with hotter parts in the cryostat. We finally decided to tie the
copper plates together [109] with dental floss and have one plate in the centre
which was intended to be glued in an AralditeTM beam to support the whole
bundle. We called this plate ’sarcificial’ because it was sacrificed to structural
purposes and not meant to be part of a measurement lead [109]. The sacrificial
plate had a size of 2 mm×20 mm×140 mm whereas the usual plates had dimensions
of 2 mm×20 mm×100 mm. In order to improve the thermalisation of the electrons
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fishing line

teflon spacer

heater

fishing line

plastic sleeving

a)

b) c)

d) cigarette paper

Figure 6.2.: The demagnetisation stage. a) The sacrificial plate which was glued
into the AralditeTM beam for mechanical support. The plastic
sleeving was intended to insulate the wires, one from another. b)
and c) The two types of plates. In b) you can see a section of fish-
ing line that served as insulation between the wires, too. d) The
complete demagnetisation stage. We used strain gauges as heater
and cigarette paper as additional insulation.

in the copper and to reduce the eddy current heating we cut 40mm long and 1mm
wide slits in each plate, including the sacrificial plate.
The copper plates and the complete bundle are shown in figure 6.2. The sac-

rificial plate, after it was glued into the AralditeTM beam, is shown in figure 6.2
a). It was equipped with two wires for precooling which were wrapped in black
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plastic sleeving. At the bottom a TeflonTM spacer is mounted which was supposed
to prevent the demagnetisation stage from both, touching the innermost radiation
shield and vibrating too much. In the centre row some of the plates are shown.
There were basically two types which can be grouped according to their welding
taps which were towards the outside, b), or to the inside, c). In b) and c) you can
also see the silver wires which were welded to the plates before the bundle was
tied together. One wire in figure 6.2 b) is wrapped with a commercially available
fishing line [110] which we used for all wires to insulate them from one another
and from ground. This fishing line is a hose braided from plastic fibres.
The lower most picture shows the complete bundle. We stacked the bundle the

following way. We put a plate onto the sacrificial plate and tied it with dental floss.
Rolled-up TeflonTM tape was put in between as insulation. Then the second plate
was mounted the same way, but on the other side of the sacrificial plate. Then a
plate on the other side again but this time with the other weld tap arrangement.
This alternating sequence was repeated until plates 11 and 12 were then tied to
the sides (perpendicular to the other plates). In order to prevent the stack from
sliding down we had added a small stub on the sacrificial plate. Furthermore, we
added cigarette paper between the plates as can be seen in figure 6.2 d) on the
left. Although feeling quite rigid to the touch the plates slid. So we frequently
added more cigarette paper or sections of shrink wrap in some parts or pushed the
plates into position again.
Finally, we added heaters on the plates. For that purpose we employed strain

gauges [111] with a resistance of 120 Ω each. They were connected with supercon-
ducting wires of a length of about 50 cm to prevent the plates from from being
in thermal contact with stages of higher temperature . You can see one heater in
figure 6.2 d). Two were mounted immediately, two more followed later, as we had
realised that they were very useful. They were glued down with GE varnish and
insulated from the plate with cigarette paper.

6.2. Mixing Chamber and Sintered Silver Heat
Exchangers

A crucial point in our approach is to thermalise the leads well to the mixture of
the DR’s mixing chamber. Since the mixing chamber of our DR was removable, we
could feed the measurement leads through the mixing chamber where they passed
through a section of sintered silver for efficient heat exchange. Such a sintered
silver heat exchanger (SSHE) is composed of compressed silver powder.
In a first step we built a sinter set-up. Three parameters can be used to control

the sinter process: the temperature, the compressing force and the atmosphere.
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sinter cube

atmosphere
control

sinter

sinter mold

heating plate

teflon box

brass pieces

feed through

Figure 6.3.: Photograph of the sinter set-up. The sinter cube was adopted from
a vacuum set-up. The press was mounted on a plate which was
equipped with vacuum flanges. One flange was used to measure
the pressure in the cube, the other was used to feed through the
heating wires and the thermocouple leads. In the back, some valves
can be seen that we used to control the atmosphere. The bottom-
right inset shows the brass pieces and the TeflonTM boxes in which
the silver was sintered. The bottom-left inset shows a completed
sinter.

The latter can be divided again into the pressure and the type of gas. The whole
press is mounted on a copper base plate which has a recess where a heating element
was plugged in. A thermocouple thermometer is attached on the copper block
to measure its temperature. A commercially obtained control unit, a Panasonic
AKT4111100J, was used to set a temperature. The actual press was bolted onto
the copper plate. It consisted of two brass pieces and two Teflon boxes each with
a small lid. Figure 6.3 shows the whole set-up. The lower brass piece was bolted
onto the copper plate. The TeflonTM boxes were then placed in the corresponding
notches and filled with silver powder. Afterwards, the TeflonTM lids and the upper
brass piece were mounted. Tightening the screws applied pressure onto the silver
powder. The whole press was mounted in a cube which could be sealed vacuum
tight and hence allowed us to control the atmosphere. Based on different recipes
[93, 112–114] we tried to bake our SSHEs by trying to find the optimal parameters
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[92, 115]. We found that at least 250 °C have to be applied to actually sinter the

a) b)

epoxy

´blind´ cap
TeflonTM

tape

Figure 6.4.: MC plug during the assembly. a) Two silver wires before they were
pulled through. A drop of epoxy was put on the through holes
before we fed the wires through. TeflonTM tape prevented the cone
seal from being accidentally spilled with epoxy during the process.
b) The completed MC plug during the curing process. It was held in
a clamp throughout, to ensure that the epoxy flows to the bottom.

powder. We choose a ’Silver Nanopowder’ with a nominal grain size of ∼ 150 nm
and a purity of 99.95% [116]. The surface areas of the sinters were then measured
with a standard BET method [115, 117] which is based on gas absorption on
the sinter surface. We found surface areas of around 1.9 m2/g which is in good
agreement with values reported elsewhere [112–114]. We finally decided to bake
the powder for 1 h in a He atmosphere at 1 bar and at 260 °C.
The leads had been put into the silver powder when we were filling it into the

TeflonTM box. This way the sinter could be firmly attached to the leads. We made
the leads from silver wire of 5N purity obtained from ESPI [118]. On the low
temperature side the diameter was 1.27mm on the other side 0.5mm. The wires
were annealed at ∼820 °C for 5 to 7 hours in a constant flow of about 0.5 l/min
of nitrogen prior to sintering. The RRRs achieved were almost 2000. We tried to
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avoid cold work on the wire during processing as much as possible because it can
reduce the RRR significantly (∼ 400). Figure 6.3 shows a SSHE in the lower-left
inset. The cross-sectional area is 4mm by 4mm, the length 20mm.
Once the sinter production was done the mixing chamber had to be built. We

had a ’blind’ cap for the mixing chamber available. In that sense ’blind’ means that
it was a cap that closed the mixing chamber so that it was possible to circulate the
mixture but there was no possibility to thermally anchor any device or apparatus.
This blind cap was modified to house 16 SSHEs as described above and a coldfinger.
The latter was meant to hold the weight of the whole demagnetisation stage and
to provide a cold stage at mixing chamber temperature. The recipe was adopted
from [93]. It was basically a copper piece with through holes on one side and a slab
on the other. We sintered silver powder onto the slab to thermalise it in the mixing
chamber [92]. The slab was electroplated with a 10µm layer of silver before. The
dimensions of the copper slab were 25 mm × 35 mm × 1 mm and the sinter was
1.5mm high on each side. The other side of the coldfinger was a flattened rod of
8mm diameter.
Figure 6.4a) shows the first steps of the mixing chamber assembly. In the bottom

of the blind cap you can see the holes for the silver wires and the large hole for the
coldfinger. We put some black Stycast 2850 epoxy onto the holes before feeding the
wires through. The sinters were covered with plastic sleeving to prevent them from
touching each other. This way all wires and the coldfinger were pushed into the
beaker. Finally, we poured more epoxy onto the bottom of the beaker intending
to make the bottom leak tight. The whole assembly was left to cure the epoxy
while the beaker and the coldfinger were held in place with clamps, as can be seen
in figure 6.4b).
The mixing chamber was then tested where the first test was a vacuum leak

test. Therefore the MC plug was mounted on the DR and we pumped with a leak
checker. Since helium diffuses through the plastic of the MC plug the DR was
hanging over a bath of liquid nitrogen and hence the MC plug was in evaporating
nitrogen near 77K. This way no signs of vacuum leaks could be observed.
In the next step we added two RuO2 chips, each connected to two of the 1.27mm

wire extending out of the MC plug. We soldered a short section of copper wire on
the smaller wire and MCX connectors to the other end of that copper wire. The
MCX connectors were then plugged in the MCX towers. Thus we could measure
the resistance of the chips. We then cooled down the whole DR and found that the
chips read 18.2 kΩ corresponding to ∼ 10 mK where a CMN thermometer mounted
on the coldfinger read ∼ 9.5 mK. In conclusion, the MC plug performs well. The
electrons in the wires thermalise completely through the SSHE and the coldfinger
cools also. Furthermore, the MC plug did not leak and in particular there was no
superleak.
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Within his masters project Tobias Bandi could measure electron temperatures
of Te = 28 ± 4 mK in a Hall bar sample [92]. The sample was mounted on a
’conventional’ coldfinger but the leads were thermally anchored through the above
MC. The electron temperature measured is an upper limit which is set by the
mobility of the sample.

6.3. Heat Switches

In a demagnetisation stage the heat switch is placed between the nuclear refrigera-
tor and the precooling bath. It can be shifted between good thermal conductance
to allow for efficient precooling and thermally isolating for sufficient adiabaticity.
Different approaches are reported [69, 119–122] whereas the basic idea is the same
throughout. A metallic superconductor is placed in a magnet allowing to switch
between superconducting and normal conducting by applying zero field or a field
above the critical field.
The figure of merit of a heat switch is the switching ratio which is the ratio

of thermal conductance κe in the normal state to the thermal conductance in the
superconducting state, κs. Using (3.20) and (3.22)we get

K =
κe
κs

=
K0

T 2
(6.3)

with K0 being a constant. This means that we assuem T � Tc where the heat
conductance in the superconductor is dominated by phonons. Note, that this ratio
is independent of geometry which means that it holds for conductance as well as
for conductivity. It is desirable to have a κe as large as possible and a κs as small
as possible, hence it is desirable to have a K as large as possible.
In the approaches reported, different superconducting materials were used. Alu-

minium was found to show the largest switching ratios 1600 K2/T 2 [121] as com-
pared to 65 K2/T 2 for indium [122]. Further candidates are tin or lead. Table 6.1
summarises the properties of some superconducting materials. From this table one
can read that aluminium is the best choice. It has the best thermal conductivity
and is mechanically the strongest material. The critical field is the lowest which
means that the heat switch magnet does less likely interfere with other parts of the
set-up. The critical temperature is roughly a factor 100 larger than the expected
temperature range of operation as recommended [49]. A drawback of aluminium
is its native oxide layer. Unlike the other three materials which can be soldered,
it takes more effort to contact aluminium such as etching and plating techniques
[121] or welding [119, 124].
This leads to the next question: how to make contact between the supercon-

ductor and the lead. The latter is usually copper or silver both of which can



108 Chapter 6. Construction of the Novel Refrigerator

Material Tc(K) Bc(mT) elasticity (GPa) κ(W/cm K)
aluminium 1.14 11 71 2.37
lead 7.2 80 16 0.35
tin 3.7 31 50 0.67
indium 3.4 29 11 0.82

Table 6.1.: Properties of superconducting materials that can be used as heat
switch: critical temperature, critical field and thermal conductivity
(300K) [60]. Elasticity [123] exemplifies the mechanical strength of
the materials.

be soldered easily. The disadvantage of a solder contact is that the joint can be
contaminated with flux [53]. Some fluxes, in particular those for aluminium solder-
ing, contain very aggressive chemicals which can lead to slow, long-term corrosion.
Furthermore, most solders are superconducting with critical fields of ∼ 100 mK
[54] which is ten times higher than aluminium. Alternatively, a press contact is
possible in any case. The pressure has to be high which can be achieved with a
high pressure right at the start and a choice of materials that are stacked up such
that the joint gets compressed even more by thermal contraction upon cooling
down. Another method would be welding. Different welding techniques can be
applied. But due to the oxide layer of aluminium it takes in any case an elaborate
process. The fourth technique is a process [120, 125] that can be applied to join
silver and aluminium. The two materials are brought into contact and a large
current across the joint is applied. Joule heating melts the aluminium locally and
the still solid silver is then pushed into the liquid aluminium. Subsequently, the
current is interrupted and the pressure is released. The aluminium then solidifies
around the silver wire whereas the native oxide layer was penetrated when the
silver was pressed into the aluminium.
Since we used aluminium-silver switches which were ’fused’ together this way

for the demagnetisation stage, I discuss production and characterisation. We also
tested indium which is briefly presented at the end of this section.

Lay-Out

Although aluminium is a type I superconductor magnetic flux can be trapped [49],
e.g. in impurities. Along the magnetic field line the material is normal-conducting,
i.e. a good thermal conductor. If the flux line connects the terminals of the switch
the superconducting material is thermally shortcut. As a consequence the switch
does not or only insufficiently close. This can be avoided by orienting the switch in
an appropriate way or using a certain shape. That is why we chose a ’C’-shape in
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which it is unlikely that a magnetic flux line connects the two silver wires at each
end of the ’C’. Figure 6.5 a) shows a photograph of a heat switch. It was milled
out of a solid piece of aluminium. We used grade 5N aluminium purchased from
ESPI [118]. The dimensions can be read from figure 6.5 b). It has a base square
of 7mm by 7mm. The cross-sectional area is 3mm by 3mm. The gap has a width
of 1mm and a nominal depth of 4mm. As a result of milling it has a round end,
indicated by the dashed semi-circle.

a) b) 7mm

7m
m

3m
m

3mm1mm

4m
m

Figure 6.5.: a) Photograph of a silver-aluminium heat switch. b) Schematic
including dimensions.

Production

In order to produce the switches we had to build a set-up which is described
as follows and shown in figure 6.6. A standard press, as it could be used to
make projections for projection welding, available in our in-house workshop, was
modified to be used as a fuse press. The top chuck of the press was replaced
by a TeflonTM chuck to electrically isolate the press from the top electrode. An
OFHC copper piece was mounted in the chuck. A copper clamp and the cable
shoe of a current lead were screwed into that copper piece. The copper clamp held
a graphite rod, 6mm in diameter, that served as top electrode. On the bottom,
a TeflonTM plate was used as electrical insulator. On top of that, a cylindrical
copper block was set. A graphite disc, serving as bottom electrode, was laid into
a trough milled into the copper block. The current was supplied by a home-built
source capable to provide 100A/30V.
Before the actual fusion process the silver was cleaned in a 50% nitric acid

solution, the aluminium in 50% caustic soda. Since graphite is a brittle material,
the top-electrode should frequently be filed or sanded into shape again to prevent
graphite fragments from contaminating the joint.
The ’C’-shaped aluminium piece was put on the bottom graphite piece. The

silver wire was then clamped between the aluminium and the top electrode. In
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a) b)

TeflonTM chuck

copper piece

copper clampgraphite rod

graphite disc

TeflonTM plate

copper disc

heat switch

Figure 6.6.: Fuse set-up used to produce the heat switches. a) Close-up of the
actual fusing electrodes made from graphite (see text for details).
b) Overview, showing the fusing press and the power supply to the
right.

the next step the current was ramped up to values of 80A to 100A within a few
seconds. Once a high enough temperature was reached the aluminium melted and
the silver was pushed down. The weight of the plunger was almost sufficient to
fuse the silver and the aluminium together. Too much pressure gave bad results
because the liquid aluminium squirted away. The heat arises mainly in the graphite
electrode and flows down to the aluminium. Therefore, the first two or three
attempts usually resulted in useless switches because the top electrode needs to
be pre-warmed. The switches were then produced in a regular rhythm to keep the
set-up in a hot quasi-static state. Attention has to be paid after the process, the
workpiece is hot and can easily injure people.

Quick Testing Method

In a traditional demagnetisation stage one can test a switch elaborately because
only one switch is needed. A stage as described in section 4.3 has to be equipped
with several switches - 14 in the case of the prototype. A rather quick and simple
method is required. We performed three tests to tell if a heat switch is ’good’
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or ’bad’. We measured the electrical resistance, inspected the switch under opti-
cal microscopes and we had some switches analysed with energy dispersive x-ray
spectroscopy (EDX) in the Basel microscopy centre ZMB [126].

In order to determine the resistance we sourced a current of a few 100mA
to ∼ 1 A with a Keithley 2400 SourceMeter and measured the voltage with a
Keithley 2182A Nanovoltmeter. We took several data points to correct for offsets
and thermal voltages. The electrical resistances were in the range of a few hundred
nΩ for good joints and a few µΩ for bad joints.

Another simple test is an inspection under the optical microscope. A good fuse
joint exhibited clear, straight interfaces between the two materials. Since, the
focus depths of the optical microscopes were insufficient for good photographs I
cannot show any pictures. However, the straight interface can be seen in the SEM
image figure 6.7a). Bad joint showed signs of alloying as indicated by the arrows
in figure 6.7b). Under an optical microscope, one could discriminate on the basis
of different shades of grey and the texture of the surface. Some joints show gaps
between the silver wire and the aluminium as shown in figure 6.7 d) - another sign
of a bad joint.

Finally, we had three of our switches and one from Lancaster [127] analysed with
EDX. They were mounted on the stage of a scanning-electron microscope with
black conductive tape. Figures 6.7 a) and b) show the two joints of one switch.
The image was taken using back-scattered electron (BSE) contrast which offers a
good material contrast. The black region on top of the silver wire is due to some
accidentally deposited conductive tape. Otherwise figure 6.7 a) shows an excellent
joint. The other joint shows signs of alloy formation indicated by small arrows. In
figure 6.7 c) you can see an BSE image of the heat switch from Lancaster. The
three spots labelled A,B and C mark the areas where the spectra shown in 6.7 e)
were recorded. These spectra are examples for the x-ray spectra of the switches.
The electron beam had an energy of 20 keV, the spectra where cut at 4 keV because
we saw no peaks at higher energies. The elements displayed are proposals given
by the automatic element detection of the EDX microscope. Obviously silver and
aluminium are present in every case. The system detected also oxygen and silicon
in all three spectra. Carbon and manganese were proposed in case C. Carbon
and oxygen could originate from the conductive tape. If silicon and manganese
were truly present can be doubted. It needs to be said that these measurements
gave a rough estimate of the elementary constitutions of the switches only. The
spectra in the three spots confirmed what we expected. One peak only around
1.5 keV indicating pure aluminium in spot A and one twin peak around 3 keV in
spot B indicating pure silver. In spot C both peaks are pronounced which shows
that both elements, hence an alloy, were present. Figure 6.7 d) shows a ’bad’
heat switch. The arrow points at a gap inside which it is possible to see how the
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Figure 6.7.: a)-d) Scanning electron microscope images of some heat switches
a)-c) show a back-scattered electron (BSE) contrast, d) shows sec-
ondary electron (SE) contrast. e) Example of an EDX spectrum.
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liquid aluminium dissolved the silver. Table 6.2 summarises the results of the EDX
analysis. We could correlate the EDX results to observations made with optical
microscopes and electrical resistance measurements.

Switch Figure Contrast Remarks
B0 6.7 d) SE strong alloy formation, up to 15% O2, 76%

Al, 8% Ag in some parts
B5 similar as B6
B6 6.7 a) BSE good joint

6.7 b) BSE strong alloy formation
Lancaster 6.7 c) BSE some alloy formation

Table 6.2.: Summary of the EDX analysis. We had three of our switches and
one from Lancaster analysed. The elementary composition of B0
was determined by the EDX automatically. The numbers are only
rough estimates since for example topography effects of the switches
were neglected.

As a summary I can say that the examinations confirmed the expectations I had
in advance. A low-resistance fuse joint does not show any or only little signs of alloy
formation which can be seen in an EDX analysis as well as under a microscope.
Thus, it was sufficient to inspect the switches under an optical microscope for a
production of a larger number of switches.

Thermal Conduction

We measured thermal conductance of two switches, labelled #4 and #7. The silver
wire on one end was partially rolled flat to provide a flat surface. A 100 Ω metal
film resistor was tied to the outermost end. Between that resistor and the switch,
still on the flat section, chip thermometers with a manufacturer’s calibration were
mounted. It was electrically insulated from the silver with cigarette paper soaked
in GE varnish [128] and additionally tied down. The other wire was spot welded
to a copper rake. This rake was screwed down to the coldfinger of our dilution
refrigerator. Figure 6.8 b) shows a schematic of the set-up. In figure 6.8 a) one
can see a photograph of the rake after the resistors and chips had been removed,
they were needed for other measurements. All leads that contacted the chips as
well as the resistors were phosphor-bronze wires of diameter 125µm. It was made
sure that they are not in thermal contact to any cold part below the cold plate.
We then flew a current I through the resistor. The generated heat I2R in the
resistance R can flow two ways. It can be drained through the heat switch or flow
through the phosphor-bronze wires. However, we measured the temperature of the



114 Chapter 6. Construction of the Novel Refrigerator

 chip thermomneters 

heaters 

copper rake 

switches 

round 

flat 
silver wire 

#4 #7 Lancaster 

a) b) 

Figure 6.8.: a) Photograph of the switches #4, #7 and a switch from Lan-
caster [127]. We welded the silver wires to a copper rake which was
bolted on the coldfinger of the DR. The wires on one side of the
Lancaster switch were too short to make (weld) good contacts on
both sides. b) Schematic of the set-up. The silver wire was par-
tially rolled flat which facilitated to mount the chip resistors. We
used phosphor-bonze wires (length ∼ 25 cm, diameter 125µm) to
connect the resistors and the heaters.

mixing chamber and the hot side of the switch using a calibration given by the
supplier [102]. In order to obtain a temperature dependence, the mixing chamber
was heated with a separate heater. For each data point we assumed that the heat
flows through the heat switch only, i.e. we neglect the flow through the phosphor-
bronze wires. This assumption will be justified a posteriori further below. We
divided the power by the calculated temperature difference between hot and cold
side of the switch. This way we obtain thermal conductances which are an average
in the range between the two temperatures.
Figure 6.9 plots these thermal conductances as a function of the mean between

the two temperatures for the normal conducting and the superconducting state.
The points of switch #4 in the normal conducting state (open blue diamonds)
curve slightly down what we allocate to the switches being partially supercon-
ducting. The points of switch #7 (open green diamonds) show a behaviour that
goes linear with temperature, as expected for electrons. The solid green line is
a fit based on that assumption. The solid triangles are the conductances in the
superconducting states. The measurements follows roughly some behaviour that
expresses the decrease of thermal conductance due the superconducting gap above
100mK. Phonons in aluminium are known to show a thermal conductance that
deviates from the cubic law due to dislocations [129]. Instead, this anomalous con-
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Figure 6.9.: Thermal conductance k of heat switches #4 and #7 in the normal
conducting state (open diamonds) and in the superconducting state
(solid triangle) as function of average temperature. The large error
bar in the data of #4 at 180mK is because the temperature gradi-
ent is comparable to the estimated uncertainty of the temperature
measurements. For the next data point (T ∼ 250 mK) we increased
the power and hence the temperature gradient. The solid lines are
fits according to ke ∼ T in the normal conducting state, kanom ∼ T 2

for phonons in the superconducting state and ksc ∼ T exp(−Tc/T )
for the quasi-particles in the superconducting state. Furthermore,
the thermal conductance for a phosphor-bronze wire of length 25 cm
is plotted as calculated based on the Wiedemann-Franz law.

ductance depends quadratically on temperature. Hence, one can fit a quadratic
curve, kanom ∼ T 2 (solid blue line) which is in decent agreement with the data
between ∼ 66 mK and ∼ 110 mK.
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The following equations summarise the theoretical lines displayed in figure 6.9
quantitatively.

ke = 2.4 · 10−3

[
W
K2

]
T (6.4)

ksc = 7 · 10−2

[
W
K2

]
T e−

1.2[K]
T (6.5)

kanom = 1.7 · 10−6

[
W
K3

]
T 2 (6.6)

Furthermore, figure 6.9 shows the thermal conductance of a phosphor-bronze
wire of length 25 cm and diameter 125µm as calculated from the Wiedemann-
Franz law based on the resistivity of the wire which is 11.5µΩ cm [130] and
assuming a RRR. 2 [131]. Taking into account that the solder joints were super-
conducting in that temperature range [54] which inhibited heat flow even more the
thermal conductance of the wire was at least about a factor of 10 smaller than the
thermal conductance of the switch. This justifies our initial assumption of the heat
flowing exclusively through the switch a posteriori. The phosphor-bronze wire was
thermally anchored on the cold plate on which we didn’t have a thermometer at
that time. However, it must have been hotter than the mixing chamber, hence
the heat flow from the hot side of the switch through the wire to the cold plate is
negligible. On the other hand, the heat flow from the cold plate to the hot side of
the switch can be assumed to be neglibile, too. The mixing chamber was around
∼ 50 mK and the hot side of the switch read ∼ 100 mK. In order to get a compara-
ble heat flow in the phosphor-bronze wire, the temperature gradient across it has
to be ∼ 500 mK, hence the coldplate needs to be at ∼ 550 mK which is unrealistic.
Figure 6.10 compares the measured conductances with calculations done for

some parts of the measurement set-up. The dark grey line is an estimate based
on the known aspect ratio of the aluminium. The light grey line assumes a silver
wire with length 3 cm and diameter 1.27mm. The RRR values assumed were 400
for the silver and 100 for the aluminium, respectively, which is in good agreement
with RRRs that we measured. Although the best RRR that we achieved for
silver was ∼ 1800, the assmuption of RRR=400 is still justified because bending,
and in particular rolling flat the wire reduces it easily. From these estimates we
can conclude that the silver wire is the bottleneck of heat flow in the normal
conducting state. In the demagnetisation stage the silver wire will be even longer
which probably cancels the better RRR.
Finally, figure 6.11 compares our data with the data of Müller and co-workers

[121]. Note, that this graph plots conductivity. We can convert the conductances in
the superconducting states into a conductivity because in that case the aluminium
is the largest thermal resistance and we know its dimensions. However, in the
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Figure 6.10.: Thermal conductances as function of temperature. This graph
compares the measurements (figure 6.9) with calculations for the
aluminium switch (RRR=100) and a silver wire (RRR=400) of
length 3 cm and diameter 1.27mm. The calculated conductance
of the silver wire is smaller than the conductance of the aluminium
switch but comparable to the fit. From this we can deduce that
the silver wire is the bottleneck.

normal conducting state it is not clear which dimensions to choose. Hence, I
omitted that data and displayed the calculations of the aluminium in the normal
conducting state instead. In the superconducting state, our thermal conductances
are one to two orders of magnitudes smaller than the data by Müller and co-
workers. This is most likely due the different RRR. They state their RRR to be
1400 whereas ours is about 100.

Switching Ratio and Residual Heat Leak

From the equations given above, (6.4) and (6.6), we can estimate the switching
ratio K. Dividing the two equations gives

K ∼ 1400 K

T
(6.7)
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Figure 6.11.: Comparison of our data with [121]. The graph plots thermal con-
ductivity as a function of temperature. The conductivity was cal-
culated from the conductance measurement based on the dimen-
sions given in figure 6.5. The solid line is converted from figure
6.10.

Strictly speaking (6.4) is for switch #7 and (6.6) for switch #4. The thermal con-
ductances in the normal conducting states agrees above ∼ 200 mK. The deviation
below can be attributed to switch #4 being partially superconducting. So we can
assume that (6.4) is a decent description of #4 in the normal state.
Since the mixing chamber provides a temperature of ∼ 10 mK, the switching

ratio at that temperature gives a lower limit for K during a demagnetisation cycle.
This gives K = 105 for our switches. Müller and co-workers achieved K ≈ 106

at ∼ 10 mK [121] whereas Ho and Hallock achieved K ≈ 6 · 105. Taking into
account that the thermal conductance is limited by the silver wire in the normal
state, and based on the estimates for the aluminium in figure 6.10 we can assume
the switching ratio that we achieved (equation (6.7)) to be at least a factor of ten
larger. Thus, our switching ratio at 10mK is comparable to the data of Müller and
co-workers. Note, that their theory is based on the assumption that phonons in
aluminium conduct heat according to k ∼ T 3 which can easily introduce a factor
of ten at 10mK 1.
From (6.6) the conductance in the superconducting state can be estimated as

k 5 2 · 10−10 W/K below 10mK. If we assume the demagnetised copper to be at

1I estimated this from a ’pencil-and-ruler-analysis’ of one of their graphs.
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zero temperature we calculate an upper limit for the heat that leaks through the
closed switch. Thus, the heat leaking through a closed switch is

Q̇ < k · TMC = 2 pW (6.8)

which fulfils the requirement stated in section 6.1. This heat flow is clearly below
1 nW.

Indium Switch

For some time we were considering to use indium as switching material. One
particular design that we tried is shown in figure 6.12. The idea is based on the
alternating sequence of foils used by Bunkov [119] who used a stack of copper and
aluminium foils. Figure 6.12 b) is a schematic explaining the switch itself. In our
approach the lowermost part is a copper block. On that we put cigarette paper as
electrical insulation. Then the first copper foil is added. It goes to the right where
it is clamped to the coldfinger (see 6.12 a)). Afterwards, the first layer of indium
is laid down. We used an indium wire of 5N purity and 0.75mm diameter [118]
that we rolled up like a spiral. The next piece is again a copper foil but this time
it goes to the left. This copper foil was equipped with a heater and a ruthenium
oxide chip, i.e. this copper foil is the hot side of the switch. Subsequently, we put
a second indium layer and a third copper foil which is bolted to the coldfinger like
the first foil. Eventually, another layer of cigarette paper insulates the switch from
the top copper bar. Brass screws were used to bolt down the whole construction.
A brass and a molybdenum washer were used. Molybdenum has a smaller thermal
contraction than the other materials and the washer makes sure that the pressure
on the switch persisted at low temperatures.
We then measured the thermal conductance across the switch. Like in the

measurements above we assumed that the heat flows exclusively from the heater
through switch to the mixing chamber. With these assumptions we get the ther-
mal conductance shown in figure 6.13. It was determined in the same way as the
data above for the aluminium-silver switch. The open green diamonds are the data
with an applied magnetic field of nominally 44mT. That’s well above the critical
field of indium which is about 28mT. The solid green triangles is data taken at
zero field, hence with the indium being superconducting. The two solid green lines
are fits for conduction proportional to temperature, k ∼ T . The dashed green line
is again a theoretical curve for the exponential decay of thermal conduction of a
superconductor. It is drawn such that it matches the data around 315mK. From
the facts that the conductance looks electronic and the theoretical curve for the
transition region does not match either, we conclude that the indium was not fully
superconducting in both measurements. The slight curvature of the ’superconduct-
ing’ trace above 100mK suggests that the indium was partially superconducting.
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a) 

b) 

copper block 

brass screw 

cigarette paper 

copper foils 

rolled-up indium 

axial view axial cut 

heater 

RuO2 chip 

molybdenum washer 

copper block 

coldfinger 

brass screw 

copper bar 

heater 
RuO2 chip 

Figure 6.12.: a) Photograph of the indium switch. It was bolted on a cop-
per block which in turn was screwed down to the coldfinger. b)
Schematic that explains the switch. An interchanging sequence of
copper and indium was stacked and bolted between two copper
plates.

This mixed state could have been due to trapped magnetic flux. However, from
this graph we can read a switching ratio of 10 at most.

There are two more comments that should be made about this approach. For
the switch we intended to use more than three copper foils which would have been
even more cumbersome as this attempt. Furthermore, the whole demagnetisation
stage required 14 switches, and since one switch of this type is comparatively large,
it would have been difficult to fit 14 on the demagnetisation stage.
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Figure 6.13.: Thermal conduction of the indium heat switch in the supercon-
ducting (solid triangles) and the normal conducting state (open
diamonds) as a function of temperature. For comparison, the
graph shows also the conductances of the aluminium-silver joints.
The two solid green lines are theoretical curves based on electronic
thermal conduction, ke ∼ T . The dashed green curve is again
for the superconducting quasi-particles, ksc ∼ T exp(−Tc/T ),
Tc = 3.4 K. It is drawn such that it matches the data point at
315mK.

Conclusions

With everything said above, I can conclude that the fusing process is a reliable
method to produce heat switches. The measurements of the thermal conduction
show that the switching ratio and the isolation in the closed state are sufficient for
demagnetisation. We also saw that the bottleneck for precooling is the silver wire.
Furthermore, the switches are rigid and stable and each of them is small enough
to fit 14 of them on the demagnetisation stage.

6.4. Sample Holder

An essential part of a cryostat designed for investigating nanostructures is the
sample holder. Usually a commercially available socket holds a chip carrier into
which the sample is glued. The sockets that we use on other systems in our
laboratory are made of plastic and contact is achieved through gold-plated Cu-Be
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pins that are simply pressed against their mating pieces on the chip carrier. The
thermal contact achieved this way is bad for two reasons. First, the press contact
does not provide good thermal contact and second, the leads are soldered to the
pins and most solders turns superconducting already at temperatures of several
Kelvin [54]. In order to minimise the thermal resistance between the copper plates
and the the nanostructure we therefore decided to built our own sample holder
based on a discussion with Richard Haley [132].

sample holder supportlead brick

rubber glove

RuO
2
 chip

capacitor

wire bundle

protection stub

Figure 6.14.: The final sample holder and the set-up for bonding. The inset
shows the actual sample holder equipped with four RuO2 chips
for thermometry. Two of the chips were capacitively connected to
ground for additional filtering. The heavy sample holder support
held the sample holder during wire bonding while the lead brick
secured the stage. The rubber glove was intended to protect the
mixing chamber from getting dusty.

We had a mould made into which the silver wires were placed [133]. Afterwards
Stycast 2850 was poured into the mould. Once the epoxy was cured the piece was
machined into its final shape, the result is shown in the inset of figure 6.14. The
flat sides were cut such that the holder fits into the groove of the AralditeTM beam.
The 4×4 contact pads were made by polishing the ends of of the silver wires. The
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central pad was the ’ground plane’. It was machined out of solid piece of silver.
Furthermore, we left protection stubs in the four corners of the sample holder
which acted as spacers to prevent the sample from touching the AralditeTM . The
visible chips are RuO2 chips and capacitors used in one of the early cooldowns.
They were connected with a thin (125µm) copper wire and silver epoxy.
During the work with this sample holder we realised some drawbacks. We had

to built a sample holder support to which the sample holder could be clamped
during wire bonding. But it was useful in general to keep the sample holder in the
support also when we changed RuO2 chips.
In the course of wire bonding, the sample carrier has to be rotated with respect

to the wire bonder. Due to the mass distribution and the geometry, large torques
acted on the stage and hence the sample holder. Therefore the sample holder
support had to be heavy enough to compensate for these torques. Additionally,
the stage itself was put into the groove of a lead brick for stabilisation. Two more
problems showed up during bonding. First, the washers that clamped down the
sample holder were an obstacle for the bonding needle which made the process
cumbersome. Second, one side was completely inaccessible because there was not
enough space to rotate the whole stage arbitrarily.
Finally, every time we modified something on the sample holder we had to bend

it out of the groove. This bending decreased the RRR of the silver wire and
hence its thermal conduction. This undermined the whole efforts to achieve good
thermal contact. Instead of having the bottle neck in the press contact and the
solder contact of the pins, it was now most likely in the wire. Besides that, the
motion can cause the wires to touch each other and hence short them.
A nanostructure is very susceptible to static charges. Thus, all the contacts

must always have a defined voltage, if not in use they are grounded. In order to
achieve that during wire bonding, we wove a de-soldering braid between the wires
in the bundle (see figure 6.14) to connect all the wires together and grounded
the braid in a spot with a defined potential. This process is tricky because one
easily overlooks a wire. The first quantum dot we mounted was destroyed. Most
likely that happened when we walked from the wire bonder back to the laboratory.
During that short time the potentials of the wires were undefined. After bonding
the second quantum dot we had the wires always connected to the house ground
through extension cords. However, this dot was destroyed as well. In summary,
the wire bonding is very cumbersome using this sample holder.
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6.5. Structural Support

The parts described so far need also some mechanical support. It had to provide
structural stability on the one hand but on the other hand, it had to be designed
such that the copper plates and the silver wires are electrically insulated from one
another and from ground. Furthermore, we had to plan it such that the residual
heat leak on the plates is as low as possible. Eventually, the structural support
can be divided into two parts.

MC Temperature Stage

On the one hand the part below the mixing chamber was a mechanical support, but
on the other hand, we used that part as thermal or structural anchor point. The
central image of figure 6.16 shows this stage. A fork-like copper piece was bolted
to the coldfinger of the mixing chamber. In order to ensure good contact, we used
molybdenum washers to compensate for different thermal contraction coefficients.
Another copper piece was attached below it and a silver crossbar was screwed to
it. The MCX towers were then anchored on the crossbar. Furthermore, a CMN
thermometer was bolted on the crossbar. The static coil of a PtNMR thermometer
was anchored here, too.

Araldite Beam

Below the MC temperature stage we had to find a structure that served the follow-
ing purposes. We needed a structural support for the stage, that means something
that carries the weight of the copper. Furthermore, it had to have the right length,
such that the copper plates were centred in the solenoid field. The material should
be isolating, both thermally and electrically. The first because the copper plates
needed to be thermally isolated for the demagnetisation process, the latter to min-
imise the probability for shorts. This rules out all metals and superconductors.
We decided to test AralditeTM [134]. We found that it can be easily machined and
it can withstand slow cooldowns, i.e. a sudden dip in liquid nitrogen caused our
test pieces to crack. Figure 6.15 shows a schematic of the design which is to scale
and was generated from CAD drawings. At the top (to the left in figure 6.15) we
added a cylindrical trough to glue the whole beam to a copper piece which was
part of the MC temperature stage. The cross section is chosen as an I-beam for
structural stability. The two troughs of that I-beam were also planned to house
the silver wires and the sample carrier. In the central wall we had a pattern of
threaded holes made for general purposes and to attach the sample carrier. At
the bottom (to the right in figure 6.15) the beam ended in a cylinder with a slit
which was supposed to hold the sacrificial plate (see section 6.1). For the beam
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slot for sacrificial plate

hole pattern

thread for spacer screw

Figure 6.15.: Technical drawing of the Araldite beam.

itself we poured the AralditeTM into a brass mould, cured it and took it back out
of the mould. Afterwards the AralditeTM block was annealed and then machined
into shape. Eventually, we painted the piece with Stycast 1266 Epoxy to minimise
the probability of cracking. Details and parameters of production can be found in
appendix B.

6.6. Assembly of the Stage

After all parts had been made and tested, we had to assemble the whole stage. In
two parallel steps we built the copper bundle including the silver which had been
welded to the plates before and we welded the switches to the MC plug. Then the
copper piece was glue into the upper end of the AralditeTM beam. In the next step
the second fork-like copper piece was screwed down to the other copper piece and
then the MC plug was bolted to the rest of the stage. Finally, the wire between
the heat switches and the plates were welded. On the sample side of the plates,
the sample holder wires were also welded to the plates’ wires. In later steps we
welded the Pt NMR thermometer and a silver base plate to one wire. The latter
served to anchor a CMN thermometer.
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Figure 6.16.: The demagnetisation stage. The centre shows a simplified
schematic. On the sides front and back view are shown, respec-
tively. (An enlarged, un-fold version of this picture can be found
in the back of the printed version.)



CHAPTER 7

Performance of the Refrigerator

Having discussed the single constituents of the refrigerator I will now discuss the
performance of the whole stage as a unit.

7.1. Thermometry

A basic quantity needed to determine the performance of the refrigerator is temper-
ature. We tried three methods to acquire this information: resistance thermometry
with RuO2 chips and susceptibility measurements with both, paramagnetic salts
and platinum nuclei.

7.1.1. Ruthenium Oxide Thermometers

Despite the known fact that RuO2 chips become temperature insensitive at tem-
peratures of the order ∼ 10 mK [49], they were very easy to handle and turned
out to be the most helpful thermometers in the course of our work. Eventually, all
plates could be monitored (except for one) and we could determine the achieved
temperature indirectly as described in section 7.5. Figure 7.1 shows how the chips
were arranged and which chips measured which plate. The chips prepared for the
first demagnetisation cycle (details of which are described further down in section
7.2) are shown in figure 7.1 a). We evaporated gold onto the contact pads and
wire bonded it to the silver pads on the sample holder with a gold wire of 32µm

127
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diameter. As the first demagnetisation cycle did not show satisfying results, we
found [135] that the contact pads contain superconducting material that we made,
at least partially, responsible for not achieving the expected low temperatures.
Afterwards, the contact pads were removed with sand paper and we used silver
epoxy E4110 [136] to establish contact to the silver pads [135]. If the distance
between the silver pad and the contact pad was long we bridged it with a short
section of copper wire. Besides that, the contacts of chips A and B were capac-
itively coupled to ground (plate G) for additional filtering (figure 7.1 b)). Chips
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Figure 7.1.: a) Chip thermometers during the very first and the b) second de-
magnetisation cycle. c) Labelling of the chips and their contacts
on the sample holder. d) Cross-sectional arrangement of the plates.
The letters indicate the connected chips.

A-E are mounted on the sample holder this way and connected to 10 of the 13
plates with each chip using a pair of plates as its leads. The resistance reading in
these cases reflects an ’average’ temperature of each pair. Two more chips, F and
S, were directly mounted onto individual plates (S on the sacrificial plate), with
the second contact of each electrically connected to, but thermally isolated from,
the outside world by a bare NbTi superconducting wire. The final plate (G) was
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left unmonitored, serving as electrical ground for the chip capacitors across A and
B.
We calibrated the RuO2 thermometers between 12mK and 120mK. Figure 7.2

shows the resistance of the seven RuO2 chips at B = 0 as a function of mixing
chamber temperature TMC with the aluminium switches closed. TMC was mea-
sured by a CMN thermometer bolted to the crossbar. Before measuring each data
point, an appropriate amount of time for thermalisation was allowed. There is
no apparent saturation down to TMC = 12 mK for thermometers A-F, which all
exhibit qualitatively the same temperature dependence. Moreover, on two sepa-
rate cooldowns a second CMN was mounted directly onto one of the plates (first
A, then F), verifying that Te measured by the RuO2 chips is indeed equal to
TMC. We therefore use the data in figure 7.2 as electron temperature calibrations
for plates A-F. The sacrificial plate thermometer S displays some saturation for
TMC . 30 mK, presumably due to a heat leak. Besides, we considered self-heating
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Figure 7.2.: This graph shows the resistances of the RuO2 chips as a function
of mixing chamber temperature. Chips A-F show qualitatively the
same behaviour. Chip S deviates below 30mK.

of the chips. We could not see any temperature increase for currents up to ∼ 5 nA.
However, we biased the chips at 1nA at the base temperature of the DR and above.
During the demagnetisation cycles we sourced ∼ 1/4 nA as a precaution.
Since we have a trustworthy calibration of the chips only above the base tem-

perature of the DR, I present data in that temperature range as converted from
the calibration whereas I give resistance for temperatures below.
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7.1.2. Paramagnetic Salt

We also employed a CMN thermometer to measure the temperature of the plates.
First we measured the temperature on plate A, later we attached it to plate F. In
both cases we could confirm that the temperature read with the RuO2 chips equals
that read with the CMN thermometer. However, with the CMN thermometer
mounted on the system, no matter if on A or on F, we could always observe heat
leaks ranging from several nW to several tens of nWs, as read from the power
curves (see section 7.4). With this heat leak, it was impossible to achieve low
temperature upon demagnetising. But once the CMN thermometer was removed,
the heat leak was absent. The reason why the CMN thermometer introduced such
an amount of heat is unclear.

7.1.3. Platinum NMR Thermometry

In order to measure the temperature of the electrons in the copper plate we wanted
to employ a platinum NMR thermometer (PtNMR) obtained from Leiden Cryo-
genics [102]. We used the all-integrated electronic device ’PLM-5 Platinum Ther-
mometer’ from Picowatt [105]. The sensor is described in figure 7.3. In a) the
dimensions are given. b) shows the sensor as it was mounted on the stage. The
static coil was wound from a superconducting wire. A superconducting scroll
shield was added between the former and the coil to improve homogeneity [137].
A Nb shield was also put around the coil to prevent the coil to interfere with other
magnets. c) shows the low temperature stage.
The pick-up coil is made to fit around the bundle of Pt wires. Its wires are

glued onto the silver base piece to enhance thermalisation. The signal was read by
plugging some leads into the miniature connector. The cold stage was attached to
the static coil through three Vespel rods of a length of about 2 cm. Vespel was used
to ensure as little thermal contact as possible. With this thermometer we tried
to determine the electron temperature of plate F. In the course of time, we also
attached a LCMN thermometer and a RuO2 chip. The latter was glued directly
onto the wire with one end, whereas on the other end we soldered a section of
superconducting wire to ensure electrical but to suppress thermal contact.
We essentially didn’t find useful signals until we wound our own coil. It took us

a few attempts to be successful but eventually we had a recipe. We had a Teflon
former made around which the coil was wound. The diameter was chosen to match
that of the Pt bundle, ∼ 3.4 mm. We sprayed some TeflonTM lubricant onto the
TeflonTM rod prior to winding. We then wound the coils with copper wire of 30µm
diameter and 4N purity purchased from Elektrisola [138]. During the process we
put Stycast 1266 between the windings to keep them together. Afterwards the
epoxy was cured at moderate temperatures (∼40 °C). To take the coil off the rod
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Figure 7.3.: The PtNMR temperature sensor. a) A technical drawing including
the dimensions in mm. b) The sensor as mounted on the stage. c)
The silver base piece. The pick-up coil surrounds the Pt wires .

it was dipped in liquid nitrogen which causes the TeflonTM to shrink more than
the coil. We then had a coil with ∼1215 turns and a Q-factor of 28 at 77K. The
resistances were 350 Ω at room temperature and 46 Ω at 77K. Figure 7.4 b) shows
a coil on a rod.

The new coil enabled us to finally find a signal. We could always go through
the standard process with the PLM-5: First, the frequency is swept to find the
resonance of the coil at zero static field. From this, resonance frequency and
Q-factor can be determined. Subsequently, a bandpass filter is adjusted. Then,
the magnetic field is ramped up until a clear NMR resonance shows up. But
we never achieved a consistent temperature measurement below mixing chamber
temperature. However we could manage to calibrate the thermometer against a
CMN thermometer between 15mK and 20mK as shown in figure 7.5. Besides the
new coil, we tried to improve the thermometer with different shield configurations.
We tried to cool down without Nb shield and with two home-built shields that were
longer than the default shield. We built them from Nb foil [118] which we rolled up
and spot welded to form a cylinder. The shields are shown in figure 7.4 a). From
left to right in order as they were made. First, the default shield, in the centre one
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a) b)

Figure 7.4.: Improvements that we tried. a) Extended niobium shields. b) A
home-built coil wound on a Teflon former.
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Figure 7.5.: Magnetisation of the Pt wires as read from the PLM-5 as a function
of inverse mixing chamber temperature. We could fit a Curie law
(3.69) between 15mK and 20mK.

that is extended down. For the third one, which was additionally extended upward
we had to use another anchoring block for the static coil (see figure 7.3). Although
an influence of the solenoid field could be seen the shields did not improve the
situation. That influence could be seen in the magnetic field sweeps during the
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search for the resonance. Ideally, the resonance should be symmetric in the static
coil current. But it was not a priori. We think that is was most probably to the
solenoid field but it could also be trapped magnetic flux in the static coil. Anyhow,
warming up above the critical field of Nb and making sure that all fields are zero
upon cooling down again we could overcome that problem and the resonance was
symmetric in the current.
However, figure 7.6 show a photograph of the PLM-5 display with a free-induction

decay (FID) of the platinum. The peak at the beginning of the FID is the ringdown
of the excitation pulse. It could be seen at all temperatures. The area highlighted
in white is the area that the PLM-5 used to determine the magnetisation M0 of
the Pt. On the one hand it is clearly non-exponential and on the other hand the
signal should be longer [105]. The reasons for that behaviour is unclear. It could

ringdown

Figure 7.6.: Photograph of the PLM-5 display showing a free-induction decay
of the platinum.

be inhomogeneities. Even small amounts of magnetic impurities such as iron can
introduce small local fields [66]. Furthermore, we cannot say with certainty that
the Pt bundle is in the centre of the static field.
Another reason that we couldn’t measure a PtNMR signal at low temperatures

might be that the thermometer itself introduced heat into the plate. When we had
the LCMN thermometer and the chip mounted at the same time we saw a heat
leak of several tens of nW onto the plate. It did not disappear after removing the
Pt sensor but it did so after removing the LCMN. Nevertheless, we cannot say with
certainty that the Pt sensor did not have some contributions. However, the Pt wires
are not insulated from one another which facilitates eddy currents. Furthermore,
it is possible that the rf pulse didn’t excite all nuclear spins because the skin
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effect screened the nuclear spins further inside the bundle, at least partially. That
situation could be improved by putting an insulation between the wires, e.g. SiO2

or GE varnish[66]. Besides eddy currents, the ohmic resistance of the coil could be
the source of heat which was observed elsewhere [139]. Taking a typical voltage of
a pulse, 20V, and the resistance of the leads (∼ 500 Ω) and the resistance of the
coil we get a power or 70mW for a continuous ac current. If we further consider
the length of a pulse (of the order 200 kHz) we get an average power of 5 to 10
10 nW for a pulse repetition time of 5 s. That is roughly in agreement with our
observations.

7.2. Typical Demagnetisation Cycles

Before the system can actually be demagnetised the magnetic field has to be
ramped up first. This causes the electrons in the plates to heat up for two rea-
sons. On the one hand, the large nuclear heat of magnetisation is released, on
the other hand, eddy currents induce heat. However, we typically ramped up the
field within about 20min. The plates then warmed up depending on the ramp
speed but within 1 h they cooled back to below 30mK. Figure 7.7 shows a typical
development of temperature after magnetising the copper. The lowest achievable
precooling temperatures depended also on the performance of the DR. Given a
well-balanced mixture we could achieve ∼ 12 mK within ∼ 2 d.
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Figure 7.7.: Electron temperature of the RuO2 chips as a function of time after
magnetising to 8T. After one hour the plates usually cooled to
below 30mK.
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Figure 7.8.: A demagnetisation from 8T to 80mT with a ramp rate of 1T/h.
The graph plots the chip resistance and the magnetisation of the
Pt nuclei which reflects the temperature of plate F as a function
of magnetic field. All thermometers show initial cooling in order
to warm up below a certain field, except E . At the final field the
resistances drift up again as a function of time.

From the demagnetisation cycles two basic issues became evident. First, the
process is ramp rate dependent and second, the plates are most likely (thermally)
coupled.
Figure 7.8 shows the Resistance of the chips as a function of magnetic field

during a demagnetisation done at a ramp rate of 1T/h. All chips, except B,
exhibit cooling when the demagnetisation is started at 8T. Chip B first warms up
by a small amount and exhibits cooling afterwards, too. This behaviour of chip B
is also visible in figure 7.9. In those demagnetisation cycles we stopped at 4T and
2T to readjust the current in the heat switch magnet. When the demagnetisation
was continued B first warmed up before it continued to cool. Besides this particular
behaviour of chip B, all chips eventually warmed up around 1T to temperatures
much higher than the precooling temperature. The highest temperature to which
the plates warmed up was higher for faster ramp rates. Chip B for instance warmed
up to 58mK, 65mK, and 75mK for ramp rates of 1T/h, 2T/h, and 4T/h.
In figure 7.8 the PtNMR thermometer is the first to show warming. The second

to follow is chip C. Afterwards, chips A, B, and D start to warm up also but more
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abruptly than C. Chip E does not warm up. One possible explanation is that the
plate connected to the PtNMR warms up first and at some point heat leaks into
the plates of chip C and eventually also into the plates monitored by chips A, B,
and D. Since, E doesn’t warm up it seems not to be coupled to the other plates.
However, comparable behaviour was also observed with the PtNMR thermometer
absent.
A coupling can also be inferred from the following observation. Figure 7.10

shows that the sacrificial plate lacks both, cooling and warming. Since, chip C
does not exhibit an overall trend of cooling in figure 7.9 it is possibly coupled to
the sacrificial plate. Moreover, chip C is connected to one plate which is next to
the sacrificial plate.
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Figure 7.9.: A later demagnetisation from 8T to 4T to 2T to 0.8T at rates of
1T/h, 0.5T/h, 0.5T/h. Chips A,B, D and E show an overall trend
of cooling. The magnetisation reading is qualitatively as in figure
7.8. Chip C warms up when the the field changes and saturates.
At 4T, 2T, and 0.8T, when the field is not ramping, it cools again.

Figure 7.10 shows the chip resistances during the demagnetisation that we did
before the heating curves shown in figure 7.14. It was done to a final field of
1T at rates of 1T/h, 0.5T/h, and 0.5T/h, respectively. Chips A, B, and D
exhibit cooling. Chip F warms up towards the end of the demagnetisation. This
apparently high heat load seems to be associated with vibrations as we could see a
dip in resistance of chip F also when the cryostat was tapped, more than for other
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Figure 7.10.: Resistance of the chips versus magnetic field during the demag-
netisation done before the heating curve shown in figure 7.14 a).
It was ramped from 8T to 4T to 2T to 1TT at rates of 1T/h,
0.5T/h, 0.5T/h. Chips A, B, and D exhibit cooling whereas chip
S lacks both, cooling and warming. Chip F warms up towards the
end of the demagnetisation.

chips. That’s most likely also the reason for the feature at ∼ 5 T, the resistance
dip at 4T, and the feature of F in the pre-cooling graph above 10mK (figure 7.7).
Chip S lacks both, cooling and warming which suggests that the sacrificial plate
is significantly coupled to a temperature bath.

7.3. Heat Switch Maps

During the demagnetisations we realised that the switches open/close at different
current values of the switch magnet. That can be seen in the heat switch maps
(figure 7.12) which plots the switching points as a function of heat switch current
and the solenoid field. With the help of figure 7.11 I explain how we determined
the switch points. The switch magnet was at zero current, hence the plates were
decoupled. Then we ramped the solenoid to a chosen setpoint which warmed up
the plates to temperatures between 100mK and 200mK due to eddy currents.
Subsequently, the switch magnet was ramped. When a switch opened the thermal
coupling suddenly improved and the temperature dropped faster. The results were
kinks in the graph. The value of the temperature doesn’t matter, we were only
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Figure 7.11.: Chip resistances as a function of switch current. The kinks in-
dicate the switch points. The solenoid fields are -2T and 8T,
respectively.

interested in the value of the switch current. Repeating this for various solenoid
fields, e.g. -2T and 8T as shown in figure 7.11, and both current directions of
the switch current yields the maps shown in figure 7.12. Figure 7.12 a) shows the
map before we re-arranged the switches. There is no obvious systematic pattern.
In order improve that situation we re-arranged the switches such that they have
approximately the same distance from the centre axis of the cryostat and approx-
imately the same height. Afterwards, we determined the switching points again.
The result is plotted in figure 7.12 b). It is a clear improvement over the situation
before. The points now exhibit a systematic pattern indicated by the solid lines.

Intuitively, one would expect the switches to fall on a straight line, as indicated
by the dashed traces. That is because the switch field, about 10mT, gets altered
by the stray field of the solenoid. It is unknown where these inhomogeneities
originate that cause this deviation. However, the map is roughly symmetric and
we decided first to operate the switches in the centre between the two switch points
which means that we adjusted the switch current during demagnetisation cycles.
Second, we decided to pay attention not to move the switches any more.
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Figure 7.12.: The heat switch maps before a) and after re-arranging the switches
b). The data represent the switching point of the aluminium
switches as function of solenoid field and switch magnet current.
The black solid lines in b) indicate a regular pattern. The dashed
lines indicate what one would expect if the fields simple added up
vectorially.
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7.4. Power Curves

Nuclear demagnetisation requires adiabaticity, i.e. zero heat leak. However, there
will be an inevitable heat leak which can be quantified as follows. The heaters
mounted on the outside plates B, D and F enabled us to apply defined amounts
of power Papp. We apply that while the plates are decoupled from the the mixing
chamber. The power is ultimately drained away by the mixing chamber where
we assume that the superconducting heat switch is the primary path. We then
recorded the equilibration temperature Te as a function of applied power and plot
Te vs Papp as shown in figure 7.13. The thermal conductance of the aluminium
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Figure 7.13.: Power curves for chips F, A and B taken 3, 6 and 18 days after
initial cooldown. The graph plots the temperature at which the
chips equilibrate for a given power in the heater.

heat switches is dominated at low temperature by phonon-dislocation scattering
processes, obeying the relation [129]

Papp = nA
(
T 3
e − T 3

MC

)
− P0 (7.1)

where Papp is the applied power, n = 0.57 mol of Cu, A is a prefactor, and P0 is the
intrinsic heat leak to the plate. The dashed lines in figure 7.13 are the fits to this
equation. They are in very good agreement with the experimental data, excepts
for Te > 70 mK where parallel channels of heat flow become accessible. On the
one hand, superconducting quasi-particles start to contribute which can be seen in
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figure 6.9. On the other hand, there is some heat flow through the TeflonTM spacers
between the plates at higher temperatures. However, this method enabled us to
quantify the heat leak P0 which improved over time as indicated by the decrease
in Te (which holds true for all chips) as Papp → 0 in the power curves obtained
3, 6, and 18 days after cooling down. We conclude that the typical intrinsic heat
leak to the demagnetisation stage at B = 0 is P0 . 1 nW/mol which is sufficiently
low but clearly above the state of the art value of . 5 pW/mol [56].
All the power curves were taken at zero field. At finite field the equilibration

times become extremely long due the large nuclear heat capacity. However, we
quantified a heat leak at B = 2 T which is ∼ 7 nW/mol. This could be due to
small vibrations of the plates in the non-uniform field that induced eddy currents.
Another possible cause could be the magnet power supply.
Furthermore, the power curves allow us to convert a saturated temperature into

an effective heat input, hence a leak. From such a chart one can easily read at
least the order of magnitude of a heat leak.

7.5. Heating Curves

In the absence of a direct measurement at lowest temperatures, we had to measure
the achieved temperatures indirectly. We extract Tf and Te & Tf of the plates
reached after demagnetising to Bf by recording the time t necessary for a Cu plate
to ’completely’ (1/Te → 0) warm up under a known, applied power, using (3.58)
and (3.60).
In figure 7.14 we plot time traces of 1/Te for chip D for Papp =25 nW, 50 nW, and

100 nW. The other thermometers give consistent results, except for F, which ap-
pears to heat up during demagnetisation. Due to poor internal thermalisation 1/Te
increases for the first several hours despite the influx of heat, only showing signifi-
cant signs of warming once the Cu is hotter than ∼ 10 mK. Since the temperature
gradient between the chip and nuclear refrigerator will vanish at 1/Tn = 1/Te = 0,
we fix this point (blue line figure 7.14 b)) of the theoretical 1/T curves (solid and
dashed lines) and extrapolate back to t = 0. As expected, larger Papp results in
faster warm up times.
With this, we find that the final obtained temperature after the demagnetisation

is Tf = 3.0 ± 0.3 mK for all three Papp, demonstrating the reliability of achieving
a particular minimum temperature for a set of demagnetisation parameters. The
uncertainty in Tf is dominated by the inhomogeneity of Bf. Note that in the
temperature range explored here, Tn ≈ Te before the power is turned on since
P0 � Papp.
Figure 7.14 b) shows a final test, a demagnetisation from 8T to 0.32T starting

at 13.3mK and cooling to 1.2 ± 0.1 mK which was extracted using the method
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Figure 7.14.: Heating curves for chip D. The electron temperature is measured
while a known amount of heat flows into the plate. The blue line
in b) extrapolates to ’infinite temperature’. From this point we
extrapolate back to t = 0 which gives the starting temperature. a)
shows the chip temperatures at a final field of 1T at 25 nW, 50 nW,
and 100 nW. b) shows it at 0.32T applying 10 nW. It also shows
a comparison of inverse temperature with the underlying chip re-
sistance on the vertical axes. Both quantities show qualitatively
the same behaviour.

described above. This demonstrates a reduction in temperature upon demagneti-
sation by a factor of 10. The other chips perform similar to D, thus substantiating
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the overall cooling scheme proposed here for reaching submillikelvin temperatures
on multiple measurement leads.

7.6. Heat Leaks

Ideally, Ti of the Cu nuclei will be reduced by the same factor x as the B-field. To
characterise the demagnetisation process we introduce the efficiency

ξ =
Bf/Tf

Bi/Ti

=
BfTi
BiTf

(7.2)

where Bi, Ti are initial field and temperature, and Bf, Tf are final field and temper-
ature, respectively. We started our demagnetisation cycles at 8T. The initial or
precooling temperature varies and depends on the precooling time allowed. The
efficiency can be divided into a total and a sequential efficiency. The first refers
to the initial field whereas the second analyses single demagnetisation steps. In
figure 7.15 the two efficiencies are plotted. The total efficiency always refers to the
parameters at 8T. The sequential efficiency expresses the quality of one sequence
which is from 8T to 4T from 4T to 2T, and so forth. Total and sequential effi-
ciency are equal for 4T by definition but the difference at 2T shows that the loss
from 8T to 4T must be larger than that from 4T to 2T. In fact at 4T we slow
down the ramp rate, and hence the eddy current heating is reduced.
We determined the influence of the ramp rate also in another way. The plates

were decoupled (switches superconducting) and the magnet was ramped from an
initial field Bi to a final field Bf. We recorded the temperatures Ti and Tf respec-
tively. The temperature rose and we assumed the only source to be eddy current
heating or other mechanisms related to a changing magnetic field. Since we knew
all parameters, we could calculate the heat capacities from integrating (3.36) and
(3.12). Hence, the heat balances for nuclei and electron are given by

∆Qn ∼
B2

i

Ti
− B2

f

Tf
(7.3)

∆Qe ∼ T 2
i − T 2

f (7.4)

where the proportionality factors contain natural constants and material parame-
ters. From the sum ∆Q = ∆Qn + ∆Qe and the time it took ∆t = tf − ti we can
deduce a heat leak

Q̇ =
∆Q

∆t
(7.5)

We obtained ∼ 2 nW at 0.9T/h and ∼ 10 nW at 2.7T/h. Note that we scanned
between 0 and 100mT to keep the influence of the nuclear heat capacity and the
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Figure 7.15.: Efficiency as a function of magnetic field. The efficiency is calcu-
lated with respect to the starting conditions at 8T. The sequential
efficiency is calculated from one step to the next. The two theory
traces,Q̇eddy and Q̇? are calculations from data point data point
of how much a given heat warms up the plate. Q̇eddy plots the
efficiency if we assume eddy currents, (3.75), only, where as Q̇?
which is shown in the inset, is quadratic in B and matches the
observations made at 0T and 2T.

heat of magnetisation small. However, we scanned both direction and the heat
leak was slightly larger for ramping the field down.
In another test we ramped the magnetic field, again around B = 0. We recorded

the temperature and compared the value at which the temperature saturated with
the power curve chart (figure 7.13). This way we determined magnitudes of ∼
35 nW/mol at 1T/h and ∼ 18 nW/mol at 0.5T/h, which are 20 and 40 times
greater than expected from simple eddy current calculations, (3.75).
Furthermore, we tried to find a model that can explain the efficiency. Therefore,

we calculated from data point to data point how much a given heat leak will warm
up T during the increment of time. We assumed a quadratic heat leak Q̇p that
matches the observations made at 0 and 2T where we measured 0.5 nW and 4 nW,
respectively. This heat leak is shown in the inset of figure 7.15. Integrating this
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gives the theoretical curve in figure 7.15. It matches the measured efficiencies much
better then the integrated heat that is explained by eddy currents, Q̇eddy.
Though we can quantify the heat leaks we cannot locate the source. One possible

reason could be vibrations. In order to reduce that we tried to fix the magnet with
respect to the IVC. We added TeflonTM pieces on the magnet. On the one hand
TeflonTM shrinks when cooled but on the other hand it is flexible and exerts a
pressure on the IVC. We added three finger pieces on the hight of the cancellation
coils and a slotted ring at the bottom of the magnet. However, we could not
observe any change.
Another source could be inhomogeneities. Any factor that changes the field

locally, goes directly into the ramp rate. The field factor is a function of position.
Starting from the centre of the solenoid it goes up towards the wall of the solenoid.
In order to explain the factor of ten larger eddy currents the field factor needs to
be more than a factor of three larger than the given value. Plugging reasonable
numbers for the solenoid into (C.1) and (C.2) shows that this seems unrealistic.
From the field profile of the magnet we know that the field on the centre axis

drops from 8T to about 7T at the edges of the plates. This would lead to a slower
ramp rate, though.
Inhomogeneities play an important role if one considers the impact of vibrations.

The field is quite inhomogeneous in particular in the region between the main
solenoid and the cancellation coils where the field drops comparatively fast from
full field to zero. Considering our set-up (see appendix D), it is more likely that
the plates are located more in the inhomogeneous region of the lower part of the
magnet. In summary, inhomogeneities in combination with vibrations can possibly
partially explain the heat leak.
However, our measurements clearly show that the heat leak is triggered by a

changing magnetic field which suggests that intrinsic vibrations alone cannot ex-
plain the observations. In conclusion the origin of the heat leak remains an open
question.
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CHAPTER 8

Quantum Dot Measurements

So far all measurements determined the performance of the nuclear refrigerators.
And we can say that we achieve millikelvin temperatures upon demagnetisation.
Once the nuclear refrigerators proved to perform satisfyingly we were able to cool
down a quantum dot - the first nanoelectronic device.

Samples

We cooled down two quantum dots, labelled #2.2 and #4.3, fabricated by Sarah
Heizmann [140] and Kristine Bedner on a waver grown in the group of A.C. Gos-
sard. In both cases, we glued the sample with silver paint (’G302 Leitsilber’) onto
the chip carrier. Standard gold wire bonds (∅ 32µm, RRR∼ 39) were used to
contact six top gates and two ohmic contacts. Thus, we had four gate voltages:
the nose VN, left VL and right wall VR, and the plunger gate VP. The layout of the
quantum dot is given in figure 8.1, the numbers are labels of the wiring path used
to measure #4.3.
The attempt to measure #2.2 failed. We could not find any gate configuration

to to form a quantum dot. An inspection of the nanostructure with an electron
microscope proved that the surface gates were completely disintegrated (figure 8.3).
In some step of the mounting and cooldown procedure the gates where overcharged
and hence destroyed.
However, the attempt to measure #4.3 was more successful. Although, it turned

out to be broken, too, we could form a quantum dot. Figure 8.2 shows an electron

147
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Figure 8.1.: Layout of the quantum dots. Both dots #2.2 and #4.3 were nomi-
nally the same, the distance between the walls is . 500 nm, the
fine sections of the surface gates is ∼ 30 nm. The three plunger
gates were, in either case, bonded to one contact, hence acting
as one plunger. The numbers indicate the wiring path of #4.3.
Contacts 6 and 8 are the ohmic contacts of source and drain,
respectively.

b)

1m

Figure 8.2.: Electron micrographs of quantum dot #4.3 which proves that the
dot was destroyed.
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b)

2m

10m

a)

Figure 8.3.: Electron micrographs of quantum dot #2.2 after the cooldown. a)
Large-scale image. The arrows point at disruptions that were
even visible under good optical microscopes. b) The close-up
clearly proves that the sample was destroyed.

micrograph of #4.3 after it had been warmed up. The left wall and two of three
plunger gates have disappeared. Despite the destruction, we were able to form a
dot and measure a so-called wall-wall scan as shown in figure 8.4. It displays the
current as a function of the voltages on the walls. Plunger gate and nose gate were
at constant voltages, VN = −1300 mV and VP = −380 mV where we measured at
a purely dc bias of VDC = 200µV.
In the lower third on the right-hand side, one can see current peak lines - a clear

sign of a single quantum dot. The plot also shows traces of a double quantum dot as
described in figure 2.7 b). The anti-crossing is clearly visible near VL ∼ −1300 mV
and VR ∼ −650 mV. In the upper right section the features are very broad but
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Figure 8.4.: Wall-wall scan at constant bias voltage of 200µV. In the lower third
on the right-hand side, the current peak lines suggest a quantum
dot. The features in the upper right corner faintly exhibit anti-
crossings. Around (VL ∼ −1300 mV, VR ∼ −650 mV) the anti-
crossing is more obvious.

they show also faint hints on a double dot. Since the sample was destroyed, we
could speculate that the remaining gates and some metal fragments formed an
electrostatic configuration which in turn formed a double quantum dot.
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Coulomb Diamond

However, we also recorded the current as a function of plunger gate voltage and
bias voltage for fixed wall voltages. The result was a Coulomb diamond displayed
in figure 8.5 for VL = −575 mV and VR = −743 mV. Despite the broken sample,
the diamonds are surprisingly clearly distinct. The diamonds in the upper half
are fairly symmetric with respect to VDC = 0. We can extract a lever arm of
α ∼ 11 and a charging energy of the order 2meV. In the lower half the diamonds
are asymmetric, likely because of the broken sample.
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Figure 8.5.: Coulomb diamonds measured on #4.3. It plots the current
through the dot as a function of bias voltage VDC and plunger
gate voltage VP for constant wall potentials, VL = −575 mV,
VR = −743 mV.
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Coulomb Blockade Steps

Having made sure that Coulomb blockade can be observed, we tried to measure
electron temperatures. We recorded many Coulomb steps during the experiment.
A choice is plotted in figure 8.6. In such a measurement, we recorded the current
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Figure 8.6.: Choice of Coulomb steps for various combinations of left and right
wall potentials (measured in mV) and positive and negative bias
voltage VDC = ±200µV. The graph plots dc current as a function
of plunger gate voltage. The traces were taken at base temperature
of the mixing chamber. ’source’ labels the flank that reflects the
source electrode, the other flank is the drain, correspondingly.

while sweeping the plunger gate voltage across a current peak in the lower right
corner of figure 8.4. Each current step was taken in another spot but on the same
peak line. The wall voltages were tuned such that we could measure a section
along that line. The graph shows that the current differs for positive and negative
bias of the same magnitude and for the same wall configuration. Furthermore, we
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tuned the left wall from 400mV to 600mV, whereas the right wall voltage spanned
only 18mV. This is an order of magnitude different which can also be attributed
to the broken sample.

Electron Temperatures

However, we extracted temperature from the Coulomb steps. We fitted Fermi-
Dirac (2.3) steps to their flanks. The lever arm was extracted from the width
of the current steps. Figure 8.7 shows the obtained electron temperatures as a
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Figure 8.7.: Results of different electron temperature measurements. The graph
plots electron temperature in the quantum dot as function of refer-
ence temperature. The inset shows the scatter of the lever arm.

function of reference temperatures. For traces #1, #2 and the ’oneshot’ traces we
refer to the mixing chamber temperature as measured with a CMN thermometer.
Traces #1, #2 were measured while controlling the temperature of the mixing
chamber whereas the ’oneshot’ trace was measured during a oneshot of the mixing
chamber, i.e. we interrupted the re-condensation of 3He . For temperatures below
the base temperature (trace ’demag’) we demagnetised. The reference temperature
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is obtained by dividing the precooling temperature prior to demagnetisation by
the field reduction factor. Trace #1 and the ’demag’ trace display the average
temperature of the two reservoirs. The other four traces show the temperature for
the left and the right reservoir separately.
For temperatures above ∼ 25 mK, trace #1 shows very good agreement between

the two temperatures. The dashed line is a guide for the eye. The green traces read
higher temperatures, but follows roughly a linear trend. The electron temperatures
upon demagnetisation saturate at ∼ 17 mK at lowest temperatures, indicated by
the dotted line. The saturation is confirmed by the lowest temperature point of
#1 and the oneshot data.
The inset in figure 8.7 shows the scatter of the lever-arm, one source of uncer-

tainties for the temperature reading.

Life-Time Broadening

In order for Coulomb blockade thermometry to work the tunnel rates ΓS,D have
to be smaller than temperature, hΓS,D � kBT . If hΓS,D ≈ kBT the current flanks
become life-time broadened (see section 2.1.4). The current through the dot can
be written [26]

I = 2 |e| ΓDΓD

2ΓS + ΓD
(8.1)

where e is the elementary charge and the factor 2 in the denominator is due to
spin degeneracy. However, if one tunnel barrier is more permeable than the other,
say ΓS � ΓD, the smaller tunnel rate limits the current and we get

I = 2 |e|ΓD (8.2)

This corresponds to a temperature according to

ΓD =
I

2 |e|
=
kB
h
T (8.3)

with h being Planck’s constant. The currents we measured is of the order 10 pA.
This gives ΓD = 31 MHz or T = 1.5 mK. On the other hand, the saturation tem-
perature, 17mK, can be converted to Γ = 360 MHz. According to the Breit-Wigner
form (2.27), the higher tunnel rate limits the temperature resolution. Looking at
the broken sample (figure 8.2) and considering that we need an ’asymmetry’ of
ΓS/ΓD ∼ 10 only, we can say that the temperatures read are upper bounds. Thus,
and considering the broken sample, the question of the lowest achieved electron
temperature remains unsolved.



CHAPTER 9

Summary, Conclusions and Outlook

9.1. Summary

We built a network of parallel nuclear refrigerators each part of the single leads of a
low-temperature measurement set-up for mesoscopic devices. As to my knowledge
we were the first in the world to accomplish this approach. We were able to achieve
temperatures of about 1mK in the copper plates. Furthermore, we developed
versatile tools to analyse and characterise the performance of such a network.
We also showed that it is actually possible to measure nanostructures with this
novel type of refrigerator. Despite the overall success we also encountered some
problems. Besides vibration and noise issues, the main limitation is a ramp rate
and field dependent heat leak which cannot be explained with simple eddy current
considerations.

9.2. 2nd Generation Stage

Guidelines and Set-up

After performing measurements with the prototype stage for about one year we
decided to built another stage, the second generation stage. With the experiences
made with the prototype we laid down some guidelines for the construction. I
will give a brief overview only, a detailed explanation is given in [133]. Figure 9.1
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shows a technical drawing and a photograph of the 2nd generation stage. In the
following I present some considerations and issues.

1. Materials.
Since we cannot exclude the AralditeTM to be the source of time-dependent
heat release on the sacrificial plate we decided to avoid plastics as much as
possible. That means that ceramics and metals remain as materials of choice.

2. Sample Holder.
A second major change is the way to mount the sample. We decided to
pursue the idea of a home-built plug-in chip carrier as it is usually used in
the field. On the one hand, the mounting process changes that it is no longer
necessary to carry the whole stage to a bonding facility which means that
it is easier to bond but also over-charging the gates on the sample is easier
to avoid. On the other hand, the mixing chamber can stay closed. The
latter point includes avoiding possible leaks in the cone seal as well as saving
pump-down time.

3. Nuclear Refrigerators.
The prototype comprised 12 demagnetisable leads each containing about
0.5mols of copper. Increasing the amount of copper per plate should increase
the cold time as well as the cooling power. The number of plates on the other
hand increases the versatility. Since we had more available space, we could
fulfil both wishes: 21 plates of about 1mol of copper each. Furthermore, we
picked a raw material with higher purity. The RRR is ∼450.
The basic idea of a stack of plates is kept. But instead of tying the bundle
against a sacrificial plate, we tied the plates together and employed two
nylon screws to bolt the whole bundle against a gold-plated silver plate. We
added TeflonTM discs between the copper plates to keep them apart from
each other. Ceramic disc proved to be too brittle.

4. More Rigidity.
The ’banana effect’ described in section 5.3.2 should be eliminated by mount-
ing a strong tripod construction anchored in the cold plate. Taking a tripod
structure along the whole stage should improve the stiffness of the whole
stage. Later we even put a tripod between the still and the 1K pot be-
cause we realised that we have moved the weakest point from right above
the mixing chamber to the section between still and 1K pot.

5. Heat Switches.
The first heat switch generation achieved on/off ratios of around 105. Chang-
ing the geometry of the switches should increase that value and decrease the
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heat switches

copper bundle

macor rods

silver rings

copper ring

stainless tubes
(L)CMNs

sample holder

silver ring

silver plate

coldplate

Figure 9.1.: The 2nd generation stage. Technical drawing on the left and a
photograph on the right. The fundamental concept is the same
as on the prototype. The copper plates are bolted against a silver
plate. A tripod structure, made of rings and stainless tubes provides
more rigidity. Copper and silver parts are gold plated. The bottom
parts, rods and sample holder, are made of MacorTM .
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residual heat leaking through the switch, respectively. The basic idea [120]
pursued in section 6.3 should be kept because it is simple, reliable and we
have the set-up and the knowledge. We saw that the performance of the
switch in the off state is dominated by the switches themselves, whereas the
conducting state is limited by the conductions of the silver wires. Hence,
we decided to make the switches ’longer’. The prototype switch had a cen-
tre line length of 12mm, the new one was designed to have 19mm, giving
theoretically a 36% higher thermal resistance.

6. Magnets.
The prototype was operated in a solenoid magnet of 8T. The switch mag-
net was home-built. For the 2nd generation stage we ordered a three-stage
magnet. It consists from top to bottom of the switch magnet, the demag-
netisation magnet and a sample magnet. In this order, they provide 0.5T,
9T, and 9T each solely at maximum field. First tests proved that they
actually achieve the specified fields. Hence, we have the opportunity to con-
trol the field exerted on the sample independently from the demagnetisation.
Furthermore, we saw that the mutual stray fields of the magnets are small.
Based on a heat switch map similar to that in figure 7.12, we can say that
the stray field of the demagnetisation magnet on the switches is ∼ 2 mT at
9T whereas on the prototype it was more like ∼ 7 mT at 8T, this compares
as ∼ 0.9‰ to ∼ 0.2‰ of the applied solenoid field. On the other hand,
the stray field was ∼ 70% of the critical field of Aluminium on the proto-
type, whereas now it is more like ∼ 20%. Besides, the heat switch map is
symmetric.

First Observations

First demagnetisations showed that the new stage achieves about half a millikelvin
which is an improvement over the prototype by a factor of 2. Despite this success,
the new stage, too, shows a ramp rate dependent heat leak similar to the one
observed before.



9.3. Outlook 159

9.3. Outlook

Although both, the prototype and the 2nd generation stage work and provide
low temperatures some questions remain. One of the unsatisfying issues that
we can not yet determine the electron temperature directly. On the one hand
measurements with LCMN thermometers are in progress but we also have in mind
the PtNMR thermometer. The LCMN thermometers are supposed to work into a
regime of several 100µK but the two on our stage saturate around 1mK so that
we can only use them indirectly in a heating curve. Furthermore it is possible that
they exhibit thermalisation problems. The wire in the Pt bundle are intended to
to be coated with SiO2, but GE varnish can be considered [66]. Alternatively, it
was also observed that the current, i.e. ohmic heating, in the coil during the pulses
can heat the Pt bundle as well [139]. Therefore, we are currently working on a
new coil and a new support of the coil. We are hoping that this will enable us to
use the PtNMR thermometer.
Another open point is the thermalisation of the sample. So far the heat is drained

through ohmic contact. The question how to make thermally well-conducting
ohmic contact needs to be addressed and appropriate recipes have to be developed.
In our labs we used a Au/Ge eutectic instead of evaporating the materials one after
another. First, measurements show a clear reduction of the ohmic resistance.
We have also ordered a pulsed-tube cryo cooler [141]. They have become more

and more popular in recent years. However, the influence of vibrations in such a
system was controversially debated at the Ultra-Low Temperature conference 2008
in Royal Holloway. However, since on such a system it is no longer necessary to
transfer helium, we can extend the precooling time and hopefully achieve lower
precooling temperatures without having to worry about the influence of vibrations
or other interferences during a helium transfer.
Another idea that can be pursued, is to immerse the sample in 3He [85, 86] such

as nanostructures are sometimes cooled inside the mixing chamber of a dilution
refrigerator [142, 143]. There are pros and cons for that approach. As a matter
of fact, the low temperatures achieved seem to indicate that it could give a small
boost towards the microkelvin regime. In their experiment [85, 86], simply spoken,
they transferred the ’cold’ from the nuclear demagnetisation stage into helium-3
and further into the sample. That means that they have to overcome a Kapitza
resistance twice. Nevertheless, they reached a new low temperature record. In
our approach, these two resistances do not exist. We almost exclusively cool
the 2DEG through the ohmic contacts. Consequently, it seems very obvious to
combine the two methods and speculate whether a ’homogenising liquid’ around
the nanostructure improves the cooling.
There’s two cons that seem two speak against the idea. One is the high price

of 3He [64]. However, comparing the price to the cost of a good vacuum pump for
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a powerful dilution refrigerator, the price looks less scary. The second con is the
higher complexity of the experimental set-up. The cryostat has to be equipped with
an additional condensing line for the helium. Furthermore, some of the cooling
power of the nuclear refrigerators has to be sacrificed to cooling the liquid.
Overall, we could prove that the new cooling scheme enables us to open the

microkelvin to mesoscopic physics. This approach is a powerful tool to cool nanos-
tructures into new temperature ranges with room for improvement and develop-
ment in the future.



APPENDIX A

Spot Welding

Here, I describe spot welding and in particular the spot welder we used. More
information can be found in [144]. The two mating pieces that have to welded
together are brought in contact. Subsequently, a current is driven through the
pieces which heats the mating pieces locally around their contact point. This
melts the pieces and the pieces are pressed together with force. A rule of thumb
says that high-conductivity materials such as copper or silver require large power,
i.e. a high current, and low pressure. Mediocre conductors like stainless steal
require a comparatively low current but a high pressure.
Before spot welding the mating pieces have to be cleaned. This can be done

chemically with appropriate etching or mechanically, e.g. with sand paper. A
convenient method is to used a rubber one of which is shown in A.1 c). Its blue
section is filled with quartz sand and hence coarse enough to polish a metal. In the
last step the surfaces should be cleaned with solvents. A drop of solvent during the
welding process can help to prevent the joint from oxidising. On the other hand,
this creates the risk of flames! If one of the mating pieces is in thermal contact to
heat-sensitive parts it can be cooled with a soaked paper towel. We usually used
a mixture of water and ethanol. A paper towel soaked purely in ethanol is highly
flammable! For example, we had to prevent the superconducting switches from
being heated up two much and so we wrapped them, including the silver wire, in
a wet paper towel.
The spot welder we used is shown in figure A.1. In a) you can see the control

panel. The letters label the weld parametersare according to table A.1. The
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AA B C

F

ED

Ga) b)

c)

Figure A.1.: The spot welder. a) View of the control panel. b) Side view. The
chart gives a correlation between set pressure and the applied force.
c) A choice of electrodes and a rubber.

actual welding is initiated with a pedal so that the hands are free two hold the
work pieces. The welding parameters can change although the work pieces show
only minor differences. In figure A.1 c) a choice of electrodes is shown. They are
all made of a copper trunk into which a tungsten tip was pressed. The tip can
be grooved or otherwise shaped to fit to the work piece. The electrodes should
occasionally be cleaned, e.g. sand blasted.
Table A.2 below gives ’good’ parameters for different materials. In any case,

spot welding needs a little bit of practise and the parameters should always be
checked on a dummy piece. Figure A.2 shows a sketch explaining some details
on spot welding. Figure A.2 a) explains how the silver wires were welded to the
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A duration of the first burst in power line cycles (PLC)
B elay between the two bursts in PLC
C duration of the second burst in PLC
D voltage of the first burst in % of F
E voltage of the second burst in % of F
F secondary voltage in V
G pressure (see chart (figure A.1 b) for unit)

Table A.1.: Labels of the spot welder

copper plates. The electrodes, i.e. the weld, should be in the centre of the weld
stub which have a length of 10mm, a width of 3mm and a thickness of 1mm. As
shown in figure A.2 b) I rolled the Nb foil twice such that three layers of Nb foil
were welded.

a) b)

Nb foil

Cu plate

Ag wire

1mm

10mm
3mm

Figure A.2.: Welding sketch. The black arrows show where/how the electrodes
should be in contact with the work pieces. a) The silver wires
should be welded in the centre of the stub. Further out, the copper
melts too much, further inside, the heat drains into the bulk. b)
Cross-section of the Nb shield. The Nb foil was double-rolled as
shown and three layers were welded.
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A B C D E F G electrodes Comment
up. lo.

20 5 20 40 70 3.0 50 - - silver wire (1.27mm) to cop-
per plate, see figure A.2 a) for
location of placing weld

20 5 20 35 80 2.5 52 B C silver wire (1.27mm) to cop-
per plate, 2nd gen. stage

20 5 20 50 70 3.0 50 B A silver wire (1.27mm) to cop-
per foil (0.2mm)

20 5 20 40 65 3.0 35 B D silver wire (1.27mm) to silver
wire (1.27mm)

10 81 - - - 2.5 65 A C silver wire (1.27mm) to silver
wire (1.27mm)

10 5 10 25 80 2.5 62.5 K L silver wire (1.27mm) to silver
wire (1.27mm), weld CMN to
silver wire ON STAGE

10 - - 95 - 2.5 35 - - silver wire (1.27mm) to silver
CMN piece

8 5 10 35 70 2.5 2.5 C A silver wire (1.27mm) to pins
of sample carrier

- - 15 - 75 3.0 60 - - Nb shield weld, drops of IPA,
see figure A.2 b)

15 - - 48 - 3.0 50 - - Nb shield weld, drops of IPA

Table A.2.: Summary of ’good’ weld parameters. Note that the parameters can
differ for the same type of work pieces.
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Araldite Beam

Production procedure of the AralditeTM beam.

• preheat brass mould to 140 °C

• mixture:

– part 1: 314 g of CT200

– part 2: 105 g of HT901

• curing cycle

– 18.3 h at 140 °C

– cool from 140 °C to 70 °C within 5 h

– switch oven to 30 °C, take out mould after ∼48 h

• Annealing

– warm to 140 °C within 60min

– switch to 150 °C, stay there for 480min

– switch to 20 °C, stay there for 260min

• machine in shape

• paint with Stycast 1266 (prevents cracking)
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APPENDIX C

Magnet Construction

Field Profile

The calculations below are based on [101]. The model assumes a coil with radius
R and length L. The thickness of the coil is treated as infinitesimally small and
n is the number of turns per unit length. The radial component Br and the axial
component of the field Bz are thus written

Br = −Rµ0nI

2π

π∫
0

[
cos θ√

Λ2 + r2 +R2 − 2rR cos θ

]Λ=L+1/2

Λ=L−1/2

dθ (C.1)

and

Bz =
Rµ0nI

2π

π∫
0

[
Λ(R− r cos θ)

(r2 +R2 − 2Rr cos θ)
√

Λ2 + r2 +R2 − 2rR cos θ

]Λ=L+1/2

Λ=L−1/2

dθ

(C.2)
We solved the equations using standard IGOR procedures which conduct integra-
tion numerically. Figure C.1 shows the field factor as a function of r and z.
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Figure C.1.: Simulation of the magnetic field magnitude as a function of axial
coordinate z and radial coordinate r. The profile is symmetric with
respect to both axis. The discontinuity corresponds to the solenoid.
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Magnet Former

The magnet former was milled out of a section of a solid aluminium tube. Figure
C.2 shows a technical drawing onto which we wound the superconduncting wire.
For more mechanical strength we applied Sycast 2850 between the windings.

3 tapped holes M6

inlet/outlet
for superconducting
wire

100mm

130mm

122mm

10mm

15mm

160mm3 tapped holes M3

Figure C.2.: Technical drawing of the aluminium former of the heat switch mag-
net.
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APPENDIX D

Solenoid Field

The field profile of the solenoid is shown in figure D.1. A schematic of the magnet
is shown on the right which matches the dimensions given on the axis. The profile
itself shows data taken from the magnet’s manual (black circles). Moreover, it
shows data that was measured at room temperature with a hand-held teslameter
(F.W. BELL, Model 5080). It shows the magnetic field for the current directions,
each at 0.5A. The difference is presumably the magnetic field of the earth. The
given profile was shifted in z to match the measured data (by 16 cm).
However, the traces are in good qualitative agreement. The positions of the

copper plates and the switches are indicated. One can see that the plates experi-
ence some inhomogeneities at their ends. On the one hand, the inhomogeneities
are larger between the cancellation coils and the main solenoid than between the
solenoid. But on the other hand, the plates extend more into the inhomogeneous
region at the lower end of the magnet.
Given this information and considering that the field at the end of the plates is

of the order 10%, it seems unlikely that the inhomogeneities can explain the heat
leaks observed in section 7.6 completely, unless the vibrations are extremely large
or the off-axes inhomogeneities are much larger.
Figure D.1 also indicates the position of the heat switches. The residual field,

at least on-axis, is of the same order as the critical field of aluminium. This could
related to the asymmetric heat switch maps (figure 7.12).
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Figure D.1.: Field profile of the 8T solenoid. The triangles show measurements
done at room temperature, the black circles are taken from the
manual. The inset shows a zoom into the cancellation region.
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Conventional Coldfinger

Before assembling the demagetisation stage we built a ’conventional’ coldfinger.
Such a coldfinger is used in many set-ups in mesoscopic physics. It has to bring the
sample into position mostly in the centre of a magntic field. It was used in Tobias
Bandi’s masters project [92] to measure a Hall bar sample. The conventional

cross bar

brass can

socket

chip

Ag

Kapton

Figure E.1.: The conventional coldfinger that we used for Hall bar measure-
ments. The picture was taken before we mounted the leads.
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coldfinger is shown in figure E.1. The centre beam was made out of a 4N silver
rod [145]. The cross-section was 12 mm× 12 mm, further dimensions are given in
figure E.2. On the one end it had a fork which was bolted to the small coldfinger
extending out of the mixing chamber (see section 6.2). We added molybdenum
washers to compensate for different thermal expansion coefficients. Below the fork
a cross bar was mounted which had two receptacles for the MCX towers. Two
more receptacles were added later to hold CMN thermometers. Along the beam
a groove was cut. Some of the leads were mounted inside the groove and secured
with copper tabe to enhance thermal contact. The lower left shows a cut through
the groove. On one side we put KaptonTM tape to block eddy currents while
ramping the magnetic field. The lid of the groove was bolted down with brass
screws.
At the other end the socket was mounted on a fork-like structure. The socket

was made rotatable to be able to measure in different field directions (upper right).
The white arrows indicated the side into which the chip carrier was plugged. The
other side shows the pins before soldering the leads. If measureing in a field strong
enough the solder doesn’t get superconducting. However, we thoroughly wrapped
the wire around the pin before soldering to increase thermal conduction. The
whole socket was surrounded by a brass can which served as additional protection
against radiation.
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Figure E.2.: Technical drawing showing the dimensions of the conventional
coldfinger
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Figure X:  The whole demagnetisation stage. This is a zoom of figure 6.16.
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