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Summary

Self-assembled quantum dots are very attractive as the building blocks for quantum

light sources and spin qubits. For instance, a single quantum dot is a robust, fast,

narrow-linewidth source of single photons, features not shared by any other emitter. A

spin qubit is implemented by a single electron or hole confined to a quantum dot. Fun-

damental quantum mechanics have been explored in experiments with single quantum

dots and spectacular success has been achieved. Future developments however demand

an enhanced quantum coherence. For instance, indistinguishable single photons and

coherent spins are required to implement a quantum repeater. For quantum-dot-based

single photon sources, the linewidths are in the best case typically a factor of two larger

than the transform limit in which the linewidth is determined only by the radiative

decay time. Photons generated far apart in the time domain are therefore not indis-

tinguishable. Spin coherence is presently limited to microsecond timescales. Improving

the quantum coherence involves dealing with the noise inherent to the device. Charge

noise results in a fluctuating electric field, spin noise in a fluctuating magnetic field at

the location of the qubit, and both can lead to dephasing and decoherence of optical

and spin states. Here, the noise and strategies to circumvent its deleterious effects are

explored in order to optimize the performance of solid-state quantum systems.

This thesis is divided into five parts. The first chapter describes in detail the main

experimental tool to explore noise in the solid-state: resonance fluorescence from sin-

gle quantum dots. A polarization-based dark-field microscope is realized allowing

background-free resonance fluorescence detection while operating in a set-and-forget

mode.

Chapter 2 investigates charge fluctuations in a semiconductor. The origin of the main

source of charge noise in the commonly used optical field-effect devices is pinned down:

charge fluctuations at a GaAs/AlAs interface nearby the quantum dots. These defects

are moved further away from the quantum dots in an improved sample design resulting

in close-to-transform limited optical linewidths.

Even with the improved heterostructures, the transform limit is not reached. Noise

spectra of both charge noise and spin noise provide powerful insights into the noise
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inherent to the semiconductor, discussed in chapter 3. A time trace of the resonance

fluorescence from a single quantum dot is translated into a noise spectrum. A crucial

difference in their optical signatures allows the nature of the noise, charge or spin, to be

identified. The charge noise is centred at low frequencies, the spin noise is centred at

high frequencies. This technique is able to reveal the entire spectrum of the spin noise.

The combined noise falls rapidly with frequency becoming insignificant above 50 kHz

for the quantum dot optical transition as signalled by transform-limited linewidths.

The low frequency noise, charge noise, results in considerable noise in the emission

frequency of the single photons. This problem is solved in chapter 4 with a dynamic

feedback technique that locks the quantum emission frequency to a reference. The

charge noise and its deleterious effects are highly reduced. A frequency-stabilized source

of single photons in the solid-state is realized.

The low frequency linewidths are in the best case typically a factor of two larger than

the transform limit. It is shown in chapter 5 that spin noise in the host material is the

dominant exciton dephasing mechanism. This applies to both the neutral and charged

excitons. For the neutral exciton, the spin noise increases with increasing excitation

power. Conversely for the charged exciton, spin noise decreases with increasing excita-

tion power. This effect is exploited to demonstrate transform-limited linewidths for the

charged exciton even when the measurement is performed very slowly.
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Chapter 1

Resonance fluorescence from single

semiconductor quantum dots

Adapted from:

Andreas V. Kuhlmann, Julien Houel, Daniel Brunner, Arne Ludwig, Dirk Reuter,

Andreas D. Wieck and Richard J. Warburton,

“A dark-field microscope for background-free detection of resonance fluorescence

from single semiconductor quantum dots operating in a set-and-forget mode”,

Rev. Sci. Instrum. 84, 073905 (2013).

Optically active quantum dots, for instance self-assembled InGaAs quantum dots,

are potentially excellent single photon sources. The fidelity of the single photons is

much improved using resonant rather than non-resonant excitation. With resonant

excitation, the challenge is to distinguish between resonance fluorescence and scattered

laser light. We have met this challenge by creating a polarization-based dark-field

microscope to measure the resonance fluorescence from a single quantum dot at low

temperature. We achieve a suppression of the scattered laser exceeding a factor of

107 and background-free detection of resonance fluorescence. The same optical set-up

operates over the entire quantum dot emission range (920 − 980 nm) and also in high

magnetic fields. The major development is the outstanding long-term stability: once

the dark-field point has been established, the microscope operates for days without

alignment. The mechanical and optical designs of the microscope are presented, as well

as exemplary resonance fluorescence spectroscopy results on individual quantum dots

to underline the microscope’s excellent performance.



1.1 Introduction

Semiconductor quantum dots, in particular self-assembled InGaAs quantum dots, are

very attractive as the building blocks for quantum light sources1 and spin qubits2.

Self-assembled InGaAs quantum dots (operating at wavelengths around 950 nm at low

temperature) exploit technologically advanced GaAs heterostructures and have become

the workhorse system in the field. It is hugely advantageous to explore the physics us-

ing resonant rather than non-resonant laser excitation. On the one hand, non-resonant

excitation introduces sources of noise resulting in exciton and spin dephasing3. On

the other hand, resonant (but not non-resonant) excitation allows a spin to be initial-

ized4,5, manipulated6 and read-out7 optically. Resonant excitation, i.e. coherent laser

spectroscopy, on single InGaAs/GaAs quantum dots was first developed with differ-

ential transmission detection8, using Stark-shift modulation of the transitions energy

along with lock-in detection for noise rejection9. The detection scheme exploits an

interference between the laser field and the field associated with coherently scattered

photons10: it provides a sensitive detection scheme but does not provide direct access

to the resonance fluorescence, the single photons scattered or emitted by the quantum

dot. These photons are crucial to develop a high-fidelity single photon source and, fur-

ther afield, in developing a quantum dot-based quantum network with applications in

quantum communication11.

Recently, the resonance fluorescence of a semiconductor quantum dot3,12–21 has been

observed. The challenge experimentally is to distinguish quantum dot-scattered light

from scattered laser light. With non-resonant excitation, this separation is trivial to

achieve on account of the widely different wavelengths. With resonant excitation, this

scheme fails. One scheme for the detection of resonance fluorescence exploits the dif-

ferent wave vectors of the laser light and the resonance fluorescence12–15. This is very

much in the spirit of the original ensemble experiments in atomic physics in which

resonance fluorescence was detected in a direction orthogonal to the carefully defined

propagation direction of the laser22,23. In a semiconductor context, one implementa-

tion of this scheme involves coupling laser light to a waveguide containing quantum dots

with edge illumination, detecting the resonance fluorescence in the orthogonal vertical

direction12,13,15. Another scheme exploits a further property of light: its polarization.

The idea is to operate in the dark-field as defined by the polarization: the laser and the

detection are defined to have orthogonal polarization states. Provided laser scattering

preserves the polarization, the crossed polarizer configuration ensures that scattered

laser light is prevented from entering the detection mode. Success has been achieved

2



using crossed linear polarizations3,16–21.

In our experiments, we have pursued the polarization-based dark-field technique as,

first, it doesn’t require a specially fabricated waveguide and second, space limitations

in the bore of a superconducting magnet limit the possibilities for efficient edge illumi-

nation. It is clear that achieving sufficient laser rejection based on polarization requires

both high quality polarizing optics and exquisite angular control. Our first experiments

achieved success but only for times of a few minutes after which the dark-field setting

had to be re-optimized. This is likely to be a common problem. Here, we present both

the mechanical and optical design of a dark-field microscope for resonance fluorescence

experiments on a quantum dot. All the figures of merit are excellent, state-of-the art

or better: polarization filtering allows us to suppress the excitation laser in the detec-

tion beam path by up to 8 orders of magnitude; even with a modest light collection

efficiency, resonance fluorescence can be measured with a signal-to-background ratio

exceeding 104 : 1. The property we emphasize however is stability. The long-term

stability is such that the microscope can be operated for many days in a set-and-forget

mode.

Our own motivation for developing the dark-field microscope was to push forward a

research programme on single self-assembled quantum dots. However, we stress that

our dark-field microscope is not limited to this field. It will be a perfect tool in the

exploration of other quantum emitters for instance colour centres in diamond, single

molecules and colloidal quantum dots.

1.2 Description of the dark-field microscope

The design of the dark-field microscope makes no particular demands on the sample

although a flat, smooth surface is best. Once the wavelength range of the optics is

adapted to the emission range, the dark-field concept operates equally well with the

sample at room temperature or at low temperature. Here, as an example of a two-level

system in the solid state, we study self-assembled InGaAs quantum dots emitting at

wavelengths around 950 nm at low temperature. The microscope combines both high

spatial resolution, implemented by a confocal set-up, and dark-field performance. It is

designed to allow background-free detection of resonance fluorescence while operating

in a set-and-forget mode.

3



1.2.1 Dark-field concept

The excitation and detection beams both follow the main axis of the microscope. Thus,

laser light back-reflected at the sample has to be suppressed. Apart from its spatial

mode, monochromatic laser light is characterized by two distinct features: its frequency

and its state of polarization. Laser light cannot be distinguished from the quantum

dot emission in frequency as it is a resonant scattering process. However, the state

of polarization allows a discrimination to be made between laser and quantum dot

photons. The light excitation and detection polarization states have to be orthogonal,

here linear s and linear p.

Laser light suppression is implemented by means of orthogonal excitation/collection

polarization states, in our case by two polarizing beam splitters (PBS), one linear

polarizer and a quarter-wave plate. Their spatial arrangement is shown in Fig. 1.1.

The purpose of the PBSs is to reject back-scattered laser light; the linear polarizer and

quarter-wave plate define and control the state of light polarization. In this scheme, the

PBSs define linear s-polarization and linear p-polarization for excitation and detection,

respectively. The linear polarizer sets the polarization of the laser light to s-polarization

before striking the PBS, the quarter-wave plate controls the polarization thereafter. In

particular, the quarter-wave plate allows for a compensation should an ellipticity be

inadvertently induced. The back-scattered s-polarized laser light is reflected by both

the first and second PBS by 90 ◦ such that the s-polarization is highly suppressed in

transmission. The p-polarized component of the quantum dot emission, however, is

transmitted and can be detected.

The confocal configuration improves the microscope’s dark-field performance. Both

light scattering at surface imperfections in the detection beam path and the p-polarized

field component in the focal spot are highly suppressed. The more field confinement at

the focus the larger is the p-polarized field component of the focal spot of an incident

s-polarized laser beam24. However, the intensity distribution of the p-polarized compo-

nent has a clover-leaf pattern with an antinode at the centre, i.e. it is highly suppressed

by the confocal detection.

1.2.2 Dark-field microscope design

Experiments on single semiconductor quantum dots typically require low temperatures.

The dark-field microscope is therefore integrated into a free-beam microscope system

developed for low temperature experiments. The microscope optics apart from the

objective lens remain under ambient conditions, as shown in Fig. 1.1. The construction

4
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Fig. 1.1. Microscope set-up for resonance fluorescence experiments on a single InGaAs quantum dot.

Two-level systems implemented in different materials can be studied both at room temperature and at

low temperature. Here, a set-up to probe semiconductor quantum dots is shown. The sample with a

hemispherical solid immersion lens (SIL) and the objective lens are located inside a bath cryostat, the

rest of the microscope remains at room temperature. Optical access is provided by a sealed laser window.

The microscope design: three modules, the lower horizontal microscope arm, the vertical arm and the

upper horizontal arm are fixed to a central cage containing two polarizing beam splitters (PBSs). The

excitation laser is injected via the lower horizontal arm; the vertical arm is used for detection; and the

upper horizontal arm for imaging the sample surface. Optical fibres connect the microscope to lasers

and detectors mounted on an adjacent optical table. Laser suppression is implemented by means of

orthogonal excitation/collection polarization states: the linear polarizer sets the laser polarization to s,

matching the lower PBS; the quarter-wave plate controls the state of polarization; and the PBSs reject

the s-polarized back-reflected laser light. Solid lines indicate s-polarization, dashed lines p-polarization.

frame for the microscope “head” is a 30 mm cage system that allows a modular design:

the lower horizontal microscope “arm” provides the excitation laser, the vertical arm

is used for light detection and the upper horizontal arm to image the sample surface.

Each module is attached to a central cage, hosting the PBSs.

The lower horizontal microscope arm provides a link between remote excitation

sources and the microscope. Its output is a well collimated beam of coherent laser light,

precisely controlled in linear polarization, and used to excite a single quantum dot res-

5



onantly. A single mode (SM) fibre (FONT Canada SM fibre NA = 0.12, mode field

diameter (MDF) 5.2µm) interconnects the microscope and the excitation laser (Toptica

DL pro 940). By adjusting an x/y-translation stage (Thorlabs CP1XY), the fibre core

can be centered on the optical axis defined by the collimator (Thorlabs C280TME-B

NA = 0.15, f = 18.4 mm) which is mounted in a z-translation stage (Thorlabs SM1Z).

Aspheric lenses are used to collimate/focus the laser beam, as they provide diffraction

limited performance for monochromatic applications. A metallic nanoparticle linear

film polarizer (Thorlabs LPVIS050-MP) mounted on a rotary stepper positioner (at-

tocube ANR240) polarizes the excitation laser linearly and additionally allows the axis

of linear polarization to be precisely controlled. The polarizer’s transmission is 82 %

and its extinction ratio exceeds 8 orders of magnitude at a wavelength of 950 nm. The

piezo-driven rotary stepper positioner provides both 360 ◦ endless rotation and a step

size as small as 1 m◦. Furthermore, after aligning the polarizer position by means of the

control electronics (attocube ANC300), the piezos are grounded and their position is

locked, providing outstanding long-term stability. The four cage rods of the excitation

arm are connected to a tilt stage (Thorlabs KC1-T/M) which is attached to the central

beam splitter cage and allows for a compensation of any angular displacement of the

beam.

The vertical microscope arm is designed to collect light efficiently with a confocal

rejection of any stray light. This relies on coupling into a SM fibre (FONT Canada SM

fibre NA = 0.12, MDF 5.2µm) which interconnects the microscope and the detectors.

The same optical and opto-mechanical components as for the light collimation unit of

the horizontal arm are used. The vertical arm is assembled directly on to the PBS cage.

The lower tilt stage allows to correct for a misalignment with respect to the optical axis

of the objective lens (Thorlabs 352330-B NA = 0.68, f = 3.1 mm).

The upper horizontal microscope arm provides the possibility of monitoring the ob-

jective lens focal plane, i.e. the sample surface. An achromatic lens (Thorlabs AC254-

150-B-ML, f = 150 mm) focuses light onto the chip of a complementary metal oxide

semiconductor (CMOS) camera (Allied Vision Technologies Guppy F-503B), resulting

in a magnified image (magnification of 48) of the sample surface. Again a tilt stage

allows angular control of the optical axis.

All modules of the microscope are attached to a central cage made from a solid piece

of aluminum. It provides stability to the microscope and at the same time hosts two

PBSs (B. Halle & Nachfolger PTW 2.10), crucial to implement the polarization filtering.

The PBSs allow beam splitting sensitive to the polarization of the incident beam. Two

right angle prisms made of flint glass are cemented together to form a cube. A dielectric
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beam-splitter coating which is deposited on one of the prisms provides a close to unity

transmission for p-polarized and close to zero transmission for s-polarized light. The

polarization suppression exceeds 4 orders of magnitude.

A quarter-wave plate (B. Halle & Nachfolger RZQ 4.10) is mounted beneath the

PBSs on a second piezo rotary stage. (Note that the quarter-wave plate behaves as a

half-wave plate for the reflected laser light as the laser beam passes it twice.) On the

one hand, it is useful during the set-up procedure to misalign the quarter-wave plate

deliberately and allow some reflected laser light into the detection arm. On the other

hand, the quarter-wave plate represents an extra degree of freedom and it turns out that

this is crucial: it compensates for any distortion from linear to elliptical polarization in

the two polarization states. It is not exactly clear where these small distortions arise,

but they are probably related to a birefringence of the sample (GaAs with thin metal

layer), solid immersion lens, objective lens or the cryostat window. The quarter-wave

plate used here is a zero order wave plate designed for 946 nm and was chosen because,

first, it is less temperature sensitive than the multi-order counterparts; and, second,

its performance at these particular wavelengths 950± 20 nm surpasses the performance

of achromatic wave plates. The accuracy on the path difference of the quarter-wave

plate is ±2 nm. Again a crucial point for the long-term behaviour of the dark-field

microscope is that the quarter-wave plate is mounted on a piezo positioner, as for the

linear polarizer.

The microscope is inserted into a 2 inch bore stainless steel tube, evacuated, and filled

with ∼ 25 mbar He gas (exchange gas) at room temperature. The tube is then slowly

inserted into a He bath cryostat equipped with a 9 T superconducting solenoid. The

optics at 300 K are possibly subject to thermal drift but these are minimized by working

in a ±1 ◦C temperature stabilized laboratory.

1.2.3 Dark-field microscope alignment

The microscope operates in both confocal and dark-field modes. For confocal per-

formance, the excitation and collection beams must be concentric and parallel to the

optical axis of the objective lens. While monitoring the focal spots on the sample sur-

face, the tilt stages are aligned in order to superimpose the focal spots. The z-position

of the sample relative to the objective focal plane is adjusted by moving the sample

with nanometer precision. During this alignment step, laser light is also coupled into

the fibre of the vertical microscope arm. Subsequently, once the confocal condition has

been achieved, the linear polarizer and quarter-wave plate are aligned to suppress the

back-reflected laser light. The linear polarizer is aligned to define the polarization of the
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laser to s. A rough alignment is done by monitoring the transmitted signal at the PBS

as the polarizer is moved. A minimum in transmission is required. The dark-field point

is set by monitoring the back-reflected laser intensity. First, the linear polarizer is fine

aligned by minimizing the back-reflected light and secondly the quarter-wave plate. We

find that iterative fine tuning of the polarizer and quarter-wave plate angles enhances

the rejection further, typically by a factor of 10 after ∼ 3 iterations. Piezo-electronics

allow remote control of both the angle of the linear polarizer and the quarter-wave plate.

Once the angles are set, the piezos are grounded.

1.3 Dark-field microscope performance

The performance of the dark-field microscope is characterized under real, experimen-

tal conditions: the laser is focused on a quantum dot sample in a low temperature

experiment.

1.3.1 Quantum dot sample

The InGaAs quantum dots are grown by molecular beam epitaxy utilizing a strain-

driven self-assembly process and are embedded in a Schottky diode25,26. They are

separated from an n+ back contact by a 25 nm thick GaAs tunnel barrier. On top of

the quantum dots is a capping layer of thickness 150 nm, followed by a blocking barrier,

an AlAs/GaAs superlattice of thickness 272 nm. The samples are processed with Ohmic

contacts to the back contact, grounded in the experiment, and with a semi-transparent

gate electrode on the surface (3/7 nm Ti/Au) to which a gate voltage Vg is applied.

The number of carriers confined to the quantum dot can be precisely controlled by the

applied voltage, allowing the different charged excitons to be addressed. Detuning of

the exciton energy with respect to the constant laser frequency is achieved by sweeping

Vg on account of the dc Stark effect. The laser spectroscopy is carried out at 4.2 K

by focusing a 1 MHz linewidth laser to a 0.5µm spot on the sample surface. A ZrO2

solid immersion lens is mounted directly on top of the sample in order to enhance

the collection efficiency and to reduce the spot size27. The signal is recorded with a

silicon avalanche photodiode (Excelitas SPCM-AQRH-16, photon detection efficiency

at 950 nm ∼ 25 %, dark count rate 14 Hz) in photon counting mode.
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Fig. 1.2. Laser suppression. Reflected laser light is monitored at two different angles θ of the quarter-

wave plate. At θRF + π/4 (a) the laser is optimally transmitted, at θ = θRF (b) it is optimally filtered.

The count rate decreases from 580 MHz to 4 Hz (corrected for dark counts), corresponding to a laser

suppression exceeding 8 orders of magnitude. A silicon avalanche photodiode in photon counting mode

with a dark count rate of 14 Hz (c) is used to detect the laser light reflected from a quantum dot sample

(GaAs plus thin metal layer, reflectivity ∼ 50%). The mean laser count rate (4 Hz) is less than the

mean dark count rate (14 Hz). Integration time per point 0.1 s.

1.3.2 Laser suppression and long-term stability

In order to observe resonance fluorescence with a high signal-to-background ratio the

microscope’s laser suppression has to be high. The laser rejection can be determined

by rotating the quarter-wave plate, switching between laser rejection maximally on

and maximally off. The back-reflected laser light intensity depends periodically on

the quarter-wave plate angle with a period of π/2. A laser suppression exceeding 108,

corresponding to an optical density (OD) of 8 is achieved. (The OD is defined as

OD = − log(1/T ) with transmission T .) Fig. 1.2 shows a time trace of the detected

laser light with and without laser rejection. An initial count rate of 580 MHz is reduced

to 4 Hz by switching on the suppression. A single PBS achieves an extinction ratio of

OD 5, a second PBS enhances the laser suppression. However, it is not increased by

a further 5 orders of magnitude. We believe this difference is due to a stress induced

birefringence of the PBSs, defining an upper limit for the laser suppression.

The effort to align the dark-field microscope is low. However, how stable is the

alignment? Fig. 1.3 shows how the optical density depends on the quarter-wave plate

angle: it is an extremely sensitive dependence. A change as small as a few m◦ can

worsen the rejection by one order of magnitude. On the one hand, it emphasizes the

need for a m◦ positioning resolution and on the other hand, the need for an extreme

mechanical and thermal stability to achieve good long-term dark-field performance.
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Despite the high sensitivity to the quarter-wave plate angle (Fig. 1.3), the long-term

stability of the microscope is outstanding. It can be operated in a set-and-forget mode:

an optical density close to 7, see Fig. 1.4, is achieved over an arbitrary period of time,

exceeding typical measurement times by orders of magnitude.

1.4 Resonance fluorescence on a single quantum dot

Once the required high laser suppression is realized, the resonance fluorescence signal-

to-background ratio on a single quantum dot is measured. Resonance fluorescence

spectra of the single negatively charged exciton X1− recorded at different laser powers

and zero magnetic field are shown in Fig. 1.5. The lineshape of the optical resonance

is Lorentzian, the full-width at half-maximum (FWHM) is 1.6µeV at “low” power

and 7.1µeV at “high” power. The increase in linewidth with power reflects power

broadening. Whereas the background, the residual laser signal, increases linearly with

laser power, the quantum dot emission saturates and, thus, the signal-to-background

ratio is power dependent. At an excitation power below quantum dot saturation the

signal-to-background ratio is as high as 39, 000 : 1 (Fig. 1.5 (a)). Above saturation, a

ratio > 103 : 1 (Fig. 1.5 (b)) is achieved.

One experiment which requires a high signal-to-background ratio and long integration

times (and hence a stable set-up) is a g(2) measurement, i.e. an intensity correlation

experiment. Laser light and a stream of single photons exhibit quite different g(2)(t = 0)
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Fig. 1.3. Sensitivity of the laser suppression to the quarter-wave plate angle. The laser light reflected at

the quantum dot sample (GaAs plus thin metal layer) is recorded by a silicon avalanche photodiode in

photon counting mode as the quarter-wave plate angle is varied, and the corresponding optical density

is calculated. At the angle of optimum laser rejection (OD > 8) a change in angle of only 2.5 m◦ causes

the OD to decrease by one order of magnitude.
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Fig. 1.5. Resonance fluorescence on a single InGaAs quantum dot with different optical Rabi couplings.

Resonance fluorescence spectra are recorded with a single photon detector at constant laser frequency.

Detuning is achieved by sweeping the gate voltage with respect to the laser frequency. (a) Below

quantum dot saturation, at an excitation power corresponding to a Rabi energy Ω of 0.7µeV, a signal-

to-background ratio of 39, 000 : 1 is achieved. (b) At high pump power, where power broadening

dominates the optical linewidth, a signal-to-background ratio > 103 : 1 is realized. Solid red lines show

Lorentzian fits to the data (black points), blue dashed lines indicate the background.

values, 1 and 0, respectively, such that a leakage of laser light into the single photon

stream is very detrimental. The time-dependence of g(2) was measured with a Hanbury

Brown-Twiss interferometer (Fig. 1.6). There is a very clear dip at time delay zero,

demonstrating anti-bunching in the photon statistics of the neutral exciton X0. Note

that even with a single channel count rate of 250 kHz, an integration time of ∼ 9 hours

was required to achieve a high signal-to-noise ratio in the g(2) measurement: the stability

of the dark-field microscope was clearly important. It turns out that the residual value
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quantum dot. A clear dip at zero time delay demonstrates photon anti-bunching. The red curve shows

the convolution of the two-level atom result28, g(2)(t) = 1− [cos(λt) + 3/ (2τλ) sin (λt)] exp [−3t/(2τ)]

with λ =
(
Ω2 − 1/4τ2

)1/2
, Rabi frequency Ω and radiative lifetime τ , with the response of the detectors

(Gaussian with FWHM 0.67 ns) and provides a very good description of the data (black points). The

blue curve shows the two-level atom response only. A lifetime of τ = (1.0±0.1) ns and a Rabi frequency

Ω = (0.9 ± 0.1)µeV were determined by fitting the data to the convolution. The measurement time

was 9 hours with a single channel count rate of 250 kHz.

g(2)(t = 0) is determined entirely (within the signal:noise) by the jitter in the detectors

(∼ 0.6 ns) which is comparable to the radiative decay time (∼ 1 ns). Within error

(∼ 1%), the true quantum dot g(2)(t = 0) is 0.00.

The resonance fluorescence, presented in Fig. 1.5 and Fig. 1.6, was measured on differ-

ent excitons, the single negatively charged exciton X1− and the neutral X0, respectively.

The resonance fluorescence of the X0 is linearly polarized (πx or πy); the resonance flu-

orescence of the X1− is unpolarized in the absence of a magnetic field, B = 0, circularly

polarized (σ+ or σ−) for B 6= 0. The optics of the dark-field microscope define linear s

for the excitation and linear p for the detection polarization. Nevertheless, resonance

fluorescence of both optically active excitons can be measured independent of the selec-

tion rules, provided that the sample and microscope axes are not aligned. Ideally, the

s/p basis is rotated by 45 ◦ with respect to the πx/πy basis.

The dark-field microscope works well across the entire ensemble of quantum dots

spanning a bandwidth of about 60 nm in wavelength. The dark-field point is so sensitive

to the polarization axes that small achromaticities in the polarizers play a role: a

change in wavelength ∆λ requires a re-adjustment of the quarter-wave plate and linear

polarizer alignments for optimum dark-field performance, typically a few tens of m◦

for ∆λ = 1 nm. Furthermore, resonance fluorescence on a single quantum dot can

be recorded not just at B = 0 but also at high B. At high B, a high suppression

12



-20 -10 0 10 20
0

20

40

60

80

 

R
F

 (
k
C

o
u

n
ts

/s
)

Detuning (eV)

X
1-
   = 947.955 nm, B = 4 T

Fig. 1.7. Resonance fluorescence spectra of a single InGaAs quantum dot in a magnetic field. The laser

suppression at high magnetic field is as good as that achieved at zero magnetic field. At B = 4 T the

lineshape is a top hat and there is a hysteresis between forward and backward scanning directions. This

effect is referred to as dragging30,31.

of scattered laser light can be achieved. As for a change in wavelength, for optimum

dark-field performance the quarter-wave plate and polarizer alignment have to be re-

adjusted as the magnetic field increases. Crucial for the performance at high magnetic

field is the linear polarizer angle, differing significantly (∼ 10 ◦) from the zero field

angle probably due to a Faraday effect29 of the objective lens, solid immersion lens

or sample. Rotating the polarizer introduces a small p-polarization to the dominantly

s-polarized beam propagating to the sample. A 10 ◦ rotation results in a rotation of

the polarization axis by ∼ 1 ◦ on account of the properties of the PBS. A resonance

fluorescence spectrum of an X1− recorded at a magnetic field B of 4 T is shown in Fig.

1.7. The lineshape of the optical resonance is clearly non-Lorentzian, and there is a

hysteresis between forward (red) and backward (blue) detuning. A dynamic nuclear

spin polarization locks the quantum resonance to the laser energy as the gate voltage

is tuned, an effect referred to as dragging30,31.

1.5 Outlook

As an outlook, we comment that the microscope can be developed further in some simple

ways. For instance, given that the quantum dot basis (πx/πy) is dot-dependent32, it

may be valuable in the future to include also a way of rotating the microscope basis

(s/p) relative to the πx/πy basis, either by inserting an additional wave plate or by

rotating the sample. It may also be interesting to develop the capability of operating

the microscope not with s/p polarizations but with σ+/σ− polarizations. Finally, we
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note that the quantum efficiency of the resonance fluorescence collection is limited

by the high refractive index of the sample: light is refracted to such large angles at

the GaAs/vacuum interface that it is collected inefficiently. In this experiment, this

situation was rectified to some degree (factor of ∼ 5 in signal strength) by the solid

immersion lens. Despite this low quantum efficiency, the rejection of the scattered laser

light in our dark-field microscope is more than sufficient to observe background-free

resonance fluorescence from single quantum dots. The next step is therefore to increase

the collection efficiency: the dark-field performance is already more than good enough.

Candidate structures are resonant micro-cavities, photonic nanowires, or, following the

spirit of these experiments, ultra-high index solid immersion lenses.
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Chapter 2

Charge fluctuations in a semiconductor

Adapted from:

Julien Houel, Andreas V. Kuhlmann, Lukas Greuter, Fei Xue, Martino Poggio, Brian

D. Gerardot, Paul A. Dalgarno, Antonio Badolato, Pierre M. Petroff, Arne Ludwig,

Dirk Reuter, Andreas D. Wieck and Richard J. Warburton,

“Single-charge fluctuations at a GaAs/AlGaAs interface using laser spectroscopy

on a nearby InGaAs quantum dot”,

Phys. Rev. Lett. 108, 107401 (2012).

We probe local charge fluctuations in a semiconductor via laser spectroscopy on a

nearby self-assembled quantum dot. We demonstrate that the quantum dot is sensitive

to changes in the local environment at the single charge level. By controlling the charge

state of localized defects, we are able to infer the distance of the defects from the

quantum dot with ±5 nm resolution. The results identify and quantify the main source

of charge noise in the commonly-used optical field-effect devices.

(Experiments and results presented in this chapter were obtained in close collaboration

with Dr. Julien Houel, who wrote software for Monte Carlo simulations.)



2.1 Introduction

Condensed matter systems, notably quantum dots in III-V semiconductors and colour

centres in diamond, are very attractive as the building blocks for quantum light sources1

and spin qubits2. For instance, an InGaAs quantum dot is a robust, high repetition

rate, narrow linewidth source of on-demand single photons and polarization-entangled

photons, properties not shared by any other emitter. In the future, the demands placed

on the quality of the single photons will increase. For instance, the creation of re-

mote entanglement via photon interference and associated applications as a quantum

repeater require Fourier-transform-limited single photons, i.e. wavepackets with a spec-

tral bandwidth determined only by the radiative lifetime. This is hard to achieve in

a semiconductor. On the one hand, a quantum dot is extremely sensitive to the local

electric field via the Stark effect3,4 leading to a stringent limit on the acceptable charge

noise. Charge noise can also lead to spin dephasing5,6. On the other hand, phonons in

the host semiconductor can lead to dephasing7. However, at low temperature and with

weak optical excitation, phonon scattering is suppressed in a quantum dot by the strong

quantum confinement8,9, and the remaining broadening arises from relatively slow fluc-

tuations of the environment leading to spectral fluctuations10. Transform-limited lines

have not been routinely achieved, with typical optical linewidths a factor of at least

2 or 3 above the theoretical limit10–13. While spectral fluctuations in self-assembled

quantum dots have been investigated with non-resonant excitation14,15, their origin in

the case of true resonant excitation is not known with any precision and are potentially

complex with contributions from various sources of charge noise. Spin noise arising from

the fluctuating nuclear spins can also play a role16. Notably, spectral fluctuations are a

common feature in condensed matter systems, arising also in diamond17, semiconductor

nanocrystals18 and nanowires19.

We report new insights into local charge fluctuations in a semiconductor. High res-

olution laser spectroscopy on a single quantum dot is used as an ultra-sensitive sensor

of the local environment. We observe single charge fluctuations in the occupation of a

small number of defects located within ∼ 100 nm of the quantum dot. We control the

occupation of these close-by defects with an additional non-resonant excitation. Once

the defects are fully occupied, there is a strong suppression of the charge noise. This

understanding is tested in a new heterostructure in which the fluctuators are positioned

further away from the quantum dot. As predicted by our model, this change reduces

significantly the quantum dot optical linewidth.
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2.2 Methods

2.2.1 Quantum dot sample

The InGaAs quantum dots are embedded in a Schottky diode20,21, Fig. 2.1(a). They

are separated from an n+ back contact by a dtun = 25 nm thick GaAs tunnel barrier.

Directly on top of the dots is a capping layer of thickness dcap, 30 nm in samples A and

B, followed by a blocking barrier, an AlAs/GaAs superlattice: dSL = 120 nm in sample

A, 240 nm in sample B. Sample C has dcap = 150 nm and dSL = 240 nm. Samples B

and C were grown under identical conditions. The samples are processed with Ohmic

contacts to the back contact, grounded in the experiment, and with a semi-transparent

gate electrode on the surface (5 nm NiCr sample A; 3/7 nm Ti/Au samples B and C)

to which a gate voltage Vg is applied.
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950 nm 
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Fig. 2.1. (a) Band diagram of the devices. (b) The optical set-up for ∆R/R measurements.

2.2.2 Laser spectroscopy set-up

Laser spectroscopy is carried out on the charged exciton X1− at 4.2 K by focusing the

linearly-polarized output of a 1 MHz linewidth laser (external cavity semiconductor

diode laser) to a ∼ 0.5 µm spot on the sample surface. The power of the resonant

laser is ∼ 1 nW to avoid power broadening. The key advance here is to illuminate

the sample simultaneously with a weak non-resonant source at 830 nm (edge-emitting

laser diode), Fig. 2.1(b), with power P . Resonant excitation of the quantum dot is

detected either with differential reflectivity ∆R/R22 including a filter to reject the 830

nm light, Fig. 2.1(b), or with resonance fluorescence exploiting a dark-field technique

(see chapter 1). The integration time per point is typically 500 (250) ms in ∆R/R

(resonance fluorescence). Spectra are recorded either by sweeping Vg (changing the
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detuning via the Stark effect) or by tuning the laser.

2.3 Laser spectroscopy with simultaneous non-resonant

excitation

Fig. 2.2(a) shows typical laser spectroscopy results both without and with “high” non-

resonant excitation, P = 325 nW, for a quantum dot in sample A. In both cases,

the absorption lines are close to Lorentzians with linewidth 2.5µeV. The radiative

lifetime at this wavelength is 800 ps23, implying transform-limited linewidths of 0.8µeV,

a factor of 3 smaller than observed in the experiment. Other groups achieve similar

linewidths10–13. The main effect of the non-resonant excitation is to shift the resonance

to more negative voltages, in this case by ∆Vg = −80 mV, for the same laser wavelength,

equivalently a blue-shift of ∆E = 60µeV for the same gate voltage, Fig. 2.2(a). Fig.

2.2(b) shows ∆R/R over 4 decades of P . Remarkably, the dot evolves from the low-P

region (single Lorentzian line independent of P ) to the high-P region (single Lorentzian

line shifting monotonically with P ) via a series of steps. These steps occur rather

abruptly, over just a decade in P . For this particular quantum dot, 4 steps (equivalently

5 ∆R/R lines) are observed. The energy separation of the lines varies from about 4

to 10 µeV, and the linecuts, Fig. 2.3(c)-(e), show that within each line there is also

a sub-structure. The observation of these absorption steps and their behaviour as a
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Fig. 2.2. (a) ∆R/R versus gate voltage for constant resonant laser wavelength (951.1150 nm) and

power (1.0 nW) for a quantum dot in sample A (dcap = 30 nm) both without (black) and with (red)

P = 325 nW of 830 nm laser light. Solid lines show Lorentzian fits of the data. The inset shows the

resonance position versus Vg. The Stark shift depends linearly on voltage away from the plateau edges;

the Stark parameter decreases by only 10% at P = 325 nW. (b) Colour-scale plot (linear scale, blue:

0.061%; red: 0.61%) of ∆R/R versus non-resonant laser power P .
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function of the control parameter P constitute our main experimental discovery.

We find that the P = 0 and P = 100 nW behaviour are very similar for all dots. Also,

the intrinsic properties (radiative lifetime, Stark shift, Coulomb shifts on charging) are

all broadly similar. Despite this, the transition region is highly dot dependent. The

number of steps lies typically between 3 and 6; the energy separations between the lines

lie between ∼ 4 and 20µeV (sample A) with each quantum dot having its own unique

“finger print” in the P -dependence. We therefore look for an explanation of the steps

in terms of the dots’ environment, i.e. a mesoscopic effect.

Our hypothesis is that non-resonant excitation creates holes at the capping layer/block-

ing barrier interface, Fig. 2.1(a). 830 nm light creates electron-hole pairs in the wet-

ting layer. The electrons relax rapidly to the back contact, the holes to the capping

layer/blocking barrier interface where at low temperature they can be trapped, creating

a positive space charge in the device. The trapped holes mean that the same electric

field is achieved at the location of the quantum dot only by applying a more negative

voltage to the gate, consistent with Fig. 2.2(a). At large P , a 2D hole gas is formed, and

the shift in Vg of the optical resonance allows the hole density Nh to be estimated. For

intermediate P where we observe the steps, the hole density can be estimated for sam-

ple B to be ∼ 1010 cm−2, similar to reported values at the metal-insulator transition24.

The steps arise in the localization regime. In particular, the steps reflect a change of

just one hole in occupation of the localization centres close to the dot. Quantitatively,

occupying a localization centre immediately above a quantum dot at dcap = 30 nm

changes the electric field by −1.50 kVcm−1 (taking into account the image charge in

the back contact), shifting the optical resonance by 20µeV via the Stark shift. This

corresponds closely to the maximum observed step separation. This, and the agreement

with our simulations (see section 2.4), justifies our hypothesis. Smaller steps arise from

the occupation of localization centres which are laterally displaced.

Our interpretation leads to two immediate results. First, the location of the energy

line of the quantum dot is a direct measure of the number of charges stored directly

above the quantum dot. In the low-P regime, the quantum dot senses the nearby

environment with single charge resolution. Secondly, the number of steps observed

equals the number of holes which can be trapped above the dot, 4 for the dot in Fig.

2.2(d).
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2.4 Monte Carlo simulations

We underpin our experimental results with a Monte Carlo simulation of the effects of

occupying an array of valence band localization centres at the capping layer/blocking

barrier interface (appendix A). We take an array of localization centres all distance dcap

above the quantum dots but at different locations ri = (ri, θi) within the 2D plane. We

position by hand a small number of localization centres, between 1 and 4, each with

r ≤ 50 nm. Additionally, we take a full 2D array of randomly placed defects with 2D

density N2D. The occupation of a defect changes the local electric field at the quantum

dot and hence the absorption spectrum via the Stark effect. This is calculated by,

first, calculating the additional electrostatic potential; second, the associated electric

field; and third, the energy shift of the exciton via the Stark effect. The Stark shift

from the vertical electric field is calculated from the measured Stark effect, i.e. from

the Vg-dependence of each particular quantum dot (modelled as a permanent dipole

moment in an electric field25). The lateral electric field component cannot be accessed

directly in the experiment but the effects are smaller: we assume that there is no linear

term (i.e. no permanent dipole moment in the lateral plane) and that the quadratic

component scales with the fourth power of the wave function extent of the quantum

dot ground state which is known reasonably well25. The localization centres i are

each occupied with a probability αip which rises with p, the control parameter in the

simulation (0 ≤ p ≤ 1), until αip reaches 100%. αi can vary from centre to centre

and expresses the relative probability of occupying a particular centre. With a full 2D

array, αi depends on ri through a Gaussian function with full-width-at-half-maximum

(FWHM) ΓL which describes the spatial extent of the non-resonant beam focus. For

the defects directly above the quantum dot, the αi are treated as fit parameters. For

a fixed defect distribution and for a given p, we occupy the defects with a random

number generator; from this charge distribution we calculate the net Stark shift, and

at this energy we place a Lorentzian absorption spectrum with FWHM Γ. The process

is repeated N times, keeping the defect distribution constant but each time creating a

new charge distribution with the random number generator. The whole procedure is

then repeated as a function of p. We model the experiment by relating p linearly to the

control parameter P . Further details are provided in appendix A.

Our simulation reproduces the steps in the absorption spectra as a function of P

for sample A, adding considerable weight to our assertion that the charge fluctuations

arise from trapped holes at the capping layer/blocking barrier interface. The exact

energy steps turn out to be very sensitive to the locations ri of the localization centres.
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Fig. 2.3. (a) ∆R/R versus P for a quantum dot in sample A, as in Fig. 2.2(b). (b) Monte Carlo

simulation with 4 hole localization centres located above the dot with ri = (32.0, 15.4, 15.7, 48.8) nm,

αi = (5.0, 1.5, 1.5, 1.0), Γ = 2.5µeV, ΓL = 1.0µm and N = 2, 500 (parameters described in the text).

(c)-(e) Line cuts showing experimental data at P = 0.09, 0.34, 1.39 nW (black) and simulation results

for p = 0.042, 0.16, 0.65 (red). (f) Lateral location of localization centres with dot at r = 0.

(The dependence on θi is much weaker.) We can match the energies of the steps, their

P -dependence and the substructure within each step with a set of ri and N2D = 0.

However, we need to depart from αi = 1 to reproduce the relative intensities of the

various lines (appendix A). Fig. 2.3 shows the result of this procedure: the Monte

Carlo simulation, Fig. 2.3(b), reproduces the main experimental features, Fig. 2.3(a).

Furthermore, the line-cuts at specific P are in very close agreement with the complicated

experimental spectra, Fig. 2.3(c)-(e). The localization centre array is shown in Fig.

2.3(f). The different αi presumably reflect some connectivity between the localization

centres such that a “deep” one is much more likely to be occupied than a “shallow” one.

The energy shifts on adding holes to these defects one by one are so sensitive to the set of

ri that the random error on each ri is as small as ±5 nm. In this sense, the experiment

provides ∼ λ/100 spatial resolution in the spacings between the localization centres.

The high spatial resolution, well beyond the conventional diffraction limit, relies on the

interpretation of the precisely-measured energy shifts as holes are added one by one. An

analogy can be drawn to a completely different system, a conjugated polymer, where

the locations of localized charges have been determined with very high resolution, in
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this case via the adverse influence of the trapped charge on the fluorescence intensity26.

Both techniques do not produce a direct image, but in both cases, interpreting the

optical data with a model allows a mapping of the local environment.

We have attempted to reproduce results such as those in Fig. 2.3(a) with just a

random distribution of localization centres, N2D 6= 0. The large net shift between P

“low” and “high” pins down N2D to ∼ 1010 cm−2. For this N2D, the Monte Carlo

simulations predict only in very rare cases 3 − 5 steps (appendix A) yet this is the

standard experimental result. Furthermore, in the simulation for N2D ∼ 1010 cm−2,

each line has a strong P -dependence (appendix A), not a feature in the experiment.

In the simulations, the only configurations which describe sample A are those with

a cluster of localization centres immediately above the dots with otherwise a sparse

distribution for r ≤ 100 nm, an extremely unlikely outcome with a random distribution

of localization centres. The conclusion is that the localization centres are not randomly

distributed in the 2D plane. Instead, the dot itself induces the formation of a small

number of localization centres directly above it. The mechanism for this is likely to be

the strain field which extends beyond the quantum dot in combination with roughness

at the capping layer/blocking layer interface.

2.5 Quantum dot optical linewidth: towards the

transform-limit

Sample A has Γ = 2.5µeV, well above the transform-limit. As described above, this is

unlikely to be related to fluctuations in a 2D array of localization centres at the capping

layer/blocking barrier interface. The origin of this broadening is not known precisely

but there are hints that it is related to the surface of the device. We switch to sample

B which clearly demonstrates the consequences of a fluctuating 2D array. Fig. 2.4(a)

shows resonance fluorescence from a single dot in sample B. At P = 0, the FWHM is

comparable to those of dots in sample A but there are large fluctuations in the signal

which are not reproducible from one spectrum to the next. The fluctuations disappear

only when we integrate for more than 50 s per point, Fig. 2.4(c), demonstrating that they

have a component at very low frequency (sub-Hz). A characteristic feature is the rather

abrupt turn on at negative detunings and the abrupt turn off at positive detunings.

Turning on the non-resonant excitation reveals also a series of steps (appendix A),

as in Fig. 2.2(b), and at “high” P, this sub-Hz frequency component is eliminated.

We interpret the P = 0 results with the Monte Carlo simulations, Fig. 2.4(b), with the

hypothesis that the µeV-scale fluctuations in Fig. 2.4(a) arise from fluctuations amongst
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Fig. 2.4. Resonance fluorescence from a single quantum dot in sample B (1.0 nW at λ = 962.2500 nm)

at P = 0 with integration time per point 0.25 s in (a), 50.0 s in (c). Monte Carlo simulation with

N2D = 1.0 × 1010 cm−2, Γ = 0.8µeV, ΓL = 10.0µm, p = 4.4% (to represent P = 0) with N = 10 in

(b), N = 2000 in (d).

a large number of localization centres all with r ≤ 100 nm. With this hypothesis we

can reproduce the experiment, Fig. 2.4(b),(d), provided p is small, i.e. the defects are

each occupied with small probability. The defects (two in this case) directly above the

quantum dot are therefore unlikely to be occupied. Only a small fraction of the available

configurations are occupied within the measurement time, leading to the spectrum-to-

spectrum changes. Fig. 2.4(b) reproduces the abrupt turn on/turn off of the spectrum,

the FWHM, and the characteristic energy splitting between the sub-peaks using N2D =

1.0× 1010 cm−2, p = 4.4% and N = 10. Significantly, the jagged nature of the spectra

in Fig. 2.4(a) can only be reproduced with a small homogeneous broadening, Γ =

0.8µeV. This is evidence that on short enough time scales, the defect occupation is

frozen, and the dot’s optical linewidth is close to transform-limited. The behaviour for

longer integration times, Fig. 2.4(c), is reproduced in the simulations with the same

parameters but by increasing N , the number of hole configurations, in accordance with

the integration time in the experiment, Fig. 2.4(d).

A key conclusion for sample B is that local fluctuations of hole charges are responsible

for the spectral fluctuations and an increase in the optical linewidths in time-integrated

spectra above the transform-limit. This conclusion can be tested by increasing the

capping layer thickness in order to position the fluctuators further from the quantum

dots: this should reduce the hole-induced electric field at the location of the dots by

ensuring a closer match between the electric field from an occupied defect and its image

charge. Fig. 2.5 shows resonance fluorescence from a dot in sample C with an increased

capping layer thickness, dcap = 150 nm. There are two striking features. First, the
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Fig. 2.5. (a) Resonance fluorescence (0.25 nW at λ = 951.6040 nm, P = 0, 0.25 s integration time)

from a dot in Sample C with dcap = 150 nm (black points; red line Lorentzian fit). (b) Monte Carlo

simulation using N2D = 1.0 × 1010 cm−2, Γ = 0.8µeV, N = 10, p = 4.4% (black points; red line

Lorentzian fit).

linewidth has reduced to 1.4µeV. The average linewidth for quantum dots in sample

C is 1.60µeV with standard deviation 0.22µeV. Second, the fluctuations in Fig. 2.4(a)

disappear. We attempt to reproduce this behaviour in the simulations by keeping

N2D, Γ, N and Nh exactly the same as for sample B, changing only the capping layer

thickness, Fig. 2.5(b). This results in a close-to-Lorentzian line with FWHM 1.1µeV,

Fig. 2.5(b), in very close agreement with the experiment. Quantitative understanding

of the valence band localization centres has therefore been achieved.

Achieving transform-limited optical linewidths requires controlling these trapped

holes. Eliminating these holes completely may be challenging: the hole density (Nh =

pN2D) estimated in sample B at P = 0 is very small. We find that Nh is not related to

the weak resonant excitation but it is roughly consistent with the p-type background

doping of ∼ 1014 cm−3. A large capping layer in a field-effect structure is an important

step in reducing charge noise as it positions the fluctuating charges far enough from the

quantum dots for their influence to be minimized.
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10. Högele, A., Seidl, S., Kroner, M., Karrai, K., Warburton, R. J., Gerardot, B. D.,

and Petroff, P. M. Phys. Rev. Lett. 93, 217401 (2004).

11. Atature, M., Dreiser, J., Badolato, A., Hogele, A., Karrai, K., and Imamoglu, A.

Science 312, 551–553 (2006).

12. Xu, X., Sun, B., Berman, P. R., Steel, D. G., Bracker, A. S., Gammon, D., and

Sham, L. J. Science 317, 929–932 (2007).

13. Vamivakas, A. N., Zhao, Y., Lu, C. Y., and Atatuere, M. Nature Phys. 5, 198–202

(2009).

14. Robinson, H. D. and Goldberg, B. B. Phys. Rev. B 61, R5086–R5089 (2000).

27



15. Berthelot, A., Favero, I., Cassabois, G., Voisin, C., Delalande, C., Roussignol, P.,

Ferreira, R., and Gerard, J. M. Nature Phys. 2, 759–764 (2006).
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Chapter 3

Charge noise and spin noise in a

semiconductor

Adapted from:

Andreas V. Kuhlmann, Julien Houel, Arne Ludwig, Lukas Greuter, Dirk Reuter,

Andreas D. Wieck, Martino Poggio and Richard J. Warburton,

“Charge noise and spin noise in a semiconductor quantum device”,

Nature Phys. 9, 570 (2013).

Solid-state systems which mimic two-level atoms are being actively developed. Im-

proving the quantum coherence of these systems, for instance spin qubits or single

photon emitters using semiconductor quantum dots, involves dealing with noise. The

sources of noise are inherent to the semiconductor device and are complex. Charge

noise results in a fluctuating electric field, spin noise in a fluctuating magnetic field at

the location of the qubit, and both can lead to dephasing and decoherence of optical

and spin states. We investigate noise in an ultra-pure semiconductor device using a

minimally-invasive, ultra-sensitive, local probe: resonance fluorescence from a single

quantum dot. We distinguish between charge noise and spin noise via a crucial differ-

ence in their optical signatures. Noise spectra for both electric and magnetic fields are

derived from 0.1 Hz to 100 kHz. The charge noise dominates at low frequencies, spin

noise at high frequencies. The noise falls rapidly with increasing frequency allowing

us to demonstrate transform-limited quantum dot optical linewidths by operating the

device above 50 kHz.



3.1 Introduction

Semiconductor quantum dots are hosts for spin qubits1,2. Optically-active quantum

dots, for instance self-assembled quantum dots, are in addition potentially excellent

single photon sources3. Optimizing performance demands an understanding of noise

and a strategy to circumvent its deleterious effects4. There are two main sources of noise

in a semiconductor. Charge noise arises from occupation fluctuations of the available

states and leads to fluctuations in the local electric field. This results in shifts in the

optical transition energy of a quantum dot via the dc Stark effect and is one mechanism

by which the optical linewidth of a self-assembled quantum dot can be significantly

increased above the transform limit5–7. Charge noise can also result in spin dephasing

via the spin-orbit interaction, and, in particular for hole spins, via the electric field de-

pendence of the g-factor8,9. The second source of noise, spin noise, arises typically from

fluctuations in the nuclear spins of the host material and, on account of the hyperfine

interaction, results in a fluctuating magnetic field (the Overhauser field) experienced

by an electron spin10,11. Spin noise from noisy nuclei results in rapid spin dephasing in

an InGaAs quantum dot12–14.

Strategies for reducing noise involve working with ultra-clean materials to minimize

charge noise, and possibly nuclear spin-free materials to eliminate spin noise. Abandon-

ing GaAs comes however with a significant loss of flexibility for both spin qubits and

quantum photonics applications. A second powerful paradigm is the use of dynamic

decoupling, schemes which employ complex echo-like sequences to “protect” the qubit

from environmental fluctuations15–17. In this case, it is absolutely crucial that the noise

power decreases with increasing frequency.

For quantum dot-based single photon sources, the linewidths are in the best case

(high quality material with resonant excitation) typically about a factor of two larger

than the transform limit in which the linewidth is determined only by the radiative

decay time5–7. This is a poor state of affairs for applications which rely on photon

indistinguishability, the resource underpinning a quantum repeater for instance. On

the positive side, there is evidence that with low power, resonant excitation, there is

no significant upper level dephasing apart from radiative recombination18,19. It has

been surmised that the increase in linewidth above the ideal limit arises from a spectral

wandering5,7 but the origin of the noise and its frequency dependence has not been

pinned down. Concerning spin qubits, untreated noisy nuclei limit the electron spin

coherence qubit10,11. However, the mesoscopic nature – a quantum dot contains 105 −
106 nuclear spins – allows the nuclear spins to be manipulated, both quietened down
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Fig. 3.1. Resonance fluorescence (RF) on a single quantum dot. (a) RF recorded on a single InGaAs

quantum dot at wavelength 950.61 nm at a power corresponding to a Rabi energy of 0.55 µeV at a

temperature of 4.2 K without external magnetic field. The RF was detected with a silicon avalanche

photo-diode operating in single photon mode; the detuning was achieved by sweeping the gate voltage

with respect to the laser using the dc Stark effect. In this case, the integration time per point was 100

ms. The solid line is a Lorentzian fit to the data with linewidth Γ = 1.6 µeV (390 MHz). (b) A time-

trace of the RF recorded with detuning set to half the linewidth, 〈δ〉 = Γ/2. The arrival time of each

detected photon is stored allowing a time trace to be constructed post-experiment with an arbitrary

binning time. An example is shown using a binning time of 10 ms.

and polarized20.

Some progress has been made in understanding noise in semiconductor quantum

devices. In the context of quantum transport, a spin noise spectrum has been deduced

at high frequencies from the time dependence of spin qubit dynamic decoupling21, and

at low frequencies from successive spin qubit readout operations22, leaving a gap at

intermediate frequencies23. A spin noise spectrum has also been determined via the

Faraday rotation of a detuned laser on an ensemble of quantum dots24 but not at the

local, single quantum dot level.

We present here an investigation of noise in an ultra-clean semiconductor quantum

device, using a minimally-invasive, ultra-sensitive, local probe: resonance fluorescence

(RF) from a single quantum dot, Fig. 3.1(a). We present noise spectra with 6 decades of

resolution in the noise power over 6 decades of frequency, from 0.1 Hz to 100 kHz, Fig.

3.2. Significantly, we have discovered a spectroscopic way to distinguish charge noise

from spin noise, Fig. 3.3. We find that the charge noise gives large noise powers but

only at low frequencies. The spin noise gives much weaker noise powers but over a much

larger bandwidth. Remarkably, our experiment is able to reveal the full spectrum of the

fluctuating nuclear spin ensemble. We translate the resonance fluorescence noise spec-

trum into two separate noise spectra, one for the local electric field (charge noise) and
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one for the local magnetic field (spin noise). The charge noise spectrum is Lorentzian

with a small 1/f -like component; the spin noise spectrum is purely Lorentzian, falling

as 1/f2 at “high” frequency. The combined noise falls rapidly with frequency becom-

ing insignificant above 50 kHz for the quantum dot optical transition as signalled by

transform-limited linewidths.

A typical time trace of the RF is shown in Fig. 3.1(b) with binning time 10 ms. At

first sight, one might think that the time trace is unlikely to be very revealing about

the local environmental noise as the experiment itself and not just the quantum dot

is a source of noise, mostly shot noise. However, this experimental noise is highly

reproducible. We record its spectrum carefully and, using a protocol (see appendix B)

subtract it from the total noise to determine the noise power of the normalized RF

signal, NQD(f).

3.2 Charge noise versus spin noise

NQD(f) is shown in Fig. 3.2. In this case, the gate voltage Vg is set so that the

quantum dot contains a single electron and the laser drives the trion resonance, X1−.

Two features can be made out in the noise spectrum, a roll-off-like spectrum with “high”

power and “low” characteristic frequency, and a roll-off-like spectrum with “low” power

and “high” characteristic frequency. This points to the presence of two noise sources in

the semiconductor.
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Fig. 3.2. Resonance fluorescence noise. RF noise spectra recorded on a quantum dot occupied with a

single electron, the trion X1−, for average detuning equal to zero, 〈δ〉 = 0 (blue), and for 〈δ〉 = Γ/2

(red) at 4.2 K and B = 0.0 mT. Following the scheme in Fig. 3.3, the noise at low frequencies is shown

to originate from charge noise, that at high frequencies from spin noise. Plotted is the noise power

spectrum of the normalized RF, S(t)/〈S(t)〉, where S(t) is the RF signal, 〈S(t)〉 the average RF signal,

corrected for external sources of noise (see appendix B).
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To identify the two noise sources, we present noise spectra taken with two detunings,

one with detuning averaged over the experiment zero 〈δ〉 = 0, the other with average

detuning half a linewidth, 〈δ〉 = Γ/2, Fig. 3.2. Switching from 〈δ〉 = 0 to 〈δ〉 = Γ/2

causes the noise power of the low frequency component to increase by about one order

of magnitude and the power of the high frequency component to decrease (by about a

factor of three at a few kHz), Fig. 3.2. This crucial information allows the nature of

the noise, charge or spin, to be identified.

As the local electric field F fluctuates, the detuning δ of the quantum dot optical

resonance with respect to the constant laser frequency fluctuates on account of the dc

Stark effect. For small electric field fluctuations, the Stark shift is linear: the optical

resonance shifts rigidly backwards and forwards on the detuning axis, as shown in Fig.

3.3(a),(b). The response in the RF to charge noise has a first order component in electric

field for δ = Γ/2 giving rise to large changes in the RF. Conversely, for δ = 0 the first

order component vanishes. Sensitivity to charge noise in the RF is therefore weak for

〈δ〉 = 0 yet strong for 〈δ〉 = Γ/2. Spin noise results in a complementary behaviour in

the absence of an external magnetic field, B = 0. Fluctuations in the local magnetic

field BN arising from spin noise do not shift the X1− resonance backwards and forwards.

Instead, a typical BN fluctuation induces a sub-linewidth Zeeman splitting of the X1−

resonance, as shown in Fig. 3.3(d). An oscillatory BN results in a “breathing motion”

of the RF spectrum. Sensitivity to spin noise in the RF is therefore strong for 〈δ〉 = 0,

weak for 〈δ〉 = Γ/2. The crucial point is that, for X1− at B = 0, the dependence of

the RF noise on 〈δ〉 is opposite for charge noise and spin noise. Applying this concept

to the quantum dot response in Fig. 3.2 leads to the unambiguous conclusion that the

noise at low frequencies arises from charge noise and that the noise at high frequencies

arises from spin noise. The noise spectrum at 〈δ〉 = 0 measured on an empty quantum

dot, driving the neutral exciton X0 transition, also shows two noise features, again

charge noise and spin noise, Fig. 3.5(a). The X0 and X1− have similar levels of charge

noise. This is expected as the X0 and X1− dc Stark shifts are similar and each exciton

probes exactly the same environment. The X0 spin noise is less however. Part of the

explanation is that the X0 splits into two states even at B = 0 (the so-called fine

structure, a consequence of an anisotropy in the electron-hole exchange) such that the

dispersion for small BN is quadratic and not linear, reducing massively the sensitivity

of X0 to spin noise (see appendix B).

The noise behaviour X0 versus X1− supports the charge/spin assignment of the noise

processes. Further confirmation is provided in Fig. 3.6 which shows NQD(f) curves

measured on the same quantum dot over the course of the experiment (several months)
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Fig. 3.3. Distinguishing between charge noise and spin noise. (a)-(d) Schematic showing the effect of

charge noise and spin noise on the neutral, X0, and charged, X1−, excitons (applied magnetic field zero).

Charge noise (noise in the local electric field) results in a “rigid” shift of the optical resonance leading

to a small change in resonance fluorescence (RF) for zero detuning δ = 0 and a large change in RF at

δ = Γ/2. This applies for both X0 and X1−, (a), (b). Without an external magnetic field, spin noise

(noise in the local magnetic field experienced by a conduction electron) results in a small shift in the

X0 resonance position, qualitatively as for charge noise, (c). (d) For X1− however, spin noise induces a

Zeeman splitting in the resonance resulting in a large change in RF at δ = 0 and a small change in RF

at δ = Γ/2 (zero for δ = Γ/2
√

3), opposite to charge noise. This difference, a “rigid” shift of the X1−

resonance from charge noise, a “breathing motion” in the X1− resonance from spin noise, allows charge

noise and spin noise to be identified.

under nominally identical conditions. There are changes in the low frequency noise

power (up to a factor of 10) but the high frequency noise remains exactly the same.

It is known that the charge state of the sample can change depending on the sample’s

history: these charge rearrangements result in changes in charge noise at low frequency.

The spin noise arises from the host nuclear spins of the quantum dot which remain

the same and retain their properties: this results in the unchanging spin noise at high

frequency. Further confirmation in the charge/spin assignment comes from noise spectra

in a small B (see appendix B).
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3.3 Noise levels

Once the noise sources have been identified, the simple rules (see Supplementary Infor-

mation) connecting RF intensity with the local electric field F (charge noise) and with

the local magnetic field BN (spin noise) allow quantitative statements on the noise to

be made. The charge noise has root-mean-square (rms) electric field noise Frms = 0.46

Vcm−1 (bandwidth starting at 0.1 Hz). It is striking that, first, the charge noise is very

small: the rms noise in the local potential is just 1.2 µV. This is a consequence of both

the ultra-pure material and also the carefully controlled experimental conditions. The

sensitivity of the quantum dot to the small levels of charge noise via the Stark effect

reflects on the one hand, the potential of quantum dots as ultra-sensitive electrome-

ters7,25,26; and, on the other hand, the difficulty in generating transform-limited single

photons from individual quantum dots. Secondly, it is striking that the charge noise is

concentrated at such low frequencies.

The rms noise in the Overhauser field measured on X0 amounts to BN,rms = 193 mT

with a characteristic frequency 180 kHz (correlation time 5.5 µs). BN,rms measured on

X1− is smaller, 9 mT, with correlation time 100 µs (see Supplementary Information).

The random fluctuations of N nuclear spins lead to a BN,rms which scales as 1/
√
N 10,11;

applied to an InGaAs quantum dot with N ∼ 105, the expectation is BN,rms ∼ 20

mT27,28. On X0, the large BN,rms and small correlation time both provide clear evidence

that continuous resonant X0 excitation agitates the nuclear spins. The X0 and X1−

correlation times, a few tens of µs, identify the process responsible for the spin noise as

the nuclear spin dipole-dipole interaction10 (see appendix B).

3.4 Quantum dot optical linewidth

A clear result is that both charge and spin noise fall rapidly with increasing frequency

such that above 100 kHz, the RF noise power reduces by about 4 orders of magnitude

compared to the low frequency limit. The noise curves predict therefore that the exciton

dephasing processes are slow relative to radiative decay which occurs at a GHz rate. To

explore this, we measure the X0 linewidth as the measurement frequency fscan is grad-

ually increased (see appendix B). Fig. 3.4(c) shows that the RF linewidth Γ decreases

from 1.60 µeV to 0.93 µeV as fscan increases from 1 Hz to 50 kHz. At higher fscan, Γ

remains constant. Furthermore, within our experimental error (0.1 µeV), this constant

value at high fscan corresponds to the transform limit, Γ0. A transform-limited RF

spectrum is shown in Fig. 3.4(a). In other words, the increase in Γ over Γ0 at low fscan
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Fig. 3.4. Optical linewidth. (a) An example X0 RF spectrum (Γ = 0.93 ± 0.10 µeV) measured with

fscan = 58 kHz and tbin = 13 µs. The scanning frequency is defined as dδ/dt/Γ0 where Γ0 is the

transform-limited linewidth. Inset: histogram of 200 linewidths recorded also with fscan = 58 kHz. (b)

RF linewidth against scanning frequency. The radiative lifetime is τr = (700± 50) ps. Γ approaches Γ0

for scanning frequencies above 50 kHz. For each fscan, the error bar represents the standard deviation

of several hundred linewidth scans.

reflects the influence of processes which are slow not just relative to the recombination

rate (GHz) but also relative to our maximum experimental “speed” (100 kHz). These

results are confirmed by measuring also X1− with the same procedure. In this case, the

linewidth decreases to 0.75 µeV at high scan rates, a lower value than for X0, reflecting

the slightly larger radiative decay time29 for X1− (see appendix B). We note that the

low-frequency X0 and X1− linewidths are caused by spin noise, not by charge noise: the

charge noise implies a line broadening of < 0.05 µeV, whereas the BN,rms values allow

us to reproduce both the X0 and X1− linewidths. Using in this way the low-frequency

linewidths as a noise integrator adds weight to our analysis of the noise spectra.

3.5 Charge noise and spin noise spectra

The charge noise in NQD(f) is the sum of a Lorentzian spectrum and a 1/fα component

with α ∼ 0.8. The Lorentzian part is characteristic of a two-level fluctuator30.

A single two-level fluctuator would lead to pronounced telegraph noise in the RF

which we do not observe in this experiment. Instead, we postulate that the Lorentzian

noise arises from fluctuations in an ensemble of two-level fluctuators, each with approx-

imately the same transition rates, 0 → 1, 1 → 0. The particular fluctuators are hole

localization centres at an interface 150 nm above the quantum dot, identified by the sign

and magnitude of very occasional telegraph-like features (see appendix B). This asser-

tion is supported by the fact that the Lorentzian noise disappears when the interface is
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Fig. 3.5. Noise spectra of local electric and magnetic fields. (a) Experimental RF noise spectrum (blue)

recorded on the neutral exciton X0 with result of simulation (red). The simulation uses parameters

a = 0.032 µeVcm/V, Nc = 1.0 × 1010 cm−2, τ0 = 30 s, τ1 = 0.03 s, p = 0.1 % to model charge noise

and g = −0.5, ∆ = 17.3 µeV, Neff = 65, A = 90 µeV, τ0 = τ1 = 5.5 µs for spin noise (see appendix B).

To fully describe charge noise a 1/fα noise component with α = 0.8 is added. (b) Local electric field

noise (left axis), local potential noise (right axis) from the two-level fluctuators, and (c) local magnetic

field noise, both deduced from the simulations of the RF noise in (a).

located much further away from the quantum dots (see appendix B). We note that sur-

plus electrons relax rapidly into the Fermi sea whereas surplus holes, minority carriers,

can be trapped in the active part of the device. Electrostatic noise arises on account of

fluctuations in the exact configuration of occupied (state 0) and unoccupied (state 1)

localization sites in the ensemble. We simulate the noise by taking (i) a fixed array of

localization centres, (ii) a fixed average hole concentration, (iii) a centre-independent

capture/escape rate, and (iv) a Monte Carlo procedure (see appendix B). The 1/f -like

charge noise is quantum dot dependent with an unknown origin.

The spin noise is modelled in a similar way to the Lorentzian charge noise, by treating

each nuclear spin as a fictitious two-level system (see appendix B). The simulations

yield time traces F (t) and BN (t). The RF signal S(t) is then calculated according to

the known dependence of RF on F and BN (see appendix B), and then a simulated

noise power NQD(f) is calculated using exactly the same routine used to process the

experimental data. The complete simulation accounts for simultaneous F and BN

fluctuations; it allows us to draw precise conclusions on the charge and spin noise

without assuming for instance an over-simplified dependence of RF on F , BN ; and it

enables us to perform a stringent test of the specific charge noise model.

The result of the simulation is shown in Fig. 3.5(a) where very close correspondence

with the measured noise spectrum has been achieved. The low frequency noise power,

the charge noise, depends sensitively on the number, location and occupation probability
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Fig. 3.6. RF noise spectra recorded on X1− with 〈δ〉 = 0 under identical experimental conditions (4.2

K, B = 0.0 mT) in the course of the experiment. The charge noise at low frequency depends on the

sample history; the spin noise at high frequency does not.

of the localization centres; the characteristic roll-off frequency on the capture/escape

rates. The high frequency noise power, the spin noise, depends sensitively on BN,rms; its

associated characteristic frequency depends on the nuclear spin flip rate. The success

of the simulation allows us to present the noise spectra of F and BN individually, Fig.

3.5 (b),(c).

3.6 Sample history

It is known that the optical resonance frequency of a particular quantum dot varies

slightly from cool down to cool down. Fig. 3.6(b) shows in addition that the charge

noise at low temperature is dependent on the sample’s history. The low frequency noise

power varies by up to a factor of ten depending on the particular charge state of the

sample. For this particular sample, the low noise state can be reached by temporary

illumination with non-resonant laser light, followed by a wait of a few hours during

which the noise at very low frequencies gradually reduces. This information is crucial

in optimizing performance of the device as spin or optical qubit. The point we stress

is that the noise spectrum is much more revealing about the dephasing processes than

the optical frequency or optical linewidth alone.

3.7 Role of non-resonant excitation

The RF experiment involves driving the optical resonance with coherent laser light

at photon energies far below the band gap of the host semiconductor and the charge
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noise powers are very small. The situation changes profoundly if RF is detected in

the presence of a second laser with photon energy above the band gap, non-resonant

excitation. Even very small non-resonant intensities result in much increased noise.

Initially, as the non-resonant power is increased, there is a rapid increase in noise at

low frequencies, Fig. 3.7(a), such that the 1/f -like noise is rapidly swamped. Even

measured slowly with 0.1 s integration time per point, there are massive changes in

the RF, and, as a consequence, large changes in the exact lineshape from scan to scan,

Fig. 3.7(b). On increasing the non-resonant power, this low frequency noise goes away

– the noise at the lowest frequencies returns almost to its original level – but noise

now appears at higher frequencies, Fig. 3.7(c), in particular between 10 Hz and 10

kHz. Measured slowly, the spectrum acquires a Lorentzian-shape without scan-to-scan

fluctuations, Fig. 3.7(b), but with an increased linewidth as a consequence of the extra

noise at frequencies above 10 Hz. At these non-resonant powers, the photoluminescence

induced by the non-resonant laser is weaker than the RF induced by the resonant laser.

At higher non-resonant laser powers, the photoluminescence dominates over the RF

and the noise increases further31. These results demonstrate that while non-resonant

illumination can change and possibly reduce fluctuations at low-frequency, it results in

a net increase in noise. The standard optical technique, detection of photoluminescence

with non-resonant excitation, has this serious flaw, expressed quantitatively in this

experiment.

3.8 Outlook

As an outlook, we comment that (i) the high frequency limit of our experiment is limited

only by the photon flux which can be increased relatively simply using either a micro-

cavity or photonic nanowire to enhance the photon extraction efficiency from the device.

Our technique is potentially capable of mapping the noise from sub-Hz frequencies up to

the GHz regime where spin noise corresponding to electron spin precession in BN may

be revealed10. (ii) The charge noise is measured here in a simple device and represents

a baseline for the local charge noise in an ultra-pure semiconductor. The noise probe

can be applied to micro- or nano-structured devices. (iii) The technique opens a new

route to probing spin noise. Its dependence on external magnetic field, charge state of

the quantum dot, laser excitation etc. can all be probed simply by recording time traces

of the RF. (iv) The experiment demonstrates that the dephasing processes which limit

the T ∗2 of the quantum dot exciton are all slow with respect to radiative recombination;

and that charge and spin noise reduce rapidly for increasing frequencies. These results
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Fig. 3.7. Noise and above band gap excitation. (a) Normalized RF time traces from a single quantum

dot, (b) RF spectra (0.1 s integration per point), and (c) noise spectra plotted for X1− non-resonant

power zero (blue), 1.3 nW (black) and 168 nW (red) focused to a spot area of ∼ 20 µm2. The non-

resonant excitation induces initially considerable noise at low frequencies; larger non-resonant excitation

sees the low frequency noise return close to the value observed without non-resonant excitation but

considerable noise now appears above a few tens of Hz.

all point to the possibilities of achieving close to dephasing-free qubit operations by

working at very high frequencies or at lower frequencies by exploiting echo-like schemes.

3.9 Methods

The InGaAs quantum dots are embedded in an ultra-clean n-i-Schottky structure with

tunnel barrier 25 nm and capping layer thickness 150 nm. A single quantum dot op-

tical resonance is driven in the linear regime with a resonant laser (1 MHz linewidth).

Detuning of the quantum dot relative to the constant frequency laser is achieved by

tuning the quantum dot via the dc Stark effect. Resonance fluorescence is detected,

rejecting reflected laser light with a dark field technique7,18,32. The arrival time of each
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photon is recorded over the entire measurement time T .

Post measurement, a binning time tbin is selected, typically 1 µs. The number of

counts in each time bin is S(t), the average number of counts per bin 〈S(t)〉. The

fast Fourier transform of the normalized RF signal S(t)/〈S(t)〉 is calculated to yield a

noise power spectrum, NRF(f) = |FFT [S(t)/〈S(t)〉]|2 (tbin)2/T . The quantum dot noise

spectrum NQD(f) is determined from NRF(f) by subtracting the experimental noise (see

appendix B). No resonances in NQD(f) have been discovered; thus we present NQD(f)

after averaging at each f over a frequency range yielding equidistant data points on a

logarithmic scale.

The quantum dot optical linewidth Γ is determined by applying a triangle voltage

signal to the gate which induces a time-dependent detuning δ. The scan frequency is

defined as fscan = dδ/dt/Γ0 where Γ0 = h̄/τr with τr the radiative lifetime.

The resonance fluorescence depends on the detuning which in turn depends on the

local electric and magnetic fields, F (t) and BN (t) via a Stark shift and Zeeman effect

(see appendix B). Simulations are used to calculate F (t) and BN (t), adjusting param-

eters to give the same noise spectrum as in the experiment. The simulations consider

an ensemble of independent two-level fluctuators30, charge localization centres (charge

noise) and spins (spin noise).
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Science 312, 551–553 (2006).

7. Houel, J., Kuhlmann, A. V., Greuter, L., Xue, F., Poggio, M., Gerardot, B. D.,

Dalgarno, P. A., Badolato, A., Petroff, P. M., Ludwig, A., Reuter, D., Wieck, A. D.,

and Warburton, R. J. Phys. Rev. Lett. 108, 107401 (2012).

8. Klotz, F., Jovanov, V., Kierig, J., Clark, E. C., Rudolph, D., Heiss, D., Bichler,

M., Abstreiter, G., Brandt, M. S., and Finley, J. J. Appl. Phys. Lett. 96(5), 053113

(2010).

9. Pingenot, J., Pryor, C. E., and Flatté, M. E. Phys. Rev. B 84, 195403 (2011).
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26. Vamivakas, A. N., Zhao, Y., Fält, S., Badolato, A., Taylor, J. M., and Atatüre, M.
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Chapter 4

Charge noise reduction with a dynamic

feedback technique

Adapted from:

Jonathan H. Prechtel, Andreas V. Kuhlmann, Julien Houel, Lukas Greuter, Arne

Ludwig, Dirk Reuter, Andreas D. Wieck and Richard J. Warburton,

“A frequency-stabilized source of single photons from a solid-state qubit”,

Phys. Rev. X 3, 041006 (2013).

Single quantum dots are solid-state emitters which mimic two-level atoms but with

a highly enhanced spontaneous emission rate. A single quantum dot is the basis for a

potentially excellent single photon source. One outstanding problem is that there is con-

siderable noise in the emission frequency, making it very difficult to couple the quantum

dot to another quantum system. We solve this problem here with a dynamic feedback

technique that locks the quantum dot emission frequency to a reference. The incoher-

ent scattering (resonance fluorescence) represents the single photon output whereas the

coherent scattering (Rayleigh scattering) is used for the feedback control. The fluctu-

ations in emission frequency are reduced to 20 MHz, just ∼ 5% of the quantum dot

optical linewidth, even over several hours. By eliminating the 1/f -like noise, the rela-

tive fluctuations in quantum dot noise power are reduced to ∼ 10−5 at low frequency.

Under these conditions, the antibunching dip in the resonance fluorescence is described

extremely well by the two-level atom result. The technique represents a way of remov-

ing charge noise from a quantum device.

(Experiments and results presented in this chapter were obtained in close collaboration

with Jonathan H. Prechtel.)



4.1 Introduction

Single photons are ideal carriers of quantum information1–3. A quantum state stored in

one of the degrees of freedom of the photon’s wave packet (polarization, phase or time-

bin) can be maintained over long distances. Single photons are therefore important in

quantum communication3, for coupling remote stationary qubits4, the basis of a quan-

tum repeater5, or for coupling different elements in a quantum device. Furthermore,

single photons are the seed for a variety of quantum optics experiments6,7.

Key parameters for a single photon source are fidelity of the antibunching, flux, wave-

length and photon indistinguishability8. Remarkably, solid-state emitters are presently

better able to meet these demands than atomic systems6,7. In particular, spontaneous

emission from individual quantum dots embedded in an inorganic semiconductor is a

very promising source of highly antibunched, high flux, indistinguishable photons7,9,10.

The antibunching, particularly with resonant excitation, is very high11. The radiative

lifetime is very short, typically just less than 1 ns12. The flux is usually limited by the

poor collection efficiency: most of the light is internally reflected at the GaAs-vacuum

interface. However, this problem can be solved by nano-structuring the photonic modes

to create a micro-cavity13 or a photonic nanowire14. In the latter case, collection effi-

ciencies of ∼ 70% have been achieved. The photon indistinguishability is very high for

successive photons10. Based on the optical linewidth, typically a factor of two above the

transform limit when measured with resonant excitation15–18, the indistinguishability

is also reasonably high for photons emitted widely separated in time. Furthermore, a

single quantum dot has also been developed as a spin qubit19, facilitating an interface

between stationary qubits and photons20–22.

Unlike a real atom, the exact transition wavelength of a quantum dot is not locked to

any particular wavelength and varies considerably from quantum dot to quantum dot.

However, the host semiconductor can be designed so that considerable possibilities for

tuning the emission wavelength exist. Electric field tuning23,24 and strain tuning25,26

allow the emission wavelength to be tuned over several nanometres. A major problem

remains. The emission wavelength is not constant: it varies randomly over time, even

in very controlled environments at low temperature. The culprit at low frequency

is electrical noise in the semiconductor which shifts the emission wavelength via the

Stark effect18. This noise has a 1/f -like power spectrum resulting in, first, large and

uncontrolled drifts at low frequencies and second, an undefined mean value. This noise,

while poorly understood, is ubiquitous in semiconductors and makes it very difficult to

couple an individual quantum dot to another quantum system, another quantum dot
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for instance, or an ensemble of cold atoms. We present here a new scheme which solves

this problem: we create a stream of single photons with a wavelength which remains

constant even over several hours.

The output of our quantum device is a stream of single photons generated by reso-

nance fluorescence (RF) from a single quantum dot. RF has considerable advantages

over non-resonant excitation of photoluminescence: the linewidth is much lower17,18

and the antibunching is much better. We lock the wavelength of the quantum device

to a stable reference. We generate an error signal, a signal with large slope at its

zero-crossing, by measuring the differential transmission, ∆T/T , simultaneously15,27,28.

The control variable is the voltage Vg applied to a surface gate which influences the

quantum dot frequency via the Stark effect. The performance of the feedback scheme

is characterized by, first, measuring a series of snap-shots of the optical resonance to

assess the residual frequency jitter; and second, by carrying out a full analysis of the

noise in the RF.

Our scheme goes well beyond previous attempts at single emitter stabilization in the

solid-state29,30. The first experiment on frequency stabilization locked a non-standard

quantum dot at 780 nm to the atomic resonance of Rb29. We are not limited to any

“magic” wavelengths, and in particular we can stabilize the emission wavelengths of

high-quality InGaAs quantum dots which typically emit in the 900 − 1000 nm range.

The second advance of our scheme is a 100 times better frequency stabilization relative

to ref.29. Here, the absolute frequency of the quantum dot emission is locked with

an uncertainty of just 20 MHz. We observe a reduction in the noise power up to a

frequency of ∼ 100 Hz, a bandwidth high enough to eliminate the substantial drifts at

low frequency.

4.2 Feedback concept

A sketch of the experimental concept is shown in Fig. 4.1(a). A linearly-polarized

resonant laser is focused onto the sample surface and drives the optical transition. The

resonance fluorescence of the quantum dot is collected with a polarization-based dark

field technique17,20,31, described in detail in chapter 1. Simultaneously, the optical

resonance is detected in transmission by superimposing a sub-linewidth modulation to

the gate. The transmission signal arises from an interference of quantum dot scattering

with the driving laser28. The incoherent part, i.e. the resonance fluorescence, averages

to zero in transmission; what is detected instead is the coherent scattering, i.e. the

Rayleigh scattering. In this way, the experiment utilizes both incoherent and coherent

47



-5 0 5 10 15 20
0

50

100

150

 Detuning δ (µeV)

R
F 

(k
C

ou
nt

s/
s)

-5 0 5 10 15 20

-0.4

-0.2

0.0

0.2

0.4

 

ΔT
/T

 (%
)

Detuning δ (µeV)

Locking point
∆T/T = 0

(b) RF spectrum: X0, Δ = 11.8 µeV, Ω = 0.74 µeV
Γred = 1.45 µeV, Γblue = 1.28 µeV 

(c) Error signal

PBS

BS
λ/4

Pol.
Laser

Cryostat,T = 4.2 K

QD 
sample

PD
PID

Vg

QD stabilization electronics

Laser frequency stabilization

M
ic

ro
sc

op
e 

he
ad

(a) Feedback scheme

PID feedback
loop

Wavemeter HeNe 
laser

APD

Lock-in

FG

Reference

Square wave mod

Fig. 4.1. (a) Schematic view of the experiment. The narrowband laser is stabilized to a fixed frequency

by a wavemeter which in turn is stabilized to a HeNe laser. Laser light is guided through optical fibres

(yellow) and microscope optics before it is focused onto the sample, driving the X0 transition resonantly

(BS = beam-splitter, PBS = polarizing BS, Pol. = linear polarizer). Two simultaneous measurements

of X0 scattering are performed: resonance fluorescence (RF), detected with an avalanche photodiode

(APD) and absorption with a photodiode (PD) underneath the sample. The dynamic stabilization is

realized with an active PID feedback loop which corrects for fluctuations in the transition energy using

the gate voltage Vg and the square wave modulation of a function generator (FG). (b) RF signal of the

fine-structure split X0 emission of a single quantum dot at wavelength 936.5 nm, a power corresponding

to a Rabi energy Ω of 0.74µeV and a temperature of 4.2 K. A detuning is achieved by sweeping the

gate voltage. The solid red line is a Lorentzian fit to the data with linewidth Γ = 1.28µeV (309 MHz)

and Γ = 1.45µeV (350 MHz) and with a fine structure splitting ∆ = 11.6µeV. (c) The differential

transmission (∆T/T ) signal on the same quantum dot with integration time 100 ms per point. The

red curve is a fit to the derivative of the two Lorentzians. The signal around the zero crossing point

(∆T/T = 0) is used to generate an error signal for the feedback scheme.

parts of the scattered light, for the single photon output and control, respectively. With

a small modulation, the transmission signal has a large slope with zero crossing at zero

detuning and is therefore ideal for the generation of an error signal. ∆T/T , the error

signal, is recorded with a lock-in amplifier to reject noise and the lock-in output is fed

into a classical feedback scheme. The feedback output is, like the modulation, applied

to the gate electrode of the device. The set-point of the control loop is the zero crossing

with the goal of locking the peak of the quantum dot RF spectrum to the laser. The

laser itself is locked to a HeNe laser reference.
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4.3 Feedback scheme

4.3.1 The quantum dot sample

The self-assembled InGaAs quantum dots, grown by molecular beam epitaxy, are in-

tegrated into a semiconductor charge-tunable heterostructure32. The quantum dots

are located 25 nm above a heavily n-doped GaAs back contact (n = 1.7 × 1018 cm−3).

The intermediate layer, undoped GaAs, acts as a tunneling barrier. A 150 nm GaAs

layer caps the quantum dots and an AlAs/GaAs superlattice (68 periods of AlAs/GaAs

3 nm/1 nm) completes the heterostructure. A Ti/Au (5 nm/10 nm) Schottky gate is de-

posited on the sample surface; Ohmic contacts are prepared to the back contact. Bias

Vg is applied between the Schottky gate and the back contact. The sample is placed in

a liquid helium bath cryostat at 4.2 K with a residual magnetic field of 10 mT.

4.3.2 Single quantum dot laser spectroscopy

The single quantum dot spectroscopy is performed with a confocal microscope. The

continuous wave laser has a short-term linewidth of 1 MHz. Long-term wavelength

stability of ∼ 2 MHz is achieved by locking the laser to a high resolution wavemeter,

itself locked to a high quality HeNe laser. The size of the focal spot and the collection

efficiency of the single quantum dot RF are both enhanced with a half-sphere zirco-

nia solid immersion lens positioned on top of the Schottky gate. Fig. 4.1(b) shows a

RF signal from the neutral exciton transition, |0〉 ↔ |X0〉, where |X0〉 represents an

electron-hole complex and |0〉 the crystal ground state. The RF is detected with a

silicon avalanche photodiode (APD) in single photon counting mode and the detuning

of the quantum dot resonances relative to the constant frequency laser is achieved in

this case with the Stark shift induced by the bias Vg. The X0 exhibits a fine structure

splitting of 11.6µeV, the two lines having linewidths Γ = 1.45, 1.28µeV close to the

transform limit of Γ0 = h̄/τr = 0.93µeV (220 MHz) where τr is the radiative lifetime of

the exciton transition (τr = 0.71± 0.01 ns here).

4.3.3 Feedback loop

A sub-linewidth square-wave modulation at 527 Hz is applied to the Schottky gate.

This broadens both X0 transitions slightly, here the “red” transition from Γ = 1.45 to

Γ = 2.58µeV. The transmitted light is detected with an in situ photodiode connected to

a room temperature current-voltage preamplifier. Lock-in detection of the ∆T/T signal

is shown in Fig. 4.1(c). With the sub-linewidth modulation, the ∆T/T resonance is
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proportional to the derivative of the RF spectrum27. There are two points which cross

with high slope through zero, one for each X0 transition. Both crossing points enable

a feedback scheme: ∆T/T provides the error signal, Vg the control parameter. For

instance, if the transition energy increases due to electric fluctuations in the sample,

∆T/T moves away from zero. Once this is detected, a modified Vg is applied to the gate

to bring the resonance back to the set point. For the feedback circuit we use a PID loop.

The proportional factor P = 0.1 is chosen with respect to the slope of the error signal,

while the integral I = 0.06 and the derivative constant D = 6× 10−5 were obtained by

tuning methods. The signal:noise ratio in the ∆T/T circuit allows us to run the feedback

scheme with a bandwidth up to ∼ 50 Hz matching the frequency range of the device’s

charge fluctuations. The fluctuations of the nuclear spins exceed the bandwidth of the

feedback18. The “red” X0 transition was used for the subsequent feedback experiments

because it has a higher ∆T/T contrast than the “blue” X0 transition.

The noise in the device consists of charge noise and spin noise18. The charge noise

power spectrum consists of 1/f -like noise and Lorentzian noise, the latter with a charac-

teristic frequency of ∼ 10 Hz18. This means that the feedback bandwidth is sufficient to

eliminate the low frequency drift and most of the Lorentzian noise. The spin noise power

spectrum has a smaller amplitude but higher characteristic frequency, ∼ 10 kHz18, ex-

ceeding the bandwidth of the feedback.

4.4 Feedback performance

4.4.1 Residual frequency jitter

The performance of the single quantum dot frequency stabilization is put to the test

in a stroboscopic experiment. The X0 transition energy is mapped with a second laser

(linewidth also 1 MHz). The first laser stabilizes the transition with the feedback scheme

at a power corresponding to a Rabi energy Ω of 0.74µeV. A second laser of identical

power is tuned with triangular function back and forth through the same transition

with a rate of 8.0µeV/s. The sum of the power of both lasers was selected to lie

below the power at which power broadening becomes significant. The RF spectrum

is fitted to a constant (to describe RF from the first laser) plus Lorentzian function

(to describe RF from the second laser) in order to determine the center position of the

resonance. In this way, a “snap-shot” of the resonance position is recorded every 5 s with

“exposure time” 100 ms for a total of 1,000 s. The distribution of the peak position can

be seen in the histogram in Fig. 4.2. In Fig. 4.2(a) and (b), the scanning laser results

in an asymmetry: the resonance frequency is more likely to lie at positive detunings on
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Fig. 4.2. Histogram of the RF peak position with (a, b, c) and without (d) the stabilization scheme. A

triangle Vg is applied. The scanning rate of the laser is 8.0µeV/s with period 10 s. Histograms of the RF

peak position for up-sweeps (a) and down-sweeps (b) recorded with feedback. (c) shows the histogram

with feedback, negative detunings from the up-sweeps, positive detunings from the down-sweeps. A

histogram without feedback is shown in (d). The standard deviation σ is reduced from (d) 0.250µeV

(61 MHz) without active stabilization to (c) 0.089µeV (22 MHz) with active stabilization.

sweeping from negative to positive detunings, and vice versa. This is probably related

to the so-called “dragging” effect33 which is very pronounced on this quantum dot at

high magnetic fields (above 0.1 T)34: the nuclear spins polarize in such a way as to

maintain the resonance with the laser over large detunings. In other words, it is likely

that the asymmetries in Fig. 4.2(a) and (b) are first hints of dragging. The histogram

in Fig. 4.2(c) is a combination of the data sets of (a) and (b) which are influenced

least by dragging (up-sweeps at negative detuning, down-sweeps at positive detuning).

Without the stabilizing loop, the long term drift, i.e. the 1/f -like noise, results in a

broader distribution, Fig. 4.2(d). This drift also leads to the asymmetry in Fig. 4.2(d),

reflecting a trend to the red in this particular case. The fluctuations in resonance

positions are quantified with the standard deviation σE of the peak positions. Without

stabilization Fig. 4.2(d), σOFF
E = 0.250µeV (61 MHz). With active stabilization, σ =

0.102µeV (25 MHz). This value is small enough to be influenced by shot noise in

each data point which results in an energy uncertainty on fitting each spectrum to a

Lorentzian. The shot noise results in an energy jitter of σE,shot = 0.049µeV, giving

σON
E =

√
σ2 − σ2

E,shot = 0.089µeV (22 MHz), 36% of σOFF
E . The measurement of σE

represents a measurement of the noise in a bandwidth from ∼ 1 mHz to ∼ 3.1 Hz.

(Noise at higher frequencies is reflected in the linewidth Γ.) The ratio σOFF
E : σON

E

would increase if lower frequencies were included on account of the 1/f -like noise: σON
E

would remain the same but σOFF
E would increase.

The ultimate operation capability of the stabilization system is limited by the random

noise in the output of the PID electronics. In Fig. 4.1(c) the noise in the ∆T/T signal is

51



σ∆T/T = 1.45×10−4. In the ideal case, this determines the energy jitter of the quantum

dot resonance position35,

σE,min =
dδ

d∆T
σ∆T/T ' 0.013 µeV (3 MHz) (4.1)

where δ is the detuning. This limit, ∼ 100 times smaller than the linewidth, illustrates

the power of this technique. We have not yet reached this limit in practice. Nevertheless,

stabilization with a residual jitter down to just σE/h = 22 MHz is achieved.

4.4.2 Spectral analysis of the noise

The frequency locking feedback scheme was also tested regarding its long term behaviour

and bandwidth. The RF signal was recorded over several hours, Fig. 4.3(a), without

(blue) and with (red) the stabilizing loop. The measurements are accomplished by

tuning the X0 of the quantum dot via the Stark effect into resonance with the excitation

laser (δ = 0µeV) and then recording the arrival time of each single photon detected

by the APD over the duration of the entire experiment T . Post-experiment, the data

are analysed by setting a binning time, tbin = 100 ms in this case. For a fixed Vg, the

RF counts show large fluctuations up to a factor of 2 (blue curve). The origin are slow

electrical fluctuations in the sample which cause the transition to drift out of resonance

with the laser. With the feedback on, these fluctuations disappear and the RF remains

at a constant level (red curve). The fluctuations in the red curve arise almost entirely

from shot noise in the detector, Fig. 4.3(b). The average RF signal is a little smaller

with feedback because the applied modulation broadens slightly the resonance.

Insight into the bandwidth of the stabilization mechanism is revealed by a fast Fourier

transform (FFT) of the time trace. Although the shot noise dominates, the shot noise

can be independently measured with a small amount of reflected laser light as a source,

allowing us to determine the noise coming solely from the quantum dot. The FFT of

the normalized RF signal S(t)/〈S(t)〉 provides a noise spectrum18:

NRF(f) = |FFT[S(t)/〈S(t)〉]|2(tbin)2/T. (4.2)

For NRF(f), tbin = 1 µs and T = 2 hours. The noise spectrum of the quantum dot

NQD(f) is obtained by correcting the RF noise by the noise of the experiment Nexp(f)

[NQD(f) = NRF(f)−Nexp(f)]. NQD(f) corresponding to the time traces of Fig. 4.3(a)

are shown in Fig. 4.3(c). Without feedback, NQD(f) has a 1/f -like dependence on f as

a consequence of charge noise in the device. With feedback, NQD(f) is reduced by up to
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Fig. 4.3. (a) Time trace of the resonance fluorescence (RF) of a single quantum dot (the one from

Fig. 4.1) with δ = 0µeV recorded over several hours. The binning time was tbin = 100 ms. The time

trace is plotted with (red) and without (blue) the dynamic stabilization scheme. (b) 5 s excerpts of the

unstabilized (blue) and stabilized (red) time traces with the dashed lines representing the shot noise

limits. (c) Noise spectra of the normalized RF signal, S(t)/〈S(t)〉, corresponding to the time traces

of (a) after correction for external noise sources. The shot noise in the experiment is shown with the

dashed lines.

a factor of 20 at the lowest frequencies, and is constant: the 1/f -like noise is eliminated.

The two curves meet at f ' 130 Hz once the bandwidth of the PID circuit has been

exceeded. At higher frequency the noise spectrum is dominated by spin noise18.

The two experiments, intensity noise and energy jitter measurements, can be linked

to add weight to our analysis. Specifically, we forge a relationship between the RF noise

under feedback and the jitter in the energy detuning, σE , connecting a measurement

of noise in a time trace to a separate measurement of a fluctuation in an energy de-

tuning. The detuning jitter is much less than the linewidth such that the change in

the RF signal (∆RF) is related quadratically to the detuning for fluctuations around

δ = 0. The variance of the RF noise, σ2
RF, is related to an integral of the noise curve,

σ2
RF =

∫
NQD(f)df 36. Integrating up to frequency ∆f in the regime where NQD(f) is
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approximately constant,

σON
E =

Γ

2

(
NQD(0)∆f

3

) 1
4

. (4.3)

With ∆f = 3.1 Hz, NQD(0) = 1.0×10−5, Γ = 2.58 µeV this predicts σON
E = 0.073 µeV,

in excellent agreement with the measurement from the stroboscopic experiment (0.089

µeV).

4.4.3 Single photon performance

An intensity correlation measurement g(2)(t) was performed with a Hanbury Brown-

Twiss interferometer. Low noise g(2)(t) can only be determined at these count rates

(50 kHz per APD) by integrating over several hours and the feedback is therefore impor-

tant to ensure that the detuning of the quantum dot with respect to the laser remains

constant. g(2)(t) is shown in Fig. 4.4 from X0 of the same quantum dot with zero detun-

ing. g(2)(t) falls to 10% at t = 0. This does not reflect g(2)(0) of the quantum dot but

rather the timing jitter of the detectors which is comparable to the radiative lifetime.

We attempt to describe g(2)(t) with a convolution of g(2)(t) for an ideal two-level atom,

g
(2)
atom(t), and the response of the detectors G(t):

g(2)(t) = g
(2)
atom(t)⊗G(t). (4.4)

The detector response is a Gaussian function,

G(t) =
1√

2πσD
exp

(
− t2

2σ2
D

)
. (4.5)

g
(2)
atom(t) of a 2-level system with resonant excitation is37,

g
(2)
atom(t) = 1−

[
cos(λt) +

3

4τr
λ sin(λt)

]
exp

(
− 3t

4τr

)
(4.6)

with λ = (Ω2 − (1/4τr)
2)1/2 37. The temporal jitter of the detector τD = 0.40 ns ns

is measured independently. Ω and τr are known from other experiments to within

10 − 20% and are allowed to vary in these windows by a fit routine. The convolution

provides an excellent description of the measured g(2)(t) with Ω = (0.99± 0.1) µeV and

τr = (0.78 ± 0.05) ns. In particular, with low systematic error we can set an upper

bound to the quantum dot g(2)(0) of 1-2%.
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Fig. 4.4. Second-order correlation g2(t) for the stabilized RF from the X0 (black points). The red

curve shows a convolution of the two-level atom result with a Gaussian distribution which describes the

timing jitter of the detectors. The blue curve shows the two-level atom response alone.

4.5 Conclusion and Outlook

In conclusion, we have developed a dynamic method of locking the optical resonance of

a single quantum dot to a stabilized laser in order to produce a stream of frequency-

stabilized single photons via resonance fluorescence. Generally speaking, the scheme

represents a way to reduce the local charge noise in a semiconductor.

Now that the basic principle is established, there are options for improving the feed-

back scheme. First, the remaining jitter in the quantum dot resonance position can

be reduced by reducing the noise in the transmission detection. Presently, we are far

from the limit defined by the shot noise in the detector current. With lower noise,

the feedback bandwidth can also be increased. The tantalizing prospect is to create

transform-limited linewidths routinely with high bandwidth feedback. A bandwidth of

about 50 kHz is required18. Secondly, the modulation required here to generate the er-

ror signal could be eliminated in a number of ways. For instance, a dispersive lineshape

can arise naturally in reflectivity via weak coupling to a cavity38; or the Faraday effect

in a small magnetic field39 could be used.
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Chapter 5

Linewidth of single photons from a single

quantum dot

Adapted from:

Andreas V. Kuhlmann, Jonathan H. Prechtel, Julien Houel, Arne Ludwig, Dirk

Reuter, Andreas D. Wieck and Richard J. Warburton,

“Linewidth of single photons from a single quantum dot: key role of nuclear

spins”,

arXiV:1307.7109.

A semiconductor quantum dot mimics a two-level atom. Performance as a single

photon source is limited by decoherence and dephasing of the optical transition. Even

with high quality material at low temperature, the optical linewidths are a factor of two

larger than the transform limit. It is shown here that the inhomogeneous contribution

to the linewidth is caused by nuclear spin noise. This conclusion applies to both neutral

and charged excitons. For the neutral exciton, we demonstrate an increase in the spin

noise with increasing resonant laser power. Conversely for the charged exciton, we

demonstrate a significant decrease in the spin noise with resonant laser power even

without an external magnetic field. This noise reduction is exploited to demonstrate

transform-limited optical linewidths even when the measurement is performed very

slowly.



5.1 Introduction

A single quantum dot is a robust, fast, bright and narrow-linewidth emitter of single

photons, features not shared by any other emitter1–3. These characteristics are attrac-

tive for applications in quantum communication. However, future developments place

stringent demands on the quality of the photons. For instance, entangling remote spins

via two-photon interference, the concept underpinning a quantum repeater, requires a

stream of indistinguishable photons. This can be achieved in a semiconductor only by

understanding noise and circumventing its deleterious consequences.

A single quantum dot mimics a two-level atom and single photons are generated either

by spontaneous emission from the upper level1–3 or by coherent scattering of a resonant

laser4–6. The radiative lifetime is typically τR = 800 ps7. There is evidence that on

this timescale, there is negligible pure upper level decoherence provided the quantum

dot is at low temperature4–6,8. At low Rabi couplings but higher temperatures (above

∼ 20 K)9,10, equivalently at low temperature but at high Rabi couplings11,12, phonons

dephase the upper level. Provided then that T ∼ 4 K and Rabi coupling Ω ∼ Γ0 (Ω

is the optical Rabi coupling and Γ0 = h̄/τR) close-to-ideal performance is achieved on

small time-scales2. The remaining issue concerns the wandering of the center frequency

over long times13,14. One way to probe this is with the optical linewidth. Measured

on second timescales, the linewidth Γ is typically about a factor of two larger than the

transform limit Γ0
13–15, an effect which reduces the distinguishability of single photons

generated far apart in the time domain.

There are two obvious culprits for the optical linewidth, charge noise and spin noise.

Charge noise arises from fluctuations in the electrical environment of the quantum dot

and results in a fluctuating electric field. Spin noise arises from fluctuations in the

nuclear spin ensemble and results in a fluctuating magnetic field (the Overhauser field).

A diagnostic tool is to add a single electron to the quantum dot. The optical response

to charge noise is largely unchanged – the Stark shifts of the neutral exciton X0 and

the charged exciton X1− are similar16 – but the response to spin noise is different17.

The un-paired electron spin in the X1− ground-state splits via the Zeeman effect in the

Overhauser field, Fig. 5.1. Conversely, the X0 state is already split at zero magnetic

field B = 0 by electron-hole exchange (the “fine structure”9, Fig. 5.1) such that the

X0 is “shielded” from the nuclear noise by the hole: it is much less sensitive to spin

noise than the X1−. In most laser spectroscopy experiments, the linewidths Γ for X0

and X1− are very similar13,14 leading naturally to the conclusion that charge noise is

responsible for the optical linewidth. We question this conclusion here. In fact, we
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Fig. 5.1. (a) Energy levels of quantum dot neutral exciton X0 at zero magnetic field, B = 0, showing

fine structure splitting ∆. (b) Energy levels of charged exciton X1− in an Overhauser field BN . (c), (e)

X0, X1− energy levels versus BN with ∆ = 11.5 µeV and electron g-factor g = −0.5. (d), (f) X0, X1−

resonance fluorescence spectra at 4.2 K, B = 0.0 mT with 100 ms integration time per point. The solid

lines are Lorentzian fits to the data. The linewidths are ΓX
0

= 1.29 µeV, ΓX
1−

= 1.49 µeV; the Rabi

energies Ω/Γ0 = 0.5 (X0), 0.4 (X1−); and transform limits ΓX
0

0 = 0.92± 0.10 µeV, ΓX
1−

0 = 0.75± 0.10

µeV.

present compelling evidence that the similar X0 and X1− linewidths are coincidental.

We show instead that spin noise is responsible for the optical linewidths. For the neutral

exciton, the nuclear spin noise increases massively with resonant laser excitation whereas

for the charged exciton, laser excitation suppresses the nuclear spin noise. This nuclear

spin noise suppression is effective even without an applied magnetic field. This new

understanding allow us to demonstrate close-to-transform limited optical linewidths,

Γ = Γ0, even when measured on second time-scales.

The key physics which emerges is that the single quantum dot optical linewidths

are determined in the best case (low T on high quality material with weak resonant

excitation) by nuclear spin noise. It is known that the quantum dot nuclear spins

dominate electron spin dephasing18–22. Nuclear spins therefore play a central role in

dephasing qubits in quantum dots.

5.2 Methods

The quantum dots are self-assembled using InGaAs in high purity GaAs and are em-

bedded between a back contact and a surface gate (see Appendix C))14,17. The voltage

Vg applied to the gate determines the electron occupation via Coulomb blockade23.
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We drive the optical resonance of a single quantum dot at low temperature, 4 K, with

a linearly-polarized, 1 MHz linewidth, continuous wave laser, detecting the resonance

fluorescence (RF) with a single photon detector17,24. The linewidth is determined by

sweeping the laser frequency through the resonance, integrating the counts, typically

100 ms per point. The quantum dot noise is investigated by tuning the laser frequency

to the RF maximum, and determining a noise power spectrum NQD(f) with a Fourier

transform of the time trace17. From the known relationships between RF signal, Rabi

coupling Ω, electric field F and the Overhauser field BN , we can deduce the variances

Frms and BN,rms from the RF noise spectrum (see Appendix C)17. In a two-laser exper-

iment, a “pump” laser with a relatively high Rabi coupling Ω2 has a constant detuning

δ2; a “probe” laser with smaller Rabi coupling Ω1 is tuned (detuning δ1) through the

quantum dot resonance to measure a linewidth. Ω1 is modulated at 150 Hz; the RF

signal is converted into an analogue signal and a lock-in amplifier measures the signal

at the modulation frequency.

5.3 Results and Discussion

RF spectra on the neutral, X0, and charged, X1−, exciton transitions are shown in Fig.

5.1 at Ω/Γ0 = 0.5 (X0), 0.4 (X1−). The linewidths are almost the same, and are a

factor of 1.4 (X0), 2.0 (X1−) larger than the transform limit (ΓX
0

0 = 0.92 ± 0.10 µeV,

ΓX
1−

0 = 0.75± 0.10 µeV). The increase above the transform-limit, Γ− Γ0, represents a

sum over all noise sources from the measurement frequency, about 1 Hz, to Γ0, about

1 GHz. Our strategy to determine the pertinent noise process, charge or spin, is to

identify the contributions of charge noise and spin noise in NQD(f) separately.

Noise spectra for X1− and X0 are shown in Fig. 5.2. In both cases, there is a roll-off

feature in the noise at low frequencies (linewidth ∼ 30 Hz) arising from charge noise

and a second roll-off feature at higher frequencies (linewidth ∼ 200 kHz (X0), 10 kHz

(X1−) ) arising from spin noise. (The key evidence is the change in NQD on X1− on

switching from δ = 0 to δ = Γ/2 which increases/decreases the sensitivity to charge/spin

noise17.) The two components can be integrated separately: the f -sum over the charge

noise gives a contribution to Γ of < 0.05 µeV for both X0 and X1− (see Appendix C),

a negligible value. The electrical noise in the device is so low that the contribution to

the optical linewidth is irrelevant despite the large Stark shifts.

If exciton dephasing from charge noise is irrelevant then spin noise must be important.

This is surprising as X0 and X1− respond in quite different ways to an Overhauser field

– X1− has a first order response, X0 only a second order response, Fig. 5.1 – yet

62



10
-7

10
-6

10
-5

10
-4

 N
Q

D
 (

1
/H

z
)

X
1-

 

 

10
0

10
1

10
2

10
3

10
4

10
5

10
-7

10
-6

10
-5

10
-4

X
0

 Frequency (Hz)

 N
Q

D
 (

1
/H

z
)

X
1-  

 

X
0

(b) 

(a) 

Spin noise 

Charge noise 

Fig. 5.2. (a) Power spectrum of quantum dot noise, NQD(f), as determined from a time trace of the
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resonance fluorescence. Data on quantum dot from Fig. 1 recorded at B = 0.0 mT and 4.2 K.

ΓX
0 ' ΓX

1−
. The noise spectra enable us to resolve this conundrum. In the bandwidth

where spin noise dominates, f > 1 kHz, NQD(f) on X1− is only slightly larger than

NQD(f) on X0 despite the huge difference in sensitivity to BN , Fig. 5.2. A quantitative

analysis (see Appendix C) shows that BX0

N,rms = 210 ± 20 mT yet BX1−
N,rms = 9 ± 3

mT. Concomitant with the different BN,rms values are the associated BN -correlation

times, much shorter for X0 (5 µs) than for X1− (100 µs). Without optical excitation,

BN,rms ∼ 20 mT25, and arises from incomplete cancellation of the hyperfine interaction

in the mesoscopic-like nuclear spin ensemble of N ∼ 105 nuclei18,19. A clear result

emerges: the noise in the nuclear spin ensemble is massively increased over its “dark”

value when X0 is driven resonantly. X0 has a much larger BN,rms than X1− yet the

broadening of X0 is much less sensitive to BN,rms than X1−: the two features conspire

to give similar optical linewidths.

The Ω-dependence of NQD(f) is highly revealing, Fig. 5.3. As Ω increases, the X0

spin noise increases, Fig. 5.3(a). BX0

N,rms increases roughly linearly with Ω reaching at

the highest couplings extremely high values, 300 mT, Fig. 5.3(b). In complete contrast,

the X1− spin noise decreases as Ω increases, Fig. 5.3(c), equivalently BX1−
N,rms. Reso-

nant laser excitation increases the nuclear spin noise on an empty quantum dot, yet
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Fig. 5.3. ((a) NQD(f) on X0 for a series of Rabi couplings Ω at B = 10.0 mT. The experimental data for
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X1− for a series of Rabi couplings Ω (taken at B = 10.0 mT to enhance the sensitivity to spin noise17).

(b),(d) BN,rms versus Ω for X0, X1−. All data on same quantum dot as Fig.s 1 and 2.

decreases the nuclear spin noise when the same quantum dot is occupied with a single

electron. (BX0

N,rms is determined by a Monte Carlo simulation of NQD(f) of an ensemble

of fluctuating nuclei – this is robust as X0 is sensitive only to the vertical component of

BN (see Appendix C). X1− responds to all three components of BN , a more complex

problem, and instead BX1−
N,rms is determined with lower systematic error from the 2-laser

experiment.)

We address whether the spin noise reduction in the case of X1− is sufficient to achieve

transform-limited optical linewidths. The Ω-dependence of ΓX
1−

can be described ex-

tremely well with the two-level result including an inhomogeneous broadening γ, Fig.

5.4(b) (see Appendix C). At low Ω, Γ is determined by Γ0 and γ; at higher Ω, Γ increases

(“power broadening”) and γ becomes irrelevant. The solid line in Fig. 5.4(b) therefore

represents the ideal limit (Γ versus Ω with γ = 0). A linewidth measurement is complex

in the sense that the spin noise is a function of both Rabi energy and detuning. To

simplify matters, we performed the experiment with two lasers. The concept is that the

stronger, constant frequency pump laser (Ω2, δ2) determines the nuclear spin noise, and

the weaker probe laser (Ω1, δ1) measures the optical linewidth. Fig. 5.4(a) shows ΓX
1−

measured by sweeping δ1 versus δ2 for Ω1 = 0.23,Ω2 = 0.80 µeV. For large δ2, the pump

laser has no effect on Γ; power broadening is irrelevant and Γ is far from the transform

limit. For small δ2 however, Γ decreases, despite the power broadening induced by Ω2.

Taking into account power broadening, Γ reduces to the ideal limit. Fig. 5.4(b) shows

the results as Ω2 increases: for Ω/Γ0 > 0.75, ideal linewidths are achieved.

The spin noise reduction on driving X1− with the pump laser is accompanied by

a profound change in the probe spectrum: the optical resonance now splits into two
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Fig. 5.4. Results of the two-laser experiment (B = 0.0 mT, T = 4.2 K) on X1−. (a) optical linewidth

measured with the probe laser (Ω1 = 0.23 µeV) versus detuning of the pump laser δ2 for Ω2 = 0.80

µeV. The dashed lines show the ideal case (zero inhomogeneous broadening) in two limits, Ω = Ω1 and

Ω = Ω1 + Ω2, appropriate for large δ2 and δ2 = 0.0 µeV, respectively, the difference arising from power

broadening. (b) Optical linewidth in one-laser experiment (black points) versus Ω with fit to 2-level

model (γ = 1.35 µeV, black curve). The optical linewidth in two-laser experiment (Ω1 = 0.23 µeV,

δ2 = 0) versus Ω2 (red points). (c) Probe spectrum with Ω1 = 0.23 µeV, Ω2 = 0.80 µeV and δ2 = 0.0

µeV (points) with a two Lorentzian fit (solid line, energy separation 1.6 µeV, linewidths 0.8 ± 0.3,

1.2± 0.3 µeV). (e) Splitting from (d) versus Ω2.

resonances, Fig. 5.4(c). The splitting reflects a static electron Zeeman splitting in the

single electron ground-state, BN = 58 mT in Fig. 5.4(c), with BN increasing with Ω2,

Fig. 5.4(d). Equivalently, even without an applied magnetic field26, a nuclear spin

polarization is created by the optical coupling. This demonstrates that the laser locks

the nuclear spins into an eigenstate of the ΣIz operator.

The mechanisms underpinning the increase (X0) and decrease (X1−) in charge noise

on resonant excitation are unknown. We speculate that in the case of X1−, the laser

scattering with the narrow band laser constitutes a projective measurement of the nu-

clear spin ensemble, and that an analogy may be drawn to the quantum Zeno effect27.

In the case of X0, the excited states are antisymmetric (“red”) and symmetric (“blue”)

combinations of the two bright states (Jz = ±1) and are therefore not eigenstates of the

spin operator Sz which we speculate leads to a quantum anti-Zeno effect in the nuclear

spin ensemble.

It is surprising that the nuclear spins and not charge noise dominate the optical
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linewdiths of both quantum dot excitons in this regime (low temperature, high quality

material, resonant excitation) as the hyperfine interaction is weak, the Stark effect

strong28,29. We mention other evidence which supports this result. First, there are

strong hints that the “blue” X0 has a smaller linewidth than the “red” X0 (see Appendix

C). This is impossible to explain with a charge noise model: both excitons experience

exactly the same electrical fluctuations and have equal Stark coefficients (see Appendix

C) resulting in identical charge noise, Fig. 5.2(b). The spin noise is however higher

for the red X0, Fig. 5.2(b), consistent with the larger linewidth. Secondly, both the

Stark coefficient and the optical linewidth vary from quantum dot to quantum dot

yet there is no correlation between the two (see Appendix C), pointing also to the

unimportance of charge noise in the optical linewidth. Thirdly, several groups have

reported similar linewidths on samples from different sources13–15,20 yet charge noise can

be highly variable from one sample to the next. This hints at a common, fundamental

noise source, identified here as the nuclear spins. Finally, single photons generated

not by spontaneous emission but by coherent Rayleigh scattering from the X0 in the

limit Ω � Γ0 are faithful replicas of the laser field4–6. In the light of the experiments

presented here, it becomes clearer why: charge noise is too small and too slow to dephase

X0 significantly; X0 nuclear spin noise at very low Ω is close to the Ω = 0 limit; the fine

structure protects the X0 from the residual nuclear spin noise.

5.4 Conclusion

In conclusion, we demonstrate the dominant role of nuclear spin noise and not charge

noise in inducing slow dephasing of quantum dot excitons. Resonant laser excitation

increases the nuclear spin noise for an empty quantum dot yet decreases nuclear spin

noise for a quantum dot occupied with a single electron. With laser-cooled nuclei,

transform-limited optical linewidths are demonstrated even when the linewidths are

measured very slowly. It is therefore possible to generate truly indistinguishable photons

from the same solid-state emitter even when the photons are created at widely different

moments in time.
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Chapter 6

Conclusions and Outlook

In this thesis the resonance fluorescence from single semiconductor quantum dots is

used to investigate noise in a semiconductor quantum device. The two main sources of

noise, charge noise and spin noise, are identified and explored quantitatively. Strategies

to circumvent the deleterious effects of the noise are implemented and the quantum

performance of the devices is improved.

Resonance fluorescence is introduced as a novel technique of coherent laser spec-

troscopy of single semiconductor quantum dots. A polarization-based dark-field mi-

croscope is developed with excellent figures of merit, state-of-the art, or better: the

excitation laser is suppressed in the detection beam path by up to 8 orders of mag-

nitude; even with a modest light collection efficiency, resonance fluorescence can be

measured with a signal-to-background ratio exceeding 104 : 1. However, most impres-

sive is the microscope’s stability. It can be operated for many days in a set-and-forget

mode. The resonance fluorescence displaces the differential transmission detection in

the field of coherent laser spectroscopy for practical reasons. The signal-to-background

ratio of resonance fluorescence exceeds by far the one of transmission measurements

even without lock-in detection for noise rejection. Furthermore, the resonance fluores-

cence provides direct access to the single photons scattered or emitted by a quantum

dot. The microscope can be developed further in some simple ways. For instance,

it may be valuable to include a way of rotating the microscope basis relative to the

crystal axes or even to operate the microscope with σ+/σ− polarizations. Whereas the

microscope’s achromaticity is improvable, the laser suppression is more than sufficient.

The next step is to increase the light collection efficiency that is limited by the high

refractive index of the sample. Candidate structures are resonant micro-cavities, pho-

tonic nanowires or ultra-high index solid immersion lenses. The challenge is to increase

the light collection efficiency without increasing charge noise due to the presence of

close-by free surfaces. Towards an ultra-bright source of single photons the resonance
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fluorescence provides a tool to investigate how the sample structure affects charge noise.

In chapter 2 local charge fluctuations in a semiconductor are probed with high res-

olution laser spectroscopy on a nearby single quantum dot. A self-assembled quantum

dot is extremely sensitive to the local electrical field via the Stark effect. Single charge

fluctuations in the occupation of a small number of defects located within ∼ 100 nm

of the quantum dot are observed. An additional non-resonant excitation allows the

occupation of these close-by defects to be controlled. Remarkably, for heterostructures

with 30 nm capping layer thickness the quantum dot resonance evolves with a series

of steps in energy as the non-resonant excitation power increases. The steps reflect a

change of just one hole in occupation of the localization centres close to the quantum

dot. The number of steps and their energy separation is highly quantum dot dependent

reflecting the quantum dot’s local environment. Monte Carlo simulations enable the

main source of charge noise to be identified and quantitatively analysed: holes fluctu-

ating at localization centres at the capping layer/blocking barrier interface. The radial

distance of the defects from the quantum dot is determined with ±5 nm resolution.

Once the defects are fully occupied at high non-resonant excitation power, there is a

strong suppression of the charge noise. This understanding is tested in an improved

heterostructure in which the fluctuators are positioned further away from the quantum

dot. The capping layer thickness is increased from 30 nm to 150 nm. As predicted by the

model, this change reduces significantly the quantum dot optical linewidth. The aver-

age linewidth for quantum dots with increased capping layer is 1.60µeV with standard

deviation 0.22µeV, yet a factor of 2 above the transform limit. A large capping layer in

a field-effect heterostructure is therefore an important step in reducing charge noise as

it positions the fluctuating charges far enough from the quantum dots for their influence

to be minimized. Eliminating these fluctuating holes completely may be challenging as

they arise from a p-type background doping during the growth process, underlining the

need of ultra-pure quality material.

There are two sources of noise inherent to a semiconductor, charge noise and spin

noise. The origin of charge noise is identified and quantitatively analysed in chapter

2. The frequency dependence and the origin of charge noise and spin noise are re-

vealed in chapter 3. Noise is investigated in an ultra-pure semiconductor device using

a minimally-invasive, ultra-sensitive, local probe: resonance fluorescence from a single

quantum dot. Noise spectra with 6 decades of resolution in the noise power over 6

decades of frequency, from 0.1 Hz to 100 kHz, are presented. Significantly, charge noise
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is distinguished from spin noise. Charge noise gives large noise powers but only at low

frequencies; spin noise gives weaker noise powers but over a much larger bandwidth. Re-

markably, the full spectrum of the fluctuating nuclear spin ensemble is revealed. Noise

spectra for both electric and magnetic fields are derived. The integrated charge noise

is very small and implies a linewidth broadening of < 0.05µeV. The rms noise in the

Overhauser field measured on X0 amounts to BN,rms = 193 mT; BN,rms measured on

X1− is smaller, 9 mT. For X0, continuous resonant excitation agitates the nuclear spins.

The BN,rms values enable the observed linewidths to be reproduced, thus, spin noise

and not charge noise is the dominant exciton dephasing process. The X1− correlation

time, a few tens of µs, identify the process responsible for the spin noise as the nuclear

spin dipole-dipole interaction. The noise falls rapidly with increasing frequency such

that transform-limited quantum dot optical linewidths are demonstrated by operating

the device above 50 kHz. Furthermore, the negative effect of non-resonant excitation is

demonstrated: non-resonant excitation introduces charge noise to the device.

This technique is potentially capable of mapping the noise from sub-Hz frequencies

up to the GHz regime where spin noise corresponding to electron spin precession in BN

may be revealed. The high frequency limit is limited only by the photon flux which

can be increased relatively simply using either a micro-cavity, a photonic nanowire or a

high refractive index solid immersion lens to enhance the photon extraction efficiency

from the device. The charge noise is measured here in a simple device and represents

a baseline for the local charge noise in an ultra-pure semiconductor. The noise probe

can be applied to micro- or nano-structured devices. The technique opens a new route

to probing spin noise. Its dependence on external magnetic field, charge state of the

quantum dot, laser excitation etc. can all be probed simply by recording time traces of

the RF. The experiment demonstrates that the dephasing processes which limit the T ∗2
of the quantum dot exciton are all slow with respect to radiative recombination. This

result points to the possibilities of achieving close to dephasing-free qubit operations by

working at very high frequencies or at lower frequencies by exploiting echo-like schemes.

Charge noise and spin noise cause the quantum dot emission wavelength to fluctu-

ate. This problem is solved in chapter 4 with a dynamic feedback technique that locks

the quantum dot emission frequency to a reference in order to produce a stream of

frequency-stabilized single photons via resonance fluorescence. The noise in the device

is reduced up to a frequency of ∼ 100 Hz. Thus, the scheme represents a way to reduce

the local charge noise in a semiconductor. Now that the basic principle is established,

there are options for improving the feedback scheme. First, the remaining jitter in the
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quantum dot resonance position can be reduced by reducing the noise in the transmis-

sion detection. Presently, the performance is far from the limit defined by the shot

noise in the detector current. With lower noise, the feedback bandwidth can also be

increased. The tantalizing prospect is to create transform-limited linewidths routinely

with high bandwidth feedback. A bandwidth of about 50 kHz is required. Secondly, the

modulation required here to generate the error signal could be eliminated in a number

of ways. For instance, a dispersive lineshape can arise naturally in reflectivity via weak

coupling to a cavity; or the Faraday effect in a small magnetic field could be used.

There are two obvious culprits for the quantum dot optical linewidth, charge noise and

spin noise. Even with high quality material at low temperature, the optical linewidths

are a factor of two larger than the transform limit. It is demonstrated in chapter 5 that

the inhomogeneous contribution to the linewidth is caused by spin noise. The charge

noise is so low that the contribution to the linewidth is irrelevant. Resonant laser

excitation increases the nuclear spin noise for the neutral exciton yet decreases nuclear

spin noise for the charged exciton. With laser-cooled nuclei, transform-limited optical

linewidths are demonstrated even when the linewidths are measured very slowly. It is

therefore possible to generate truly indistinguishable photons from the same solid-state

emitter even when the photons are created at widely different moments in time.
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Appendix A

Supplementary information to chapter 2

“Charge fluctuations in a semiconductor”

In chapter 2 “Charge fluctuations nearby a quantum dot”, a single quantum dot is

used as a nano-sensor of its own local electrical environment. The understanding of the

local electrical fluctuations has led to a new sample design where close-to-transform-

limited linewidths are routinely achieved. These conclusions rely on experimental re-

sults which we model with Monte Carlo simulations. The details of the simulation are

explained in this supplementary information. We explain how the input parameters

are determined and how the results depend on the defect density, defect position and

occupation probability.



A.1 Monte Carlo simulation of the charge fluctuations:

calculation

A.1.1 Stark shift

The interpretation of the experiments relies on the dc Stark effect of the single negatively

charged exciton, X1−. The dependence of the X1− emission energy as a function of an

external electric field F0 is given by1:

E
(1)
X1− = E0 + Σi=x,y,z(−piF0,i + βiF

2
0,i) (A.1)

where pi, βi and F0,i are the permanent dipole moment, the polarizability and the bare

electric field in direction i, respectively. The emission energy with an additional electric

field Fh is similarly given by:

E
(2)
X1− = E0 + Σi=x,y,z(−pi(F0,i + Fh,i) + βi(F0,i + Fh,i)

2). (A.2)

The energy shift ∆E induced by the additional electric field Fh is then given by:

∆E = E
(2)
X1− − E

(1)
X1− = Σi=x,y,z(−piFh,i + βiFh,i(Fh,i + 2F0,i)). (A.3)

A.1.2 Electric field created by a single hole

We consider a single positive charge located at distance dcap from the QD in the growth

direction (z), at lateral coordinate r = (x, y) = (r, θ) with the dot at r = 0, Fig. A.1.

The back contact is treated as a metallic layer, implying the creation of a negative

image charge. The resulting potential is then given by:

Vh(x, y, z) =
e

4πε0εr

[
1√

(δ − z)2 + x2 + y2
− 1√

(δ + z)2 + x2 + y2

]
. (A.4)

The electric field created by this single charge is deduced from Fh = −∇Vh:

Fh,x(x, y, z) =
ex

4πε0εr

[
1

((δ − z)2 + x2 + y2)
3
2

− 1

((δ + z)2 + x2 + y2)
3
2

]
,

Fh,y(x, y, z) =
ey

4πε0εr

[
1

((δ − z)2 + x2 + y2)
3
2

− 1

((δ + z)2 + x2 + y2)
3
2

]
,

Fh,z(x, y, z) =
−e

4πε0εr

[
δ − z

((δ − z)2 + x2 + y2)
3
2

+
δ + z

((δ + z)2 + x2 + y2)
3
2

]
. (A.5)
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Fig. A.1. (a) Sample layer structure. The active layer consists of a layer of quantum dots, a GaAs tunnel

barrier below the QDs and a GaAs capping layer above. An AlAs/GaAs short period superlattice (SPS)

is grown on top of the capping layer. The Schottky gate is a semi-transparent metal layer deposited on

the sample surface. Ohmic contacts are prepared to the back contact. (b) Zoom-in of the active region

in (a). A QD is separated from the capping layer/SPS interface by distance dcap and from the back

contact by distance dtun. A single hole is shown at the capping layer/SPS interface at z = δ, creating

a negative image charge at z = −δ.

The electric field at the location of the QD is given by Eq. A.5 with z = dtun.

A.1.3 Stark shift parameters in the growth direction

In the growth direction, the dipole moment and polarizability, pz and βz, are determined

by fitting the voltage dependence of the X1− photoluminescence (PL) emission spec-

trum1. The non-resonant laser in PL experiments creates stored holes at the capping

layer/short period superlattice (SPS) interface, a space charge, shifting the charging

plateau in gate voltage. In this case, F0,z is given by:

F0,z =
V0 − Vg

D
+ ∆FNR (A.6)

where Vg, V0 and D are the applied gate voltage, the Schottky barrier of the gate,

and the back contact to surface distance, respectively. ∆FNR is the additional electric

field arising from the space charge. ∆FNR is determined by insisting that the local

absorption shift measured with resonant laser spectroscopy, 765µeV/V for the QD of

sample A (see chapter 2), is reproduced. For this particular QD, the fixed parameters
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are D = 175 nm, Vg = −0.05 V and V0 = 0.62 V. From the fit, we obtain:

pz = −0.231 nm

βz = −0.386 µeV/(kV/cm)2

∆FNR = 9.0 kV/cm. (A.7)

A.1.4 Stark shift parameters in the QD plane

The in-plane permanent dipole moments px and py are assumed to be zero2. Assuming

a harmonic confining potential, the polarizability in the QD plane is given by3:

βx = βy = −e2mel
4
e +mhl

4
h

2h̄2 (A.8)

where me = 0.07 mo and mh = 0.25 mo are the electron and hole in-plane effective

masses, and le and lh are the lateral extents of the electron and hole wave functions,

respectively1. The parameters le and lh can be determined from the PL charging

diagram3; specifically, from the extent of the neutral exciton charging plateau ∆V (X0)

and from the PL energy difference between X1− and X0, ∆EPL(X1− −X0)4. le can be

expressed as a function of the electron-electron interaction energy in the ground state

Ess
ee:

le =
e2

4πε0εr

√
π

2

1

Ess
ee

, (A.9)

with3:

Ess
ee =

∆V (X0)

λ
− 2Ej (A.10)

where λ is the sample lever arm and Ej the Coulomb energy of an electron in the QD

with its image charge in the back contact (Ej = 1.1 meV for dtun = 25 nm). Once le is

known, lh can be determined from the electron-hole Coulomb energy:

Ess
eh =

e2√π
4πε0εr

1√
l2e + l2h

= Ess
ee −∆EPL(X1− −X0). (A.11)

This gives le = 4.24 nm and lh = 2.45 nm for the QD from sample A in chapter 2,

leading to βx = βy = −2.06 µeV/(kV/cm)2. Finally, as the applied electric field is in

the growth direction, we take F0,x = F0,y = 0.
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Fig. A.2. (a) ∆Ez and (b) ∆Ex as a function of the in-plane defect distance from the QD, calculated

using the parameters from sections A.1.3 and A.1.4. (b) Ratio |∆Ex/∆Ez| as a function of the in-plane

defect distance from the QD. The in-plane Stark shift is always more than one order of magnitude

smaller than the Stark shift in the growth direction. The largest ratio is |∆Ex/∆Ez| ≈ 4%.

A.1.5 Stark shifts: growth direction versus in-plane fields

With the parameters obtained above for the QD in sample A, we compare the contribu-

tions of electric fields and Stark shifts generated in the growth and in-plane directions

for dcap = 30 nm and dtun = 25 nm. As a typical case, we consider a single hole trapped

at the capping layer/SPS interface with in-plane coordinates (x, y) = (10, 0) nm. We

obtain:

Fz = −1.29 kV/cm

Fx = −0.35 kV/cm

Fy = 0

∆Ez = 16.7 µeV

∆Ex = −0.26 µeV

∆Ey = 0. (A.12)

We observe that the effect of the in-plane component is two orders of magnitude smaller

than that in the growth direction. We generalize this comparison in Fig. A.2 where ∆Ez,

∆Ex and the ratio |∆Ex/∆Ez| are plotted as a function of the in-plane defect location,

showing that for all x, |∆Ex| � |∆Ez|.
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A.1.6 The Monte Carlo population of the defects with holes

An array of defects is considered at the capping layer/SPS interface. The defects are

populated randomly in a Monte Carlo simulation. Defect i is populated with a weighted

probability αip, where p is the control parameter of the simulations, 0 ≤ p ≤ 1. αip rises

with p until it reaches 100%; at larger values of p, the probability is clamped to 100%.

The α-parameter can change from defect to defect and represents, at a particular p, the

relative probability of occupying a particular localization centre. Its value is αi ≥ 1 for

all i to ensure that all the defects are populated at p = 1.

A defect array is defined, specifying for each defect the location (xi, yi) and the

weighting factor αi. A value of p is then chosen. Each defect is “tested” with respect

to a random number g, 0 ≤ g ≤ 1. If αip > g, defect i is populated with one hole. If

αip ≤ g, defect i is not populated. This process is repeated for each defect, generating

a new random number g for each defect. In this way, a distribution of localized charges

at the capping layer/SPS interface is created. The electric field at the location of the

quantum dot arising from the localized holes is calculated by adding up the electric

field from each localized charge (repeated use of Eq. A.5). The Stark shift of the optical

transition is then calculated with Eq. A.3. These successive steps consider one and

only one particular charge distribution at the interface. In order to reproduce the

experiments, we run this procedure N times. From one run to the next, the spatial

distribution of the defects remains the same, as does the control variable p, but otherwise

the runs are not correlated with each other. The final optical spectrum is a sum over

N runs. The entire process is then repeated as a function of p.

A.1.7 Spatial modulation of the probability of occupation

In order to include the Gaussian beam profile of the non-resonant excitation, the weight-

ing factors αi are multiplied by a normalized Gaussian function, the Gaussian a function

of ri, centred on the QD, with a full width at half maximum (FWHM) ΓL.

A.1.8 Exciton inhomogeneous broadening

The exciton spectrum is broadened, in general with homogeneous and inhomogeneous

components. Each discrete energy shift obtained in the simulation is replaced with

a normalized Lorentzian with full-width-at-half-maximum Γ. For sample A, we take

Γ = 2.5 µeV, an inhomogeneous broadening. For samples B and C, we take Γ = 0.8 µeV

corresponding to homogeneous broadening, equivalently the radiative lifetime-limited

linewidth, the so called “transform limit”.
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A.2 Monte Carlo simulation of the charge fluctuations: results

A.2.1 The defect array

We present initially simulation results obtained with dtun = 25 nm, dcap = 30 nm,

corresponding to samples A and B, using a full 2D array of randomly placed defects

with density N2D. Fig. A.3 shows example simulation results, energy shift versus p, from

a set of 500 runs using the Stark shift parameters for the QD in sample A and with

N2D = 1× 1010 cm−2. We find that, first, a large percentage of the simulations show a

monotonous Stark shift as a function of p without any steps (56.8 %; 284 occurrences in

the 500 Monte Carlo simulations). Two typical examples are shown in Fig. A.3(a),(b).

Some other simulations exhibit clearly-resolved steps of the Stark shift, Fig. A.3(c),(d).

In this simulation set, only 1 of the 500 runs exhibits 5 steps, a probability of ∼ 0.2 %.

The probability of 4 steps is ∼ 0.4 %; the probability of 3 steps ∼ 4.2 %. The probability

of steps occurring is even smaller for a lower value of N2D. At higher values of N2D,

steps are more likely, but the transition from one step to the other becomes progressively

more blurred such that above 6 × 1010 cm−2, no well defined steps can be made out.

Another significant point is that when steps are observed, for instance Fig. A.3(c),(d),

the absorption energy within each “plateau” has a strong dependence on p, shifting

monotonically to the blue.
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Fig. A.3. (a)-(d) Example simulations obtained with a 2D random distribution of defects with N2D =

1010 cm−2 over a surface of 1.0µm2. The parameters are the ones obtained for the QD in sample A in

section A.1 with N = 2, 500 and ΓL = 1.0µm. The colour scale goes from 2 (blue) to 60 (red). More

than 50% of the simulated contour plots are similar to (a) and (b); some show steps, (c) and (d).

These results are now compared with the experiments. All 8 quantum dots measured

with dcap = 30 nm exhibit steps of the absorption versus non-resonant laser power

(P ). Example data are shown in Fig. 2.2(a) (sample A), and Fig. A.4(a) (sample

B). All dots have at least 3 steps. One dot shows 6 steps with a total Stark shift of

∼ 300µeV, a situation we have not encountered even in several thousand simulations

using a homogeneous N2D. The conclusion is that there are localization centres located
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directly above the quantum dot which are highly unlikely to arise by a process which is

completely random as a function of (x, y). Instead, the quantum dot induces localization

centres at the capping layer/SPS interface for dcap = 30 nm, typically two to four,

the “above-dot-defects”. Occupation of these defects leads to the pronounced steps

in the Stark shift versus P experimental results, equivalently the Stark shift versus p

simulations.

For the QD in sample A, the P -dependence of each Stark shift “plateau” is small,

Fig. 2.3(a). As explained above, this signifies that N2D is small. In fact, N2D is

too small for us to resolve and we take N2D = 0 in the simulations, Fig. 2.3(b) and

Fig. A.4(b). However, QDs in sample B behave differently, Fig. A.4(a). In this case,

the plateau steps show a blue shift, particularly when the defects directly above the

quantum dot (4 in this case), are occupied (by 3−4 holes in this case). In addition, each

absorption line in the experiment changes from run to run, the origin of the noise in

Fig. A.4(a). Neither the blue shifts nor the noise can be reproduced in the simulations

with N2D = 0 as shown in Fig. A.4(b). Instead, N2D 6= 0. For a given occupation of the

defects directly above the dot, as p increases, the number of stored holes at the capping

layer/SPS interface increases, inducing the blue shifts of the plateau. Also, for fixed p,

changes in the charge distribution of the holes leads to small energy shifts even when

the number of holes in the above-dot-defects remains constant, leading to the noise.

For a quantum dot in sample B, we fix the positions of the above-dot-defects using the

procedure outlined below, we define a random 2D array for r ≥ 80 nm, and then vary
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Fig. A.4. (a) Contour plot of the QD resonance fluorescence signal from sample B as a function of the

non-resonant excitation power. The colour scale goes from 27 counts (blue) to 700 counts (red). (b),(c)

Simulated signal as a function of the probability of occupation, plotted with the same scale dynamic

as (a), i.e. 0.15 (blue) to 4 (red). (b) N2D = 0; (c) N2D = 1.0 × 1010 cm−2. An area of 3 × 3µm2

is considered; ΓL = 10.0µm, N = 60 and Γ = 0.8µeV. From the PL characterization, Vg = −0.7 V,

V0 = 0.62 V, D = 322 nm, pz = 0.142 nm, βz = −0.104µeV/(kV/cm)2, ∆FNR = 13 kV/cm, le = 5.02 nm

and lh = 2.88 nm. In addition to N2D, 4 defects were placed by hand to reproduce the energy steps,

with in-plane positions ri = (28, 45, 45, 26) nm and α = (4.0, 1.7, 1.0, 4.0).
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N2D to find the best fit to the experimental data: N2D = 1 × 1010 cm−2 gives good

agreement with the experimental results, Fig. A.4(c).

A.2.2 Positions of above-dot-defects

We illustrate how the simulation allows us to deduce the position of the above-dot-

defects, concentrating on the results from sample A, Fig. 2.2(a). (Fig. A.4 shows the

result of the same procedure on a dot from sample B.) Fig. A.5 shows different contour

plots obtained by changing the properties of the above-dot-defects, illustrating the

procedure for reaching the best fit for the QD of sample A, Fig. 2.2(b). The number of

steps, 4 in this case, determines the total number of holes which can be stored in the

above-dot-defects. In Fig. A.5(a), 4 defects are placed at the same location, all with the

same weight α = 1, laterally displaced from the quantum dot in order to reproduce the

total Stark shift in the experiment. Four steps and 5 transitions are simulated, as in the

experiment. The “size” of the steps decreases slightly with increasing hole number – the

in-plane Stark shift increases in magnitude and subtracts from the vertical Stark shift

– but this does not match the experimental result, Fig. 2.2. In Fig. A.5(b), the defects

are now placed one in each quadrant around the QD, keeping r =
√
x2 + y2 constant.
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Fig. A.5. (a)-(d) 2D representation of the spatial distribution of defects used in the simulations (e)-(h).

The QD is symbolized by the black point in the centre of each 2D map. In (a), all the 4 defects are

located at the same place with r = 22.1 nm. In (b), r is kept constant, only θ is changed. In (c) and (d),

the spatial distribution is the one used in chapter 2. The weight α associated to each defect is specified

explicitly. The colour scale goes from 4 (blue) to 135 (red). N2D = 0. The parameters used for the

simulations are those for the QD in sample A, described in section I, with N = 2, 500 and ΓL = 1.0 µm.
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Now, the step sizes are constant – the in-plane electric fields tend to cancel – in slightly

better but still poor agreement with the experimental result. The significant different

step sizes in the experiment can be reproduced in the simulation only by changing

both the locations of the defects ri and their relative weights αi. In Fig. A.5(c), the 4

defects are located at 4 different values of r. The Stark shift versus p plot is now more

complicated. For instance, while 2 stored holes in Fig. A.5(b) give the same Stark shift

independent of the configuration, this is no longer the case in Fig. A.5(c): the 4-fold

degeneracy is lifted. Line cuts show that Fig. A.5(c) has transitions at the correct

energies but the relative transition strengths are not reproduced. This discrepancy is

remedied by changing the αi. The result of this procedure is shown in Fig. A.5(h). A

defect with relatively large r has a particularly large α: this produces a small first step.

Once this defect is always occupied, p > 0.2, occupation of the remaining 3 gives the

remaining step structure in close agreement with the experiment.

A.2.3 Spatial resolution of the defect positions

A quantitative agreement with the peak positions and relative amplitudes in the ex-

periment, Fig. 2.2, can only be achieved with a tolerance of ±5 nm in each of the ri

values. This spatial resolution is illustrated in Fig. A.6, where we move, from the ideal

distribution, the different defects within 5 nm and examine the peak positions in both

the experiments and simulations, Fig. A.6, for a particular value of P , equivalently p.

Fig. A.6(a),(g) represent the best fit to the data. Fig. A.6(b),(h) show results for a dis-

tribution where all the defects have been moved 5 nm towards the QD. The two main

peaks in the simulations are now blue shifted with respect to the experiment at this

particular p; also, the simulated Stark shift at p = 1 is also too large. Fig. A.6(c),(e)

and (i),(k) show results when only one of the defects is moved by plus or minus 5 nm.

One can see that there is always at least one energy peak which is not reproduced, as

indicated by the green arrows in Fig. A.6. Finally, Fig. A.6(f),(l) show results where 2

defects have been moved, one 5 nm towards the QD, the other 5 nm away, and in this

case the “final” peak in the simulation has a slightly too large blue shift. It is therefore

fair to claim that the random error in the ri is around ±5 nm; the systematic error is

obviously harder to judge, but the agreement in Fig. 2.2, also Fig. A.4, would suggest

that it is small.
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Fig. A.6. (a)-(f) 2D representation of the spatial distribution of the above-dot-defects used in the

corresponding simulations, (g)-(l). The relative probability αi for each defect i is stated in (a) and

remains the same for all the other configurations. (g)-(l) Line cuts from experiment (black points/lines)

at P = 0.34 nW and simulation (red lines) at p = 0.16. The parameters used in the simulations are

those obtained in section I and we take N = 2, 500 and ΓL = 1.0µm.The distribution in (a) gives the

best fit to the data and is used in chapter 2: all the simulated peaks lie within the linewidth of the

corresponding peak in the experimental data. In (b), all the defects are moved 5 nm towards the QD. In

(c), the defect with α = 5 is moved 5 nm towards the QD. In (d), the defect with α = 5 is moved 5 nm

away from the QD. In (e), the defect with x < 0 and α = 1.5 is moved 5 nm towards the QD. Finally,

in (f), the defect with x < 0 and α = 1.5 is moved 5 nm towards the QD while the defect with x > 0

and α = 1.5 is moved 5 nm away from the QD. In each case, (h)-(l), at least one of the simulated peaks

is shifted by at least a linewidth from the peak in the experiment. The particular peaks in question are

shown by the green arrows.
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Schoenfeld, W., and Petroff, P. M. Phys. Rev. B 65, 113303 (2002).

2. Gerardot, B. D., Seidl, S., Dalgarno, P. A., Warburton, R. J., Granados, D., Garcia,

J. M., Kowalik, K., Krebs, O., Karrai, K., Badolato, A., and Petroff, P. M. Appl.

Phys. Lett. 90, 041101 (2007).

3. Warburton, R. J., Miller, B. T., Dürr, C. S., Bödefeld, C., Karrai, K., Kotthaus, J. P.,

Medeiros-Ribeiro, G., Petroff, P. M., and Huant, S. Phys. Rev. B 58, 16221–16231

(1998).

4. Dalgarno, P. A., Smith, J. M., McFarlane, J., Gerardot, B. D., Karrai, K., Badolato,

A., Petroff, P. M., and Warburton, R. J. Phys. Rev. B 77, 245311 (2008).

83





Appendix B

Supplementary information to chapter 3

“Charge noise and spin noise in a

semiconductor”

In chapter 3 “Charge noise and spin noise in a semiconductor quantum device”, the

resonance fluorescence (RF) from a single quantum dot (QD) is used to investigate noise

inherent to the semiconductor: charge noise and spin noise. We distinguish between

charge noise and spin noise via a crucial difference in their optical signatures. We derive

noise spectra for both electric and magnetic fields with Monte-Carlo simulations. The

noise decreases with increasing frequency, such that, by operating the device at high

enough frequencies, we demonstrate the transform-limit for the QD optical linewidth.

Here, we explain the details of the experiments, the data processing and the modelling.



B.1 Resonance fluorescence on a single quantum dot

B.1.1 The semiconductor quantum device

The quantum device that is used to probe charge noise and spin noise in a semiconductor

is a QD sample grown by molecular beam epitaxy. The data presented in chapter 3

were measured on two QDs from different samples: QD1 from sample A and QD2 from

sample B. In addition, data are shown from QD3 from sample B and QD4 from sample

C in this supplementary information.

The self-assembled QDs are embedded in a Schottky diode1,2 as shown in Fig. B.1(a).

The layer sequence is:

1. back contact

50 nm n+-GaAs, doping level ∼ 1.7× 1018 cm−3

2. tunnelling barrier

25 nm i-GaAs

3. active layer

InGaAs QDs (diameter ∼ 20 nm, height ∼ 5 nm) with centre wavelength 950 nm.

4. capping layer

samples A and B: 150 nm i-GaAs

sample C: 434.3 nm i-GaAs

5. blocking barrier

samples A and B: 68 periods AlAs/GaAs 3 nm/1 nm

sample C: 64 periods AlAs/GaAs 3 nm/1 nm

6. cap

10 nm i-GaAs

7. Schottky gate

samples A and C: 3 nm/7 nm Ti/Au

sample B: 5 nm/10 nm Ti/Au.

Samples A and B only differ in the gate thickness, they are from the same wafer. Sample

C is from a different wafer grown under similar conditions with increased capping layer

thickness. Our previous spectroscopic experiments3 showing clear single charging events

from holes trapped at the capping layer/blocking barrier interface were carried out on

a sample from the same growth system but with 30 nm capping layer thickness.
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Fig. B.1. (a) Structure of sample A and the corresponding (b) Energy band diagram. The Fermi

energy is pinned to the conduction band edge of the back contact. The figures are to scale with respect

to length.

The background doping of as-grown GaAs is p ∼ 1013 cm−3; two-dimensional electron

gases grown under similar conditions have mobilities > 106 cm2/Vs.

The number of carriers confined to the QD can be precisely controlled by the gate

voltage Vg as illustrated in Fig. B.1(b). A change of gate voltage yields a change of the

QD’s local potential φ by

∆φ =
∆Vg
λ

(B.1)

where λ denotes the sample’s lever arm, defined as the ratio of back contact to gate

distance d and tunnel barrier thickness. For samples A and B λ = 18.3, for sample C

λ = 29.0, respectively. The exciton energy E is detuned with respect to the constant

laser frequency by exploiting the dc Stark effect,

∆E = a∆F, ∆F =
∆Vg
d

(B.2)

with Stark shift coefficient a and electric field F . The Stark shift is determined by

recording the resonance position in Vg for many laser frequencies, the laser frequency
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Stark shift a (µeVcm/V ) QD1 QD2 QD3 QD4

X0 0.0324 0.0320 0.0306 0.0377
X1− 0.0240 0.0266 0.0219 0.0296

Table B.1. Stark shift coefficient of neutral exciton and trion.

measured in each case with an ultra-precise wavemeter. The Stark shift is linear in ∆F

for the small windows of Vg used here, Fig. B.5(b). The neutral exciton X0 has a larger

Stark shift than the trion X1− and thus it is more sensitive to charge noise, Table B.1.

B.1.2 Resonance fluorescence

The quantum dot optical resonance is driven with a resonant continuous-wave laser (1

MHz linewidth) focused on to the sample surface. Reflected or scattered laser light is

rejected with a dark field technique using crossed linear polarizations for excitation and

detection (see chapter 1). The axes of linear polarization are aligned to the sample’s

crystal axes. The polarization of the neutral exciton is nearly parallel to the crystal

axes for QD1, and rotated by ∼ π/4 for QD2, QD3 and QD4. Consequently, at zero

magnetic field only the higher energy X0 transition (blue transition) of QD1 is observed

in resonance fluorescence (RF), whereas both lower (red transition) and higher energy

transitions are observed for the other QDs. The transitions to the trion states are

circularly polarized.

The laser power is chosen to lie below the point at which power broadening can

be observed, Table B.2. Resonance fluorescence is detected with a silicon avalanche

photodiode in photon counting mode. The arrival time of each photon is recorded over

the entire measurement time T .

The experiment is not shielded against the earth’s magnetic field, thus Bmin ∼ 50µT.

All the experiments were performed with the sample at 4.2 K.

noise measurement Fig. 2 (a) Fig. 2 (b) Fig. 4 (a)

exciton X1− X1− X0

Ω/Γ0 0.73 0.84 0.74
Γ0 (µeV) 0.75 0.74 0.93

Table B.2. Laser power. The Rabi frequency Ω is stated as a multiple of the transform-limit Γ0 for all

the noise measurements presented in the main article. Γ0 is given with an error of ±0.1µeV.
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B.2 Charge noise and spin noise: experiments

B.2.1 Determination of quantum dot noise spectrum

Post measurement, a binning time tbin is selected, typically 1µs. The number of counts

in each time bin is S(t), the average number of counts per bin 〈S(t)〉. The fast Fourier

transform of the normalized RF signal S(t)/〈S(t)〉 is calculated to yield a spectrum of

the noise power NRF(f), specifically

NRF(f) = |FFT [S(t)/〈S(t)〉]|2 (tbin)2/T. (B.3)

NRF(f) has the same spectrum independent of the choice of tbin and T : smaller values

of tbin allow NRF(f) to be determined to higher values of frequency f ; larger values of T

allow NRF(f) to be determined with higher resolution. The high frequency limit of our

experiment is only limited by the photon flux. The typical binning time of 1µs is not

the smallest possible. Smaller values of tbin will however increase the Fourier transform

computation time.

All Fourier transforms are normalized4 such that the integral of the noise power

Nx(f) over all positive frequencies equals the variance of the fluctuations δx,

〈(δx)2〉 =

∫ ∞
0

dfNx(f). (B.4)

To record a noise spectrum of the experiment alone, the QD is detuned by > 100

linewidths relative to the laser and one polarizer is rotated by a small angle to open

slightly the detection channel for reflected laser light, choosing the rotation so that the

detected laser light gives a count rate similar to the QD RF. A noise spectrum of the

reflected laser light (Fig. B.2(a)) is recorded using exactly the routine used to analyse

the RF, yielding Nexp(f). Nexp(f) has a 1/f2-behaviour at low frequencies arising

from intensity fluctuations in the setup. For f > 10 Hz, Nexp(f) has a completely

f -independent spectrum, Nexp ∼ 10−5 Hz−1: this is the shot noise Nshot. The noise of

the experiment is typically larger than the noise of the QD NQD(f). The shot noise is

proportional to 〈S(t)〉−1 (Fig. B.2(b)) and not to 〈S(t)〉1/2 due to the normalization of

S(t) by 〈S(t)〉 in the calculation of the spectrum. Nshot is comparable to NQD(f) at

low frequencies (f ∼ 10 Hz), and exceeds NQD(f) at higher frequencies, Fig. B.2(c).

The noise spectrum of the QD alone is then determined using

NQD(f) = NRF(f)−Nexp(f). (B.5)
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Fig. B.2. (a) Noise spectrum of the experiment. Intensity fluctuations of the laser cause a 1/f2-

behaviour of Nexp(f) at low frequencies (exponent of red fit −1.96). For f > 10 Hz the spectrum is

dominated by shot noise, thus, the spectrum is flat. The average count rate of the detected laser light

is 101 kCounts/s in this particular experiment. (b) Shot noise. Noise spectra of the experiment alone

were recorded at different laser light count rates to extract the dependence of the shot noise on the

count rate. A proportionality of the shot noise to 〈S(t)〉−1 is verified (exponent of red fit −1.03). (c)

Quantum dot noise spectrum. The noise of the experiment is typically larger than the noise of the QD.

The shot noise (red dashed line) typically equals NQD(f) at low frequencies (f ∼ 10 Hz), and exceeds

NQD(f) at higher frequencies. The RF count rate is 176 kCounts/s in this particular experiment. The

noise spectrum shown here is the one from Fig. 3.5(a) of chapter 3.

Correction of NRF(f) with Nexp(f) where NRF(f) and Nexp(f) are not measured si-

multaneously is successful on account of the high stability of the setup. Furthermore,

no spectral resonances in NQD(f) have been discovered. We present here NQD(f) after

averaging at each f over a frequency range ∆f to yield equidistant data points on a

logarithmic scale. This entire procedure enables us to discern NQD(f) down to values

of 10−8 Hz−1 for T = 2 hours.

B.2.2 Quantum dot noise

Quantum dot-to-Quantum dot dependence

Noise spectra of three different QDs from the same wafer with 150 nm capping layer

– QD1, QD2 and QD3 – are shown in Fig. B.3(a) for the neutral exciton X0 and Fig.

B.3(b) for the trion X1−, respectively. The X0 noise spectrum of QD2 is presented in

Fig. 3.5(a) of chapter 3, the X1− noise spectrum of QD2 in Fig. 3.2 of chapter 3 and

the X1− noise spectrum of QD1 in Fig.s 3.6 and 3.7 (c) of chapter 3.

For all QDs we find that charge noise is concentrated at low frequencies and that

spin noise lies at higher frequencies. For both charge noise and spin noise the quantum

dot-to-quantum dot variation of the correlation times is small.
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Fig. B.3. Noise spectra of different QDs: neutral exciton X0 (a) and trion X1− (b). Noise spectra of

three different QDs were recorded for both the X0 and X1−. The laser power of each measurement is

given by the ratio of Rabi energy Ω to radiative decay rate Γ0.

The correlation time of the nuclear spin fluctuations for the neutral exciton X0 is

5.5µs for all three QDs. Whereas for QD2 and QD3 the spin noise power is almost the

same, QD1 is less sensitive to spin noise, pointing to a smaller electron g-factor.

The general behaviour of the charge noise is the same for all QDs, but the charge noise

powers are quantum dot dependent. The neutral exciton X0 is more sensitive to charge

noise than the trion X1−, reflecting the larger Stark shift. In general, the difference in

the charge noise power is due either to the different local electrical environment the QD

senses or to a difference in sensitivity, on account of the different Stark shifts. QD3 for

instance has the smallest Stark shift of all three QDs, Table B.1, but the largest noise

power, i.e. the local electrical environment of QD3 is the noisiest one.

Magnetic field dependence

In Fig. 3.2 of chapter 3 we present noise spectra of the X1− taken with two detunings,

one with average detuning 〈δ〉 = 0, the other with average detuning half a linewidth,

〈δ〉 = Γ/2. Switching from 〈δ〉 = 0 to 〈δ〉 = Γ/2 causes the low frequency noise to

increase yet the high frequency noise to decrease. This crucial information allows us to

distinguish charge noise and spin noise. Sensitivity to charge noise is weak for 〈δ〉 = 0

yet strong for 〈δ〉 = Γ/2. Spin noise results in a complementary behaviour in the

absence of an external magnetic field, B = 0.

The identification of charge noise and spin noise can be backed up by experiments in

small external magnetic fields. In the presence of an external magnetic field, B 6= 0, the

trion resonance is split by the exciton Zeeman energy EZ . The splitting at low magnetic

fields of a few tens of mT is of the order of the linewidth. Resonance fluorescence spectra
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Fig. B.4. (a) RF spectra of the X1− in the presence of a magnetic field. The trion resonance is split

by the exciton Zeeman energy EZ , the splitting is resolved for B > 10 mT. (b) Charge noise and spin

noise in the presence of a magnetic field. The corresponding noise measurements. (c) Simulation of the

X1− spin noise sensitivity. The change in RF for an Overhauser field shift ∆δ = 0.13 Γ0, the spin noise

sensitivity, is shown for 〈δ〉 = 0 (solid line) and for 〈δ〉 = EZ/2 (dashed line). First the trion’s response

increases, it then returns to the zero field value remaining constant at higher fields. The colours are

used to indicate the same magnetic field, the stars mark the expected value of spin noise sensitivity for

the particular measurement.

taken at zero magnetic field and at low fields are shown in Fig. B.4(a). The exciton

Zeeman splitting is resolved for B > 10 mT.

In a small magnetic field we expect charge noise to stay the same yet the trion’s

response to spin noise first to increase and then to decrease again. Noise spectra of

the X1− recorded in a small magnetic field are shown in Fig. B.4(b). Charge noise is

unaffected yet spin noise is increased by an order of magnitude at B = 10 mT (measured

with 〈δ〉 = −EZ/2 with respect to the higher energy transition) and returns to the zero

field value at B = 20 mT (measured with 〈δ〉 = 0 with respect to the higher energy

transition), confirming the expectations on the trion’s response to spin noise, Fig. B.4(c).

The external magnetic field affects the nuclear spin dynamics. The higher the field

the slower the nuclear spins are. This is already observed for B as small as 20 mT,

where the spin noise is shifted to lower frequencies, Fig. B.4(b).

B.2.3 Determination of quantum dot linewidth

In Fig. 3.4 of chapter 3 the linewidth of the blue transition of the neutral exciton X0

of QD2 is discussed. In addition, we present in Fig. B.5 a discussion of the red X0 and

the X1− transition of the same QD.

To determine the quantum dot optical linewidth Γ, we apply a triangle voltage signal

to the gate with 100 mV amplitude, recording the RF signal as a function of time, Fig.
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Fig. B.5. (a) Gate voltage and RF time trace. A triangle voltage signal with 100 mV amplitude and

1 Hz frequency, corresponding to 150 Hz scan frequency, is applied to the gate. The constant laser

frequency is set in resonance with the neutral exciton X0. Due to the fine structure splitting of the

X0, ∆ = 17.3µeV for QD2, two peaks per scan are observed in the RF even at zero magnetic field.

Sweeping to more negative voltages first the lower energy resonance (red) is observed. (b) Stark shift.

To determine the Stark shift the resonance position in gate voltage is recorded as the laser frequency

is varied. The Stark shift for both red and blue X0 transitions is 0.032 ± 0.005µeVcm/mV. Solid

black lines are linear fits to the data. (c) Linewidth dependence on scan frequency. The linewidth for

both red and blue transitions of the neutral exciton is recorded as the scan frequency is varied. The

constant laser frequency corresponds to the centre of the gate voltage plateau shown in (b). As the

scan frequency increases the linewidth decreases from 1.70 µeV for the red transition and 1.61 µeV for

the blue transition (upper dashed lines) to 0.93 µeV (lower dashed line) and remains constant at higher

frequencies. The radiative lifetime is 0.70 ± 0.05 ns (Γ0 = 0.94 ± 0.07 µeV), thus the transform-limit

is achieved. The experiment is repeated with the constant laser frequency set in resonance with the

X1−. The linewidth decreases from 1.59 µeV to 0.75 µeV corresponding to the trion’s transform-limit

of Γ0 = 0.77 ± 0.05 µeV. The mean value of typically 100 Lorentzian fits is plotted as a function of

scan frequency; error bars indicate the standard deviation.

B.5(a). Each time the quantum dot comes into resonance with the constant frequency

laser, a peak in the RF is observed. The peak is fitted to a Lorentzian, and the linewidth

in mV is converted to a linewidth in µeV using the known Stark shift.

The linewidth is recorded as the scan frequency is varied, Fig. B.5(c). The scan

frequency is defined as the scanning rate divided by the transform-limited linewidth,

fscan = dδ/dt/Γ0 with Γ0 = h̄/τr. For each scan frequency, multiple resonances are

recorded and the mean linewidth with error given by standard deviation is plotted as

a function of the scan frequency, Fig. B.5(c).

As the scan frequency is increased the linewidth decreases and remains constant at

higher frequencies. This constant value corresponds to the transform-limit, determined

separately by measuring the exciton lifetime. The radiative lifetime, τr, is measured

either from an intensity correlation measurement, g(2)(t), or from a decay curve following
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pulsed excitation.

B.3 Charge noise and spin noise: modelling

The experiment determines the spectrum of the noise in the RF and demonstrates that

it is dominated by charge noise at low frequency, spin noise at high frequency. The noise

sensor, the RF from a single quantum dot, has a trivial dependence on the fluctuating

electric F (t) and magnetic fields BN (t) only for small fluctuations in the detunings

around particular values of detuning δ. Monte Carlo simulations allow us to determine

both the electric field and magnetic field noise accurately by describing the response of

the sensor for all δ, treating charge noise and spin noise on an equal footing.

The basic approach is to calculate F (t) and BN (t), in each case from an ensemble of

independent, but identical, 2-level fluctuators using a Monte Carlo method; to calculate

the RF signal S(t) from F (t) and BN (t); and to compute the noise N(f) from S(t) using

exactly the same routine as for the experiments (but without the correction for extrinsic

noise of course).

For X1−,

S(t) =
1
2

(
Γ0
2

)2
(aF (t) + δ1(t) + δ)2 +

(
Γ0
2

)2 +
1
2

(
Γ0
2

)2
(aF (t)− δ1(t) + δ)2 +

(
Γ0
2

)2 , δ1(t) =
1

2
gµBBN (t),

(B.6)

where a is the dc Stark coefficient and g the electron g-factor.

For X0,

S(t) =

(
Γ0
2

)2
(aF (t) + δ0(t) + δ)2 +

(
Γ0
2

)2 , δ0(t) = ±1

2

√
∆2 + δ1(t)2, (B.7)

with ∆ the fine structure splitting. For the blue Zeeman branch δ0(t) is positive, for

the red one negative, respectively.

An ensemble of identical 2-level fluctuators fully describes spin noise; charge noise

is more complex, Fig. B.6. The experiment reveals the existence of a dominant 2-level

fluctuator that is modelled using a Monte Carlo approach. To fully describe charge

noise, post simulation a weak 1/f -like noise component is introduced.

B.3.1 Spectrum of a 2-level fluctuator

A 2-level fluctuator occupies either state 0 with lifetime τ0 or state 1 with lifetime τ1.

The probability p of being, at any time, in state 1 is τ1/(τ0 + τ1); the probability of
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Fig. B.6. Charge noise and spin noise modelling. Charge noise and spin noise of the neutral exciton

X0 of QD3 are calculated from an ensemble of 2-level fluctuators. To fully describe charge noise a 1/fα

noise component with α = 1.00 is added to NQD(f). From the simulations both the electric (without

the 1/f -like noise) and magnetic field noise can be calculated. The rms value for the fluctuations in the

local potential is 3.9µV corresponding to electric field fluctuations of 1.55 V/cm with a correlation time

of 0.03 s. The nuclear spins cause fluctuations of BN,rms = 145 mT with a correlation time of 5.5µs.

The parameters used in the simulations are: Nc = 1.0×1010 cm−2, d = 150 nm and p = 1.2% for charge

noise; Neff = 115, A = 90µeV, g = −0.5 and ∆ = 11.5µeV for spin noise.

being in state 0 is τ0/(τ0 + τ1). The configuration C(t) of a 2-level fluctuator, either 0

or 1, is determined by the probabilities of a 0→ 1 transition5,

p0→1(δt) = 1− 1

τ0 + τ1

[
τ1 exp

(
−
(

1

τ0
+

1

τ1

)
δt

)
+ τ0

]
(B.8)

and a 1→ 0 transition,

p1→0(δt) = 1− 1

τ0 + τ1

[
τ0 exp

(
−
(

1

τ0
+

1

τ1

)
δt

)
+ τ1

]
(B.9)

where δt denotes the time over which the system evolves. The power spectrum of a

2-level fluctuator S(ω) is Lorentzian5,

S(ω) =
1

π

τ0τ1

(τ0 + τ1)2

1/T

ω2 + (1/T )2
, 1/T = 1/τ0 + 1/τ1. (B.10)

B.3.2 Charge noise

The experiment reveals the low frequency noise to be charge noise. There is a Lorentzian

power spectrum superimposed on a weak 1/f -like component in the power spectrum,

Fig. B.6.

The simulation for the Lorentzian charge noise proceeds by assuming that the noise
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arises from an ensemble of localization centres, each of which can be occupied by a

single hole3. Performing the experiments in Fig. B.5, we very occasionally observe

(probability ∼ 2%) that the QD resonance shifts by 2.45µeV from its average position.

This is a blue-shift consistent with the trapping of a single hole above the QD. The

centres are located at distance d away from the QDs. The energy shift ∆E of the

exciton resonance induced by the electric field Fh,z created by a single hole is given by

∆E = −aFh,z. (B.11)

The approximate in-plane symmetry of the QDs allows only for a significant non zero

dipole moment in growth direction z. Again, as in the z-direction the exciton polariz-

ability can be neglected such that only Fh,z contributes to the Stark shift. The electric

field Fh,z at the position of the QD created by a single positive charge at distance d

from the QD, at lateral coordinate r = (x, y) is given by3

Fh,z =
−e

4πε0εr

 d

(r2 + d2)3/2
+

d+ 2dtun(
r2 + (d+ 2dtun)2

)3/2
− d+ 2 (dsps + dc)(

r2 + (d+ 2 (dsps + dc))
2
)3/2

 .
(B.12)

Both the hole at distance d and its negative image charges in the metallic back contact

and the Schottky gate contribute to the electric field. For example, a hole at distance

dcap = 150 nm, centred above the QD, shifts the resonance by +1.65µeV; increased

by a negative image charge in the back contact to +2.57µeV; reduced by a negative

image charge in the top gate to +2.50µeV. The numbers are derived with the neutral

exciton’s Stark shift of QD3, Table B.1, and the close agreement with the experimental

optical shift of +2.45µeV enables us to conclude that d = dcap, i.e. the hole in the

environment is located at the capping layer/blocking barrier interface.

To back up this conclusion we measured the noise on a sample with increased capping

layer thickness, Fig. B.7. For sample C the capping layer thickness was increased

from 150 nm to 434.3 nm moving the capping layer/blocking barrier interface far away

from the QDs. The high frequency noise is unaffected by the increased capping layer

thickness, supporting the identification of the high frequency noise to be spin noise.

The low frequency noise by contrast changes: the Lorentzian charge noise vanishes and

a weak 1/f -like noise component remains. This strongly supports the assertion that

the Lorentzian charge noise is caused by fluctuating holes the capping layer/blocking

barrier interface.

We model a two-dimensional array of localization centres. The centres have a density
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Fig. B.7. Noise dependence on capping layer thickness. Charge noise and spin noise of both the neutral

exciton X0 and the trion X1− for QD4 from sample C with increased capping layer thickness compared

to samples A and B.

of Nc and, at any particular time, are occupied/unoccupied (states 1/0) with probability

p, 1−p such that the average hole density is Nh = pNc. At t = 0, each centre is occupied

by a random number generator giving a configuration of localized charges C(0). At a

later time, δt, C(δt) is calculated from C(0) again with a random number generator

using the probabilities p1→0(δt) and p0→1(δt) from the theory of a two-level fluctuator.

The localization centres are treated independently. The localization centres directly

above the quantum dot give rise to substantial energy shifts ∆E ∼ 2.5µeV which, as

described above, we very rarely observe: we therefore neglect any localization centres

in a circle of diameter 0.8µm about the quantum dot axis. In other words, above-

QD localization centres exist, but are occupied with low probability. This is probably

related to a strain field above the quantum dot. The procedure is repeated to give

C(0), C(δt), C(2δt), etc. The electric field F (t) is calculated for each C.

For the Monte-Carlo simulations charge noise can be controlled by 4 independent

parameters: occupation probability p, localization centre density Nc, distance d and

lifetime τ1 (for τ1 < τ0). Once p and τ1 are defined, τ0 cannot be chosen independently:

τ1 is determined by the Lorentzian’s linewidth. In principle, a good fit to the experiment

can be achieved in a window of Nc and d: a high density of far away defects leads

to similar charge noise as a lower density of closer defects. In practice however, the

occasional rigid shift of +2.45µeV and the noise suppression with increased capping

layer thickness point strongly to the fact that the localization centres are located at the

capping layer/blocking barrier interface. We therefore simulate the Lorentzian charge

noise using d = dcap and Nc = 1.0×1010 cm−2, a value of Nc we deduced from a sample

with dcap = 30 nm for which the spectral shifts on occupying the localization centres
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Fig. B.8. Charge noise and spin noise modelling. Charge noise and spin noise of both the neutral

exciton X0 and the trion X1− of QD2 are simulated. Fig. B.7 (a) and Fig. 3.5(a) of the main article

are the same.

are much larger3.

Post simulation, in NQD(f) we superimpose the Lorentzian charge noise on a weak

1/f -like noise component. The power and exponent of the 1/f -like noise is exciton

and also quantum dot dependent and its origin is not known exactly. It is however

independent of the power of the resonant laser.

The results of the charge noise simulations for both the neutral exciton X0 and

the trion X1− of QD2 are presented in Fig. B.8. Both excitons sense the same local

electrical environment however with a different Stark shift: the neutral exciton is more

sensitive to fluctuations of the electrical environment. A good fit to the experiment is

achieved for both X0 and X1− by an ensemble of 2-level fluctuators with τ1 = 0.03 s,

Nc = 1.0 × 1010 cm−2 and d = 150 nm. The occupation probability p is 0.1 % (τ0 =

30 s) for X0 and 0.46 % (τ0 = 6.5 s) for X1−. The difference in p reflects the different

charging state of the sample, discussed in section 3.6 of chapter 3. The exponent of

the superimposed 1/fα noise in NQD(f) is determined by the slope of NQD(f) at low

frequencies f ∼ 0.1 Hz: α = 0.8 for X0, α = 0.5 for X1−. Note that also the charge

noise of QD3 (Fig. B.6) can be described with the same local electrical environment as

used for QD2.

B.3.3 Spin noise

The calculation of the time trace of the magnetic field BN (t) proceeds in a similar way,

albeit simplified: each nucleus is treated as a two-level fluctuator, with equal 0 → 1,

1→ 0 transition rates, 1/τ . The nuclear magnetic field, the so-called Overhauser field
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BN , is given by6

BN =
v0

gµB

N∑
i=1

Ai |ψ(ri)|2 Ii (B.13)

where v0 is the atomic volume, Ai the hyperfine interaction constant, ri is the position

of the nuclei i with spin Ii, and ψ(r) is the normalized electron envelope function.

By using an average hyperfine constant7 A = 90µeV and approximating the electron

envelope function ψ(r) by a top hat, Eq. (B.13) simplifies to

BN =
A

gµBNeff

Neff∑
i=1

Ii. (B.14)

Neff denotes the number of nuclear spins inside the top hat envelope function.

Regarding the dimensionality of BN , a 1D model for the nuclear spins is appropri-

ate for both X0 and X1−. The isotropic part of the electron-hole exchange interac-

tion “protects” the X0 from the in-plane fluctuations of the nuclear magnetic field.

Specifically, the z-component of the Overhauser field enters along the diagonals of the

exchange/Zeeman Hamiltonian8 in the |⇑↓〉, |⇓↑〉, |⇑↑〉, |⇓↓〉 basis and results in the dis-

persion of Eq. B.7. The in-plane components of the Overhauser field couple |⇑↓〉 ↔ |⇑↑〉
and |⇓↑〉 ↔ |⇓↓〉 but these states are split by the dark-bright splitting, 100s of µeV, de-

termined by the isotropic part of the exchange interaction. As a result the dependence

of the exciton energy on the in-plane fields is negligible. For X1−, at zero external mag-

netic field, all three components of the Overhauser field are equally important. However,

a simulation of the X1− RF at B = 0 gives the same results for a BN fluctuating in 1D

and for a BN fluctuating in 3D provided B1D
N,rms =

√
3B3D

N,rms. A small B suppresses

the sensitivity of X1− to in-plane BN fluctuations.

We assume that each nuclear spin I can be represented by a spin-1
2 , a 2-level fluc-

tuator. To account for an underestimate of the hyperfine interaction (the real spins

are larger than 1
2) the Overhauser field is enhanced via a reduction in the total num-

ber of nuclei, N → Neff . Equivalently, we could work with a higher Neff and larger

A. The model represents a phenomenological way to create BN (t) which mimics the

experiment. BN (t) is unique, the route to BN (t) is not.

There are two independent parameters that control spin noise in the simulation: the

correlation time τ and the rms field BN,rms. The experiment reveals a smaller nuclear

spin correlation time for the X0 exciton than the X1− exciton. Also, the BN,rms for

X1− is lower than that for X0. The origin of the difference is both surprising and not

at all obvious. The results of the spin noise simulations for both X0 and X1− of QD2

99



are shown in Fig. B.7. For X0 we extract τ = 5.5µs and BN,rms = 193 mT (Neff = 65,

A = 90µeV, g = −0.5, ∆ = 17.3µeV in the simulation), for X1− τ = 100µs and

BN,rms = 9 mT (Neff = 310, A = 9µeV, g = −0.5 in the simulation).

The correlation time for the nuclear spin dipole-dipole interaction can be estimated

by,

τ = h̄/Edd, Edd = µI1BI2 ∼
µ0

2π

µI1µI2
d3

, µi = h̄γiIi (B.15)

with energy Edd of a nuclear dipole with moment µI1 in the magnetic field BI2 of

another dipole at distance d and gyromagnetic ratio γ. For example, taking the average

of an In and Ga as one spin and an As spin as the other, separated by the atomic

spacing in the GaAs lattice, τ = 47µs. It gives order-of-magnitude agreement with the

correlation time of the spin noise and this allows us to identify the process responsible

for the spin noise: nuclear spin dipole-dipole processes.
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Appendix C

Supplementary information to chapter 5

“Linewidth of single photons from a single

quantum dot”

In chapter 5 “Linewidth of single photons from a single quantum dot: key role of nu-

clear spins”, the linewidth of the optical transition of a single quantum dot is discussed.

Nuclear spin noise is identified as the main dephasing mechanism and not charge noise.

Here, we explain details of the experiments, the data processing and the modelling.



C.1 The semiconductor quantum dot sample

A quantum dot (QD) sample grown by molecular beam epitaxy is used to probe the

linewidth of single photons from a single QD. All the data presented in chapter 5 were

measured on the same QD.

The self-assembled QDs are embedded in a Schottky diode1,2 as shown in Fig. C.1

(a). The layer sequence is:

1. back contact

50 nm n+-GaAs, doping level ∼ 1.7× 1018 cm−3

2. tunnelling barrier

25 nm i-GaAs

3. active layer

InGaAs QDs (diameter ∼ 20 nm, height ∼ 5 nm) with centre wavelength 950 nm

4. capping layer

150 nm i-GaAs

5. blocking barrier

68 periods AlAs/GaAs 3 nm/1 nm

6. cap

10 nm i-GaAs

7. Schottky gate

5 nm/10 nm Ti/Au.

The background doping of as-grown GaAs is p ∼ 1013 cm−3; two-dimensional electron

gases grown under similar conditions have mobilities > 106 cm2/Vs.

The number of electrons confined to the QD can be precisely controlled by the gate

voltage Vg as illustrated in Fig. C.1 (b). A change of gate voltage yields a change of

the QD’s local potential φ by

∆φ =
∆Vg
λ

(C.1)

where λ = 18.3 denotes the sample’s lever arm, defined as the ratio of back contact

to gate distance d and tunnel barrier thickness. The exciton energy E is detuned with

respect to the constant laser frequency by exploiting the dc Stark effect,

∆E = a∆F, ∆F =
∆Vg
d

(C.2)
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Fig. C.1. (a) Sample layer structure and the corresponding (b) energy band diagram. The Fermi

energy is pinned to the conduction band edge of the back contact. The figures are to scale with respect

to length.

with Stark shift coefficient a and electric field F .

C.2 The dc Stark effect

The Stark shift is determined by recording the resonance position in Vg for many laser

frequencies, the laser frequency measured in each case with an ultra-precise wavemeter.

The Stark shift is linear in ∆F for the small windows of Vg used here, Fig. C.2 (a). The

neutral exciton X0 has a larger Stark shift (a = 0.0306µeVcm/V) than the trion X1−

(a = 0.0219µeVcm/V) and thus it is more sensitive to charge noise. Red and blue X0

transitions have identical Stark shifts, inset of Fig. C.2 (a). The larger linewidth of X1−

compared to X0 despite the smaller Stark shift, and the difference in linewidth of the

red and blue X0 transitions despite the identical response to charge noise, both point to

spin noise as the major dephasing mechanism. The identification can be backed up by

experiments on several QDs which reveal no dependence of the linewidth on the Stark

shift coefficient, Fig. C.2 (b). From quantum dot to quantum dot the Stark shift varies

by up to 50% without a correlated change in linewidth.
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Fig. C.2. (a) Exciton energy voltage plateaus to determine the Stark shift coefficients of the neutral

exciton X0 and the trion X1−. Inset shows a zoom in of X0 revealing the fine structure splitting

∆ = 11.5µeV. (b) Linewidth versus Stark shift. Statistics on X1− of 17 QDs from the same wafer with

a spread in Stark shift of up to 50% demonstrate no significant correlation between linewidth and Stark

shift.

C.3 Power broadening

The linewidth of the optical resonance increases with increasing resonant excitation

power, Fig. C.3. The additional contribution to the linewidth is known as power broad-

ening, described for an ideal 2-level system by3

Γ(Ω) =
√

Γ2
0 + γ2 + 2Ω2, Γ0 = h̄/τR (C.3)

with Rabi energy Ω and radiative lifetime τR. An inhomogeneous broadening is included

by γ.

For X1−, the 2-level model with constant γ describes the data very well, Fig. C.3

(a). The inhomogeneous broadening γ is constant at low power, decreasing at high

power but only when power broadening dominates, such that a constant γ allows the

experimental data to be described very well (see chapter 5). By fitting the 2-level model

to the data a resonant excitation power measured by a photo diode beneath the sample

can be converted to a Rabi energy, Fig. C.3 (a).

Conversely for X0, the inhomogeneous broadening is strongly power dependent: γ

increases significantly with increasing resonant excitation power (see chapter 5). The

2-level model with constant γ does not describe the data well. Furthermore, we observe

a different behaviour of the red and blue transition of the neutral exciton, Fig. C.3 (b).

At low power the linewidths of the red and blue transitions are the same, at high power

the red transition is broader. The reason for this is unknown. It is however a robust
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Fig. C.3. Power broadening. Linewidth power dependence for X1− (a) and X0. The 2-level model with

(solid red lines) and without (dashed red lines) an inhomogeneous broadening (γ = 1.25µeV) is fitted

to the X1− data. The transform-limit Γ0 is 0.75µeV for X1− and 0.92µeV for X0.

phenomenon observed at all the QDs studied so far and points to the dominant role of

nuclear spins in determining the optical linewidth.

A phonon-induced dephasing process as observed at very high Rabi couplings4 and

in pulsed experiments5 is negligible at these Rabi couplings.

C.4 Resonance fluorescence

The quantum dot optical resonance is driven with a resonant continuous-wave laser (1

MHz linewidth) focused on to the sample surface. Reflected or scattered laser light

is rejected with a dark-field technique using crossed linear polarizations for excitation

and detection6. The axes of linear polarization are aligned to the sample’s crystal

axes. The polarization of the neutral exciton is rotated by ∼ π/4 with respect to the

polarization axes for this particular QD. Consequently, at zero magnetic field both red

and blue transitions are observed with equal RF intensity. The two X1− transitions are

circularly polarized, one σ+ the other σ−.

Resonance fluorescence is detected with a silicon avalanche photodiode in photon

counting mode. The experiment is not shielded against the earth’s magnetic field, thus

Bmin ∼ 50µT. All the experiments were performed with the sample at 4.2 K.

C.5 Quantum dot noise spectrum

To determine the QD noise spectrum the arrival time of each photon is recorded over the

entire measurement time T . Post measurement, a binning time tbin is selected, typically

107



 

 

N
s
h

o
t (

1
/H

z
)

1×10-5 

2×10-5 

4×10-5 

5×10-6 

10
0

10
1

10
2

10
3

10
4

10
5

10
-7

10
-6

10
-5

10
-4

X
0
 

B = 0.0 mT,  = 0.74 
0

 

 

N
Q

D
 (

1
/H

z
)

Frequency (Hz)

N
shot

𝑆(𝑡)  (kCounts/s) 

100 400 10
-1
10

0
10

1
10

2
10

3
10

-5

10
-4

10
-3

10
-2

 N
e

x
p
 (

1
/H

z
)

 

Frequency (Hz)

(a) (b) (c) 

Fig. C.4. (a) Noise spectrum of the experiment. Intensity fluctuations of the laser light in the setup

cause a 1/f2-behaviour of Nexp(f) at low frequencies (exponent of red fit −1.96). For f > 10 Hz

the spectrum is dominated by shot noise, thus, the spectrum is flat. The average count rate of the

detected laser light is 101 kCounts/s in this particular experiment. (b) Shot noise. Noise spectra of

the experiment alone were recorded at different laser light count rates to extract the dependence of the

shot noise on the count rate. A proportionality of the shot noise to 〈S(t)〉−1 is verified (exponent of red

fit −1.03). (c) Quantum dot noise spectrum. The noise of the experiment is typically larger than the

noise of the QD. The shot noise (red dashed line) typically equals NQD(f) at low frequencies (f ∼ 10

Hz), and exceeds NQD(f) at higher frequencies. The RF count rate is 176 kCounts/s in this particular

experiment. The noise spectrum shown here is not from the QD discussed in chapter 5 but it is from a

QD in the same sample.

1µs. The number of counts in each time bin is S(t), the average number of counts

per bin 〈S(t)〉. The fast Fourier transform of the normalized RF signal S(t)/〈S(t)〉 is

calculated to yield a spectrum of the noise power NRF(f), specifically

NRF(f) = |FFT [S(t)/〈S(t)〉]|2 (tbin)2/T. (C.4)

NRF(f) has the same spectrum independent of the choice of tbin and T : smaller values

of tbin allow NRF(f) to be determined to higher values of frequency f ; larger values of

T allow NRF(f) to be determined with higher resolution. The high frequency limit of

our experiment is only limited by the photon flux.

All Fourier transforms are normalized7 such that the integral of the noise power

Nx(f) over all positive frequencies equals the variance of the fluctuations δx,

〈(δx)2〉 =

∫ ∞
0

dfNx(f). (C.5)

To record a noise spectrum of the experiment alone, the QD is detuned by > 100

linewidths relative to the laser and one polarizer is rotated by a small angle to open
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slightly the detection channel for reflected laser light, choosing the rotation so that the

detected laser light gives a count rate similar to the QD RF. A noise spectrum of the

reflected laser light (Fig. C.4 (a)) is recorded using exactly the routine used to analyse

the RF, yielding Nexp(f). Nexp(f) has a 1/f2-behaviour at low frequencies arising

from intensity fluctuations in the setup. For f > 10 Hz, Nexp(f) has a completely

f -independent spectrum, Nexp ∼ 10−5 Hz−1: this is the shot noise Nshot. The noise of

the experiment is typically larger than the noise of the QD NQD(f). The shot noise is

proportional to 〈S(t)〉−1 (Fig. C.4 (b)) and not to 〈S(t)〉1/2 due to the normalization

of S(t) by 〈S(t)〉 in the calculation of the spectrum. Nshot is comparable to NQD(f) at

low frequencies (f ∼ 10 Hz), and exceeds NQD(f) at higher frequencies, Fig. C.4 (c).

The noise spectrum of the QD alone is then determined using

NQD(f) = NRF(f)−Nexp(f). (C.6)

Correction of NRF(f) with Nexp(f) where NRF(f) and Nexp(f) are not measured si-

multaneously is successful on account of the high stability of the setup. Furthermore,

no spectral resonances in NQD(f) have been discovered. We present here NQD(f) after

averaging at each f over a frequency range ∆f to yield equidistant data points on a

logarithmic scale. This entire procedure enables us to discern NQD(f) down to values

of 10−7 Hz−1 for T = 2 hours.

C.6 Effect of charge noise on the linewidth

The quantum dot noise spectrum NQD(f) allows us to set an upper limit of the linewidth

broadening γc due to charge noise. The energy jitter due to charge fluctuations is less

than the linewidth such that the change in RF is related quadratically to the detuning

for fluctuations around δ = 0. This quadratic approximation overestimates the effect of

charge fluctuations on the linewidth. The variance of the quantum dot RF noise, σ2
QD,c,

is related to an integral of the noise curve. Integrating over the bandwidth of charge

noise after subtracting spin noise,

γc =
Γ

2

(
σ2

QD,c/3
)1/4

. (C.7)

The charge noise has a 1/f -like component and a Lorentzian component. We integrate

both from 0.1 Hz to 1 GHz. Applying this concept to the X1− noise spectrum of Fig.

5.2, with Γ = 1.48µeV this predicts γc < 0.05µeV.
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C.7 Noise spectra modelling

Our previous experiments8 demonstrate that the spectrum of the noise in the RF is

dominated by charge noise at low frequency, spin noise at high frequency. The noise

sensor, the RF from a single quantum dot, has a trivial dependence on the fluctuating

electric F (t) and magnetic fields BN (t) only for small fluctuations in the detunings

around particular values of detuning δ. Monte Carlo simulations allow us to determine

both the electric field and magnetic field noise accurately by describing the response of

the sensor for all δ, treating charge noise and spin noise on an equal footing.

The basic approach is to calculate F (t) and BN (t), in each case from an ensemble of

independent, but identical, 2-level fluctuators using a Monte Carlo method; to calculate

the RF signal S(t) from F (t) and BN (t); and to compute the noise N(f) from S(t) using

exactly the same routine as for the experiments (but without the correction for extrinsic

noise of course). Here, we discuss the spin noise modelling of the neutral exciton X0

used to extract the root-mean-square (rms) values of the magnetic field BN,rms in Fig.

5.3 (b). The modelling of charge noise is explained in detail elsewhere8.

For X0, the RF depends on the electric and magnetic fields according to

S(t) =

(
Γ0
2

)2
(aF (t) + δ0(t) + δ)2 +

(
Γ0
2

)2 , δ0(t) = ±1

2

√
∆2 + δ1(t)2, δ1(t) =

1

2
gµBBN (t),

(C.8)

where a is the dc Stark coefficient, g the electron g-factor and ∆ the fine structure

splitting. For the blue Zeeman branch δ0(t) is positive, for the red one negative, respec-

tively.

An ensemble of identical 2-level fluctuators fully describes spin noise, Fig. 5.3 (a).

C.7.1 Spectrum of a 2-level fluctuator

A 2-level fluctuator occupies either state 0 with lifetime τ0 or state 1 with lifetime τ1.

The probability p of being, at any time, in state 1 is τ1/(τ0 + τ1); the probability of

being in state 0 is τ0/(τ0 + τ1). The configuration C(t) of a 2-level fluctuator, either 0

or 1, is determined by the probabilities of a 0→ 1 transition9,

p0→1(δt) = 1− 1

τ0 + τ1

[
τ1 exp

(
−
(

1

τ0
+

1

τ1

)
δt

)
+ τ0

]
(C.9)
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and a 1→ 0 transition,

p1→0(δt) = 1− 1

τ0 + τ1

[
τ0 exp

(
−
(

1

τ0
+

1

τ1

)
δt

)
+ τ1

]
(C.10)

where δt denotes the time over which the system evolves. The power spectrum of a

2-level fluctuator S(ω) is Lorentzian9,

S(ω) =
1

π

τ0τ1

(τ0 + τ1)2

1/T

ω2 + (1/T )2
, 1/T = 1/τ0 + 1/τ1. (C.11)

C.7.2 Spin noise

The calculation of the time trace of the magnetic field BN (t) is simplified, such that

each nucleus is treated as a two-level fluctuator, with equal 0 → 1, 1 → 0 transition

rates, 1/τ . At t = 0, each nucleus is initialized by a random number generator giving a

configuration of nuclear spins C(0). At a later time, δt, C(δt) is calculated from C(0)

again with a random number generator using the probabilities p1→0(δt) and p0→1(δt)

from the theory of a two-level fluctuator. The nuclei are treated independently.

The nuclear magnetic field, the so-called Overhauser field BN , is given by10

BN =
v0

gµB

N∑
i=1

Ai |ψ(ri)|2 Ii (C.12)

where v0 is the atomic volume, Ai the hyperfine interaction constant, ri is the position

of the nuclei i with spin Ii, and ψ(r) is the normalized electron envelope function.

By using an average hyperfine constant11 A = 90µeV and approximating the electron

envelope function ψ(r) by a top hat, Eq. (C.12) simplifies to

BN =
A

gµBNeff

Neff∑
i=1

Ii. (C.13)

Neff denotes the number of nuclear spins inside the top hat envelope function.

Regarding the dimensionality of BN , a 1D model for the nuclear spins is appropriate

for X0. The isotropic part of the electron-hole exchange interaction “protects” the

X0 from the in-plane fluctuations of the nuclear magnetic field. Specifically, the z-

component of the Overhauser field enters along the diagonals of the exchange/Zeeman

Hamiltonian12 in the |⇑↓〉, |⇓↑〉, |⇑↑〉, |⇓↓〉 basis and results in the dispersion of Eq. C.8.

The in-plane components of the Overhauser field couple |⇑↓〉 ↔ |⇑↑〉 and |⇓↑〉 ↔ |⇓↓〉
but these states are split by the dark-bright splitting, 100s of µeV, determined by the
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isotropic part of the exchange interaction. As a result the dependence of the exciton

energy on the in-plane fields is negligible.

We assume that each nuclear spin I can be represented by a spin-1
2 , a 2-level fluc-

tuator. To account for an underestimate of the hyperfine interaction (the real spins

are larger than 1
2) the Overhauser field is enhanced via a reduction in the total num-

ber of nuclei, N → Neff . Equivalently, we could work with a higher Neff and larger

A. The model represents a phenomenological way to create BN (t) which mimics the

experiment. BN (t) is unique, the route to BN (t) is not.

There are two independent parameters that control spin noise in the simulation: the

correlation time τ and the rms field BN,rms. For the simulation shown in Fig. 5.3 (a)

A = 90µeV, Neff = 178, corresponding to BN,rms = 116 mT, and τ = 6.0µs were used.

The noise spectra at higher Rabi energies were fitted by decreasing Neff (increasing

BN,rms) and the same τ .
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