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Abstract: This dissertation contains the first extensive investigation of
the detailed reaction flow of an X-ray burst under realistic conditions. It was
made possible by building a new computational model. This model distin-
guishes itself by introducing for the first time: full general relativistic (GR)
hydrodynamical equations, GR corrected atmosphere, GR corrected convec-
tion, modern approximations of the opacities and conductivities, neutrino
losses, and a GR inner boundary of the core luminosity.

We use conservative equations allowing a precise tracking off all released
energy which reveals unprecedented details in the luminosity. The simula-
tions show that –

• An interplay between the helium flash and the rp-process produces an
identifiable double-peaked structure, which has been observed.

• The burst temperature is lower than previously assumed, so the Te-
cycle is not reached. The average mass of the ashes is ∼ 64. Carbon is
destroyed by helium captures before reaching the ocean.

• Convection does not hit the surface for mixed hydrogen/helium bursts.
Therefore we predict that burst spectral lines are not from material
from deeper layers.

• Convection extends to the surface in helium ignited bursts. We predict
a sudden rise in helium and sulfur as the turbulent overturn breaches
the surface.

We also give a complete description of the X-rat burst reaction flow including
branchings and waiting points as a guide to future experiments and observa-
tions.





Chapter 1

Introduction

The purpose of this dissertation is to understand the nuclear reaction flow during
an X-ray burst on an accreting neutron star. This will be done by coupling a
detailed yet tractable numerical hydrodynamical model to a reaction network.
This coupling is crucial, since charged particle capture rates depend strongly
on the correct temperature, density and the material composition, which must
therefore be as realistic as possible. Following a general introduction of the field
and a review of other models of the reaction flow, two models are computed,
where the reaction flow and its relevance to observations is analysed in detail.

1.1 The astrophysical site

According to Lewin et al. (1995) and Liu et al. (2001) the 63 known X-ray
burst (XRB) sources are all low mass X-ray binaries1 (LMXB) containing
a neutron star and low mass (M ≤ 1M⊙) secondary which is either a late-
type main sequence star, a white dwarf, or a giant branch star. Exceeding the

1The formation and evolution of such a system is rather exotic and subjected to several
constraints which partially explain the rarity of the LMBXs though no quantitative results
can be given (Kalogera & Webbink (1998)). The progenitor is based on a massive primary
which must fill its Roche lobe and transfer mass to the secondary on a timescale which is
much shorter than both the nuclear and the thermal timescale of the secondary. This calls
for an extreme mass ratio. Yet since the donated matter does not thermally relax onto the
secondary, it ensures the development of a common envelope. This significantly reduces
the orbital radius and period, which can be reduced to the order of hours (Pedersen et al.
(1981)). Following the common envelope phase the primary has turned into a bare helium
star, which turns into a neutron star following a supernova explosion. If the supernova
explosion is asymmetric, the kick velocity must be sufficiently small, so the binary is not
destroyed (Kalogera (1998)). The reverse mass transfer from the secondary to the primary,
which is now a neutron star, must subsequently be sufficiently slow to allow enough of
these systems to remain observable.

1



2 CHAPTER 1. INTRODUCTION

Roche lobe of the secondary (donor) by orbital shrinkage from loss of angular
momentum due to gravitational radiation or by nuclear evolution starts a
mass transfer to the neutron star (accretor), where it eventually impacts
and lights up the otherwise unremarkable binary to make it observable (see
Kalogera & Webbink (1996)). It is crucial that the rate of mass transfer is
below the Eddington critical accretion rate2, so the site survives sufficiently
long to observe it (van den Heuvel (1975)).

If the angular momentum of the thin stream of matter, which is trans-
ferred through the first Langrange point, exceeds ∼ rIc, where rI is the
radius of the innermost stable orbit, it forms an accretion disk (Prendergast
& Burbidge (1968)). Entering the disk, matter, which may even be burning
(Taam (1985)), interacts energetically by turbulence and magnetic fields, un-
til it is either deposited on the neutron star surface or returned to the donor
star or entirely thrown out of the system through the second Lagrange point
(Shapiro & Teukolsky (1983)). In the disk about half of the potential energy
of the matter stream is dissipated by hydrodynamical and magnetic turbu-
lence while the rest is dissipated close to the neutron star surface, where the
matter decelerates from the Keplerian velocity to the spin velocity of the neu-
tron star surface (Lapidus & Sunyaev (1985)). This heats the photosphere
to a few hundred million degrees resulting in a persistent X-ray emission
which escapes since the photosphere (by definition) is transparent to X-rays
(Hansen & van Horn (1975)). Assuming that matter enters from infinity, the
total energy release from mass transfer is given by

L =
[

1 −
√

1 − 2GM/Rc2
]

Ṁc2 ≈ GM

R
Ṁ , (1.1)

where c is the speed of light, G = 6.673 ·10−8 dyn cm2 g−2 is the gravitational
constant, M and R is the gravitational mass and the local radius of the
NS respectively, where GM/R ∼ 180 MeV s nucleon−1 and Ṁ is the total
mass transfer rate. Since the total persistent luminosity includes > 10%
disk luminosity and since it depends on the geometry of the accretion flow,
the luminosity is not a precise indicator of the instantaneous accretion rate,
which fluctuates in time (van der Klis et al. (1990)).

The accreted material has the isotopic composition of the donor star’s
surface, which is a mixture of hydrogen and helium for late-type zero-age
main sequence (ZAMS) donors or pure helium for white dwarf donors (giant
branch donors are rare). Since the neutron star surface has a gravitational

2While not very relevant to neutron star bursters by itself, the Eddington critical
accretion rate is useful as a measuring stick, because it yields “convenient” numbers. It
equals 1.1 · 1018g/s and assumes temperature independent Thompson scattering in an
atmosphere with a solar composition for a standard NS of M = 1.4M⊙ and R = 10km.
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field of g ∼ 1014 cm s−2 the hydrostatic balance requires a very high pressure
and thus a density which is far in excess of the densities found in any other
stellar object. The combination of high pressures and high temperatures
eventually allows the hydrogen and helium to fusion beyond 56Fe and release
energy.

As the gravitational energy release of eq. [1.1] is ∼ 180 MeV nucleon−1

and the nuclear energy release is only Qnuc ∼ 8.4 MeV nucleon−1 for hydro-
gen burning and Qnuc ∼ 1.7 MeV nucleon−1 for helium burning (Lewin et al.
(1995); Bildsten (1998b)), the nuclear aspect of the site would not be observ-
able, if the nuclear energy could not be stored and released in a burst, where
it exceeds the persistent luminosity by a couple of orders of magnitude.

1.2 The neutron star atmosphere

Following the collision of the accreted matter with the photosphere the now
fully ionized matter slowly sinks into the NS atmosphere (see Fig. 1.1) while
undergoing a gradual compression as freshly accreted matter is continuously
piled on top. Spatial compression of electron wavefunctions quickly fills the
available electron phase-space and makes the electrons degenerate, so they ef-
fectively approximate a stiff temperature-independent Fermi-Dirac gas. The
nuclei behave differently: Since the Compton wavelength of the nuclei is much
shorter, the phase-space is not filled and the nuclei behave like a temperature
dependent ideal gas3.

1.2.1 The thermal instability

However, the partial pressure of the thermal nuclei is small compared to the
partial degenerate pressure of the electrons, whence the total pressure of the
ionized gas hydrodynamically behaves like a degenerate gas. This means
that the atmosphere does not respond to perturbations in temperature by
expanding or contracting like ordinary stars. Instead it has to rely on heat
transport by radiation, conduction, or convection. This allows a “thin-shell”
thermal instability, which was initially discussed by Hansen & van Horn
(1975) and identified as the cause of the observable XRB by Woosley &
Taam (1976) already within a year of the independent discoveries of the first

3It is only when the matter sinks into the crust that increasing densities make the
nucleons degenerate and the electron Fermi energy exceeds the chemical potential of the
e− + p → n + νe reaction turning the matter into free neutrons from which the neutron
star derives its name. This also explains why neutron induced reactions are neglible in the
XRB.
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XRB by Grindlay et al. (1976) and Belian et al. (1976). In a degenerate
atmosphere such an instability obtains and ensures a runaway, if and only
if the nuclear energy release rate becomes more sensitive to temperature
perturbations than the corresponding cooling rate (Rakavy & Shaviv (1967))

dǫnuc

dT
≥ dǫcool

dT
, (1.2)

where ǫcool is the divergence of the heat flux and ǫnuc is the time rate of
nuclear energy release.

10km
1km

Superburst

100m
10m

H/He

Ocean

Crust
Core

Type I XRB

Figure 1.1: A cut through
the NS showing the shell
structure along with the
physics of that region. Since
the time scale between dif-
ferent shells differ widely
the boundaries do not need
dynamical treatment (see
appendix A.1).

The temperature sensitivity of the nuclear en-
ergy release changes as the dominating nuclear
reaction type changes from hydrogen burning
to helium burning as the matter moves into the
star (Joss (1981). Starting at the surface with
temperatures of 0.1–0.2 billion Kelvin the most
important process is the hot-CNO cycle (see
Audouze et al. (1973) and references therein)
whose net reaction is the helium producing re-
action

41H → 4He + 2νe . (1.3)

Since the β+-decays of 14O (T1/2 = 76.4s) and
15O (T1/2 = 122.2s) are much slower than the
proton captures in the cycle for this temper-
ature range, the hot CNO cycle quickly sat-
urates and becomes temperature independent.
A thermal runaway is impossible before the re-
actions in the matter become thermally sen-
sitive either by the triple-alpha reaction or by
the rp-process (Wallace & Woosley (1981); van
Wormer et al. (1994); Schatz et al. (1998)),
which starts from a break out from the long-
lived oxygen isotopes in the hot CNO cycle
(Wiescher et al. (1999)). The exact nature of the trigger depends on the
material composition at the point of ignition which depends on the accretion
rate and the neutron star mass and radius (see sections 2.2 and 3.1, and
appendix A) (Fushiki & Lamb (1987)). Due to the asymmetry of magnetic
fields, rotation, and the gravitational interaction with the secondary, it is un-
likely that the runaway starts simultaneously over the entire surface, so the
ignition gives rise to a propagating burning front, which ignites other parts
of the star (Shara (1982); Miller (1999)). If the matter is ignited at a density
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larger than ρ > 108 g cm−3, which may be the case for a helium accreting
neutron star with a slow accretion rate, the burning spreads by a detonation
wave moving with a velocity of ∼ 109 cm s−1 (Fryxell & Woosley (1982b)).
If the matter ignites in a thin shell with at a lower density of ρ < 107 g cm−3

the burning proceeds via a convective deflagration front, which is about a
meter wide and moves with a velocity of v ∼ 5 · 105 cm s−1 circumnavigating
the neutron star in τ ∼ πR/v ∼ 2s (Fryxell & Woosley (1982a)). The com-
bination of asymmetric hot zones, which exist prior to the global ignition
of the neutron star atmosphere, and the rotational period of the neutron
star causes quasi-periodic oscillations (QPOs) in the luminosity (Strohmayer
et al. (1998); Spitkovsky et al. (2002)). If convection is absent, the burning
spreads slowly (v ∼ 300cm/s) by conduction resulting in ”rings of fire” whose
asymmetry also yields QPOs (Bildsten (1993, 1995)).

1.3 Nuclear reactions

The nucleon momentum is on average much larger than the electron mo-
mentum because of the equipartition theorem and therefore the nucleons are
non-degenerate and Boltzmann distributed. The reaction rate between two
nuclei, i and j, is proportional to their densities and their reaction cross
section folded with the distribution function of the relative energy between
the two Boltzmann distributions in the center-of-mass system (Fowler et al.
(1967); Cox & Guili (1968))

< σv >=

√
8

πµ

1

kBT 3/2

∫ ∞

0

σi,j(E)E exp (−E/kBT ) dE , (1.4)

where µ is the reduced mass and T is the stellar temperature.
The reaction rates which determine the reaction flow are ceteris paribus

sensitive to density and temperature of the stellar environment; the reaction
rate scales linearly with the density for two particle reactions and quadrati-
cally for three particle reactions, and the temperature determines the loca-
tion and width of the Gamow window, which essentially determines which
resonances that contribute to the cross section.

Thus the reaction rate is uncertain due to uncertainties in the hydrody-
namical model but also due to uncertainties in the number, position, and
strength (energy, spectroscopic factor, and spin) of the resonances. In ad-
dition the reverse rate is very sensitive to the Q-value, which again depend
on masses. This is most important for reactions between highly radioactive
isotopes close to the proton drip-line where the uncertainty in mass-values
causes a noticeable difference in the reaction flow (e.g. Brown et al. (2002)).



6 CHAPTER 1. INTRODUCTION

1.3.1 The thermonuclear runaway

If matter burns as fast as it is accreted the burning is stable (Rembges (1999);
Schatz et al. (1999); Fisker et al. (2003)), otherwise unburned matter accu-
mulates on the surface until it eventually ignites.

The electrons are degenerate and therefore an increase in temperature,
which is nothing more than a change in the distribution function, does not
change the electron distribution and thus does not change the pressure to
any large extent. The nucleons, however, respond by moving faster which
furthers the reactions in a positive feedback. Therefore the condition for the
thermonuclear runaway (eq. [1.2]) depends on the temperature-sensitivity of
the sum of the nuclear energy generation rate over all possible reactions

ǫnuc =
∑

ǫi , (1.5)

where a few reactions tend to dominate the thermal release, which feeds
back and increases all reaction rates until the runaway ensues. The leading
reaction, which triggers the runaway is the the triple-alpha reaction (Nomoto
et al. (1985)). This reaction converts three 4He nuclei into 12C which is very
sensitive to the helium concentration as well as the temperature, whence
it violates eq. [1.2] once the accreted matter reaches a specific depth. The
ensuing energy generation from the triple-alpha reaction heats the matter
sufficient to trigger the break-out reactions, which involve the most abundant
isotopes in the hot CNO cycle: 14O and 15O.

1.3.2 Breakout and explosive burning

Prior to the runaway most of the material at the ignition point is in the
form of hydrogen (1H), helium (4He), and oxygen (14O,15O), and since the
triple alpha process creates carbon, few heavier particles can be made baring
a break out of the hot CNO cycle.

The hot CNO break-out reactions are 14O(α, p) 17F(p, γ) 18Ne(α, p) 21Ne
and 15O(α, γ)19Ne (Audouze et al. (1973); Wiescher et al. (1999)). While
there are no paths which return to the hot CNO cycle from 19Ne, 18Ne can β+-
decay (T1/2 = 1.67s) to 18F whose proton capture is alpha unbound returning
to 15O (Wiescher et al. (1986)). This cycle is known as the hot CNO bi-cycle
from which a break-out is possible once the a18Ne(α, p)21Ne-reaction becomes
stronger than the β+-decay (Groombridge et al. (2002)).

Following the breakout of the hot CNO cycle the flow up to 40Ca
is determined by a competition between the (α, p) process (Wallace &
Woosley (1981)), which is very temperature dependent, because of the strong
Coloumb-barrier against alpha-capture, and the rp-process (rapid proton
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process) (Wallace & Woosley (1981); van Wormer et al. (1994); Schatz
et al. (1998)), which is a competition between very fast proton captures
and β+-decays and therefore only temperature dependent in the sense that
the temperature determines the ratio of the proton-rich isotopes within an
isotone and thus which isotopes β+-decay and move the flow between the
isotonic chains (Rembges et al. (1997)). For high temperatures photodisinte-
gation prevents the formation of isotopes with low proton separation energies
(Thielemann et al. (1994)), causing the reaction flow to pass through longer-
lived less proton-rich isotopes (Brown et al. (2002)).

Unless the hydrogen is exhausted earlier, the rp-process continues beyond
the iron-group nuclei, until the end-point is reached at 107Te and 108Te where
the rp-process is definitely terminated by (γ, α)-photodisintegration (Schatz
et al. (2001a)).

1.4 Why investigate the reaction flow?

The reaction flow is determined by the temperature, density, and composi-
tion, which vary in time and depth during the burst and from burster to
burster and the nuclear structure data that determine the properties of the
reactions, which are identical to all bursters.

The number of potentially relevant weak (decay) and strong (particle)
reactions range in the thousands and are generally only known theoretically
due to the presently unsurmountable task of measuring them. They are as-
sembled from large compilations such as Fowler et al. (1967), Fowler et al.
(1975), Woosley et al. (1978), Rauscher & Thielemann (2000), Fisker et al.
(2001a), and Iliadis et al. (2001) bolstered by experimentally measured re-
action rates. Measuring such rates are generally difficult due to the highly
radioactive isotopes involved and time-consuming due to the sometimes very
weak rates requiring a lot of data to get good statistics.

In many cases the theoretical determination of reaction rates is flawed
with uncertainties of many orders of magnitude due to uncertainties in the
number, position and strength of the resonances (Rauscher et al. (1997); Il-
iadis et al. (2001)). However, it is an enormous undertaking to measure all
rates some of which might not even be relevant, because conditions are never
such that those reactions either become active during a burst or are active at
all during the quiescent phase. To alleviate the situation and resolve which
reactions really matter, several investigations of the reaction flow has been
undertaken (see section 2.1) typically for fixed temperatures and densities
(post-processing) (Champagne & Wiescher (1992); van Wormer et al. (1994);
Schatz et al. (1998)) but also using simple “one-zone” models (Hanawa &
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Sugimoto (1983); Koike et al. (1999)), and more complicated “multi-zone”
models (Woosley et al. (2004)). A resolution has become more urgent since
facilities such as GANIL, GSI, NSCl/MSU, and ISOLDE/CERN, or the
planned RIA, where recent developments in experimental methods has made
high-intensity radioactive ion beams (RIB) possible, have put or will put
more reactions within the reach of experimenters (Wiescher (2001); Wiescher
& Schatz (2001); Schatz (2002)). It is therefore necessary to know which
reactions are important and which to measure. A naive and all-inclusive
approach would be to measure all reaction rates in the flow. However, some
rates in the flow are more important than others. Therefore theoretical sim-
ulations are necessary to determine the most important reactions. Since the
timescale to reach nuclear equilibrium is longer but comparable to the hy-
drodynamical timescale, the interaction with the hydrodynamics should not
be overly simplified. In addition both temperature and density evolution as
well as the exact accreted fuel mixture at the burning location are important
to determine the reaction flow of the explosive hydrogen burning.

1.4.1 A list of reasons

• The reaction flow determines the composition of the ashes which influ-
ence many aspects of the NS (Miralda-Escudé et al. (1990)):

– The heat transport, which self-consistently feeds back to deter-
mine the temperature profile of the burning region.

– It determines crustal properties such as the electric conductivity,
which is related to the Ohmic dissipation rate of the magnetic
field (Haensel et al. (1990); Urpin & Geppert (1995); Pethick &
Sahrling (1995)), the amount of heat deposited directly in the
crust (Miralda-Escudé et al. (1990); Haensel & Zdunik (1990)),
and the competing neutrino loss rate (Haensel et al. (1996)), both
of which determine the equilibrium core temperature relevant for
probing the equation of state of the interior neutron star (Brown
& Bildsten (1998)).

– Additionally it has been speculated (Bildsten & Cutler (1995);
Bildsten & Cumming (1998)) that yet unobserved ocean g-modes
which also depend on the crustal composition may provide an
explanation for the quasi-periodic oscillations which has been ob-
served in Z sources (see Hasinger & van der Klis (1989)).

– Fluctuations in the very temperature-sensitive e−-capture reac-
tions in the sinking XRB ashes cause horizontal density varia-
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tions in the crust layers resulting in a mass quadrupole moment
which emits gravitational radiation. This would be detectable by
future gravitational wave interferometers (Bildsten (1998a) and
Ushomirsky et al. (2000)).

– It is an important factor to decide whether the current theory of
the eight observed superbursts is viable since the composition of
the ashes provide the fuel for the superburst (Cumming & Bild-
sten (2001); Schatz et al. (2003), and Irion (2002) for a popular
account).

• Some superbursts have shown progenitors, which look like type I X-ray
bursts (Strohmayer & Brown (2002)) suggesting that superbursts are
somehow connected with ordinary type I bursts, which also cease fol-
lowing a month after the superburst (Kuulkers (2002); Cornelisse et al.
(2002)). Cumming & Bildsten (2001) suggested that this is because
the H/He bursting layers are thermally stabilized by the heat flux from
the crustal carbon layer.

• Convection may bring deep material to the surface, though this is ex-
cluded in static simulations, since the inverse entropic gradient in a
radiation dominated atmosphere ensures convective stability. Yet in-
ertial turbulence (Kuhfuss (1986)), which is visibly demonstrated by
the FLASH-code simulations, shows that matter may be thrown up as
much as 10km (Zingale et al. (2001)), where the composition might be
observed directly from the now nonthermalized spectral lines (London
et al. (1986)) which the newest X-ray satellites are capable of observing
(Bautista et al. (1998); Asai et al. (2000); Cottam et al. (2002); Parmar
et al. (2002)).

• The mass-radius relation, which is important to constrain the possible
nuclear equations of state of the NS, can be derived from the burst
spectrum (Swank et al. (1977); Marshall (1982)). This would also be
possible through direct identification of spectral emission lines (Lewin
et al. (1995)).

• Fisker et al. (2004) has shown that significant waiting points in the
reaction flow directly influence the bolometric luminosity of the burst.
However, this initial study was limited to the reactions of only four
isotopes.

• If matter expulsion is possible (see section 1.1) then XRBs might con-
tribute to p-nuclei nucleosynthesis (Schatz et al. (2001a)).
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• The type of burning determines the transition point between stable
and unstable burning (Rembges (1999) and Fisker et al. (2003)). The
transition point can be used to constrict the accretion area i.e. to de-
termine whether B-fields funnel accreted matter onto a limited area of
the neutron star (Bildsten & Brown (1997)).

• Koike et al. (1999), Fisker et al. (2001b) and Wiescher et al. (2002)
showed that specific reactions affect the burst behavior. Preliminary
runs also show that the recurrence time and therefore the peak lumi-
nosity and total burst energy are also affected (see Taam (1982) and
references therein for other theories).

1.5 Theory vs. observations

Another challenge is the need to keep up with the increasing amount of
ever more detailed observations: Following the initial discovery of extra solar
X-ray sources by Giacconi in 1962 and subsequently the first X-ray burst,
which was discovered by Grindlay et al. (1976) while analyzing ANS data
of the 3U 1820-30 system4, they have been tracked and are being tracked
by a large number of satellites such as Vela(1969), Uhuru(1970), ANS(1974),
SAS-3(1975), EXOSAT(1983), ROSAT(1990), RXTE(1995), Chandra(1999),
XMM(1999), and Integral(2002) (and yet more planned) with each mission
emphasizing a different aspect of the sources. This has resulted in an enor-
mous amount of observational data much of which is not quantitatively
explained by the theoretical models, which must therefore progress slowly
limited by the sophistication of the models and the increasing amounts of
available computing power.

1.5.1 The observational constraints

Bursting LMXBs show a large variation in behavior: Recurrence times vary
from minutes to days and some sources may even shut off for months (Lewin
(1977)). In addition most sources show a variation in the behavior of their
bursts and may demonstrate both fast rise times (< 1–2 s) and long rise
times and corresponding short and long decay times respectively, which are
anti-correlated with the persistent flux (see e.g. Gottwald et al. (1986) for

4While astrophysicists usually and jokingly refer to these names as “license plate”-
numbers or “phone”-numbers, observers equivocally use them to tell catalogue and galactic
position e.g. 3U 1820-30 is the source listed in the 3rd Uhuru catalogue with a right
ascension of 18 hours and 20 minutes and a declination of -30 degrees.
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EXO 0748-676 and also Murakami et al. (1980)). In fact only one source, GS
1826-238 (see Kong et al. (2000)), shows nearly identical bursts, because of its
very stable accretion flow (Galloway et al. (2004)). This source is also known
as “the clocked burster” (Ubertini et al. (1999)) or “the text-book burster”
(Bildsten (2000)), since it is the only source, which fits the thermonuclear
flash model so well (Cumming (2003)).

Such affective names indicate that a quantitative theoretical description
of the detailed observations is not trivial. The thermonuclear flash model
which was described in sections 1.2 and 1.3 must account for a variety of
observational facts: First and foremost is the α-ratio, defined by the ratio of
the persistent fluence, Ep, to the burst fluence, Eb,

α ≡ Ep

Eb

=

∫ t+∆t

t
Fpdt

∫ t+∆t

t
Fbdt

≈ GM/R

Qnuc

, (1.6)

where ∆t is the recurrence time between subsequent bursts, Fb is the burst
flux, Fp is the persistent flux, and the last term relates the observations to
the interpretations of the flash model. Using the values of section 1.1 sug-
gests that α ∼ 20–110, which has been observationally confirmed. Quiescent
burning (see sections 3.1.1 and 1.2.1) may inflate α to arbitrarily high val-
ues (Lewin et al. (1987); van Paradijs et al. (1988); Gottwald et al. (1989))
whereas unburned fuel of the preceding burst in the upper atmosphere may
push the α-ratio to lower values (Fujimoto et al. (1987b)).

Many sources show that α is anti-correlated with the burst duration,
which is defined as τ = Eb/ max(Fb), and correlated with γ = Fp/ max(Fb),
which is the ratio of the persistent flux to the peak burst flux, (van Paradijs
et al. (1988)) as long as that relation does not saturate, which happens for
large peak fluxes, when the Eddington limit is reached resulting in photo-
spheric radius expansions (see e.g. Paczyński (1983a)). In addition Gottwald
et al. (1986) showed that for EXO 0748-676 the burst fluence is correlated
with the recurrence time. However, for several sources, e.g. 4U 1705-44
(Langmeier et al. (1987); Gottwald et al. (1989)), the recurrence time seems
to be correlated with the persistent luminosity (accretion rate) which defies
the thermonuclear flash model. As a response Bildsten (2000) speculated
that this “inconsistency” is caused by a change in the accretion flow at the
interface between the disk and the surface.

The analysis of the data, which gives black body temperature, bolometric
flux, black body radius, but also fast-timing and spectroscopic information,
is complicated by the possibility of false assumptions about the burst/disk
interplay (van Paradijs et al. (1988); Walker & Mèszàros (1989)), anisotropic
flux (Sztajno et al. (1987)), radiation falling outside the satellite detector
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bands due to accretion disk absorption and re-emission (Lapidus & Sunyaev
(1985)), or photospheric Comptonization which distorts the black body spec-
trum (London et al. (1984); Nakamura et al. (1989)) — comparing theory to
“experiments” is not a trivial matter in this field.

1.6 Goals of this work

It will be the challenge of future theoretical models to explain the increasing
levels of details revealed by the observers. This will likely include multidimen-
sional models to study the observed QPOs and include the disk interface and
the required radiation transport and wind-equations to describe the matter
flow in the relatively thin layers in the upper atmosphere.

The ultimate goal of this work is to acquire an understanding of the nu-
clear reaction flow of the burst, which is as realistic as possible. This requires
a model of the burning environment’s response to the nuclear energy release.
Several such models have been used before and they are described in chapter
2 along with our newly developed computer code (details in appendix A).

The behavior of X-ray burst sources mainly depend on their accretion
rate. Therefore we model two different sources5, which only differ by their
accretion rate: A mixed hydrogen/helium ignited flash and a pure helium
ignited flash, which are described in chapter 3 and chapter 4 respectively.
In chapter 3 we show how the burst behavior depends on the composition
profile at ignition using a simple semianalytic calculation. We also describe
the detailed reaction flow in a time-dependent matter as a function of depth.
The burst ashes are considered due to their importance in validating the
current theory of superbursts that occur from sources with this accretion
rate. In chapter 4 we demonstrate how an interplay between convection
and reaction flow waiting points creates bursts characterized by two separate
peaks in the bolometric luminosity. We also consider the importance of
convection and how it may transport waiting point isotopes to the surface
where they may be observed. Finally we make a small start on a future
project of understanding the flow as a function of individual reaction rates.

5There are basically four different behaviors: unstable hydrogen burning, which require
an advanced treatment of convective diffusion; stable hydrogen burning followed by unsta-
ble helium burning in a base layer; stable hydrogen burning followed by unstable burning
of mixed hydrogen and helium; and stable burning, which can be treated in a static model
(Schatz et al. (1999))



Chapter 2

Modeling the X-ray burst

The burning of the accreted material depends on the density, temperature, and
composition of the envelope at the time of ignition. The composition is deter-
mined by the time the matter has spent in the envelope which is related to the
accretion rate. The temperature and density is related to the pressure which is
related to the mass and radius of the neutron star. It is shown that the ther-
monuclear flash model roughly divides accreting neutron stars into four types of
burning according to their mass, radius and accretion rate parameters. A simple
model can be devised to calculate the composition and determine the instability.

2.1 Numerical models of the reaction flow

The nuclear burning of the bursting region is determined by the temperature,
the density, and the composition of the matter, which are thermodynamically
intensive (local) variables. Yet these variables depend on interactions with
nonlocal regions, and thus a calculation of the reaction flow must include a
model describing the temperature, the density, and the composition, whence
different models of varying complexity, typically limited by available CPU-
time at the time of the study, have been used to investigate the reaction flow.
The models can be classified as follows:

Zero dimensional models comprise post-processing and so-called one-
zone models. Post-processing means presetting the temperature and density
as a function of time typically to constant values, and investigating how
the composition changes (see e.g. Wallace & Woosley (1981); Champagne
& Wiescher (1992); van Wormer et al. (1994); Herndl et al. (1995); Schatz
et al. (1998)). The one-zone models add a layer of complexity by considering
the heat transport in and out of the zone (Paczyński (1983b); Hanawa &

13



14 CHAPTER 2. MODELING THE X-RAY BURST

Sugimoto (1983); Koike et al. (1999)) and may even include lateral heat
transport (Nozakura et al. (1984)). Aside from uncertainties in the nuclear
reaction flow, such models have typically been used to investigate the effects
of nuclear uncertainties (Brown et al. (2002)), details of the nucleosynthesis
such as the definite end-point (Schatz et al. (2001a,b)) or the response of the
ashes (Schatz et al. (2003)). The primary strength of the 0D models is their
speed allowing a fast computation of many different reaction rates that even
allows Monte-Carlo studies of the reaction rate uncertainties (see e.g. Hix
et al. (2003)).

One dimensional models typically assume spherical symmetry and di-
vides the radial component into several discrete zones. One dimensional
models are typically based on adopted stellar numerical codes and treat igni-
tion self-consistently by incorporating thermal inertia (Taam (1980)) as well
as compositional inertia (Taam (1993)).

In addition, they naturally include a consideration of the flash-type as
a function of the accretion rate (Taam (1981, 1982)) and produce realistic
luminosity curves which was a major factor contributing to the acceptance of
the thermonuclear flash model (Joss (1978); Joss & Li (1980); Taam & Pick-
lum (1979); Taam (1980); Ayasli & Joss (1982); Wallace et al. (1982)). They
have even been used to explain individual bursts (Fushiki et al. (1992); Cum-
ming (2003); Fisker et al. (2004)). One dimensional models typically include
more realistic boundary conditions and heat transport by conduction and
radiation, which can be handled by diffusion laws (Fourier’s law and Fick’s
law respectively), since the mean free path of the bursting region is short
(l ∼ 10−1 cm) compared to the scale of the bursting region (L ∼ 102 cm).
Turbulent convection, which is a three-dimensional phenomenon, transports
heat and mixes the composition between layers very effectively, whence it is a
crucial ingredient in determining the dynamical evolution of temperature and
composition in the various layers. Since convective turnover is excluded in
one dimension, one-dimensional implementations (Rembges (1999); Woosley
et al. (2004) and this work) rely on mixing length theory (MLT), which
is a phenomenological model depending on an a priori value of the mixing
length, Λ (see discussion in appendix A.5). Until recently the computational
demands of including a detailed reaction network were prohibitive and burst
calculations were carried out with approximate or reduced networks. Mean-
while CPU power has now reached a level, where a full reaction network can
be included in burst calculations (Rembges (1999); Woosley et al. (2004)).
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Two dimensional models are based on an Eulerian grid, and because
of the large amount of zones they are evolved explicitly. This requires small
timesteps severely reducing the size of the nuclear network and restricting the
total simulation time to seconds. While this excludes self-consistent ignition,
a two dimensional model in the (x, z)-space has been used to study more
realistic models of convection (Zingale et al. (2001)). Another model in the
(θ, φ)-space has been used to study the spreading of the burning front on the
neutron star (Spitkovsky et al. (2002)). Naturally two-dimensional models
would be the next to include realistic reaction networks.

Three dimensional models are also explicit so including the self-
consistent accretion process or realistic networks would either take a very
long time or require faster computers than what is available in the near fu-
ture. To compare with the calculations in this work a typical burst on an
AMD Athlon 2000+ machine takes 4-7 days using a 298 isotope network in
103 zones. Most of the CPU time goes into solving the nuclear reaction net-
work, whence a three-dimensional calculation with a similar resolution would
require a factor 105 more computer time. Such a calculation would require
more than a thousand years to complete not allowing for the fact that smaller
timesteps would be required extending this timeframe even further (also see
appendix A.1).

2.1.1 A new 1D multi-zone burst model

The computational model that is used and has been built as part of this
study is described in detail in appendix A. It couples a triad comprising a
nuclear reaction network, a hydrodynamical model, and a convective model
to treat the complex interplay between the nuclear burning, the hydrody-
namical response, and the convective mixing of the composition between the
different layers (A.1).The hydrodynamical part (A.2) is based on the code
of Liebendörfer et al. (2002), which solves the general relativistic spheri-
cally symmetric model in a conservative formulation allowing a very accu-
rate tracking of the energy and therefore a precise determination of the tem-
perature, which is crucial to determine the reaction flow realistically. The
code has been rediscretized (A.2.1) to allow an arbitrarily large span in zone
masses as long as two adjacent zones do not differ by more than ∼ 20% in
mass. While this work does not exploit this capability, the groundwork has
been laid to use this model for future self-consistent simulations of super-
bursts. The inner boundary, i.e. towards the neutron star crust, has been
improved compared to previous work which used either a massive substrate
(Woosley et al. (2004)) or parameter values (Rembges (1999)). This work
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uses the neutron star core code of Brown (2000, 2003) that calculates the
thermal luminosity emanating from the crust given the temperature at the
atmosphere-ocean interface (A.3.3). The outer boundary, i.e. towards the
photosphere, is described by a grey atmosphere. This does not include ra-
diation transport beyond the diffusion approximation and does not consider
Comptonization effects either. Compared to the above-mentioned previous
works the present version is slightly more sophisticated (A.3.2). This imple-
mentation sacrifices an accurate photospheric temperature for an accurate
energy transport so the nuclear energy that is released during the burst shows
up accurately in the calculated luminosity curve. Heat transport is carried
out by a diffusion approximation using conductances and opacities which
are also functions of temperature, density, and composition (A.4). Different
types of convection (A.5) occur when thermal fluctuations cause instabilities
to grow. Their rate of growth determine the eddy-velocity, whence all insta-
bilities can be treated by the MLT implementation. The present work only
includes the Schwarzschild-Ledoux instability (others are prepared), because
it is the dominant form of convection during the burst, whereas secular in-
stabilities (e.g. semi-convection) occur in between bursts and are neglible at
high accretion rates, because the diffusion speed is smaller than the advection
speed of the accretion. The equation of state is based of K. Nomoto’s code
and describes the fully ionized atoms of the atmosphere (A.6). The code in-
cludes pair, photo, and plasmon neutrino emission (A.7). This effect is only
a few percent, but still bigger than the hydrodynamical uncertainty. The
nuclear reaction network (A.8) is based on the code of Hix & Thielemann
(1999) which scales to an arbitrary size. It computes the nuclear transmu-
tations and their respective energy releases in binding energy and neutrino
energy.

2.2 Computational outlay and details

As was pointed out in the introduction (1.5.1), there are bursts, which differ
from each other qualitatively in the sense that different bursts can have fast
rise times (< 1–2 s) and long rise times and corresponding short and long
decay times respectively (Ergma & Tutukov (1980); Murakami et al. (1980)).
This bursting behavior has long been understood to depend on essentially
three parameters: the mass and radius of the neutron star, and the accretion
rate (Fujimoto et al. (1981); Hanawa & Fujimoto (1982); Fushiki & Lamb
(1987)). Therefore this work investigates the reaction flow on bursters, which
have a fixed accretion rate of Ṁ = 1 · 1017 g s−1 and Ṁ = 5 · 1016 g s−1

corresponding to cases (1) and (2) of Fujimoto et al. (1981) respectively.
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Hanawa & Fujimoto (1982) showed that it is the strength of the gravitational
field at the surface rather than the mass and radius, which really determines
the burst characteristics. In this work mass and radius are fixed to M∞ =
1.4 M⊙ and R∞ = 10 km. As such this work does not attempt a global study
of the burst behavior as a function of the (Ṁ,M,R) parameter-space, rather
it is just two points or at best a cut through the surfaces of Fushiki & Lamb
(1987) (also see Lewin et al. (1995); Lamb (2000)).

The rest of this chapter describes the setup (t = 0 boundary condition)
of the code (2.2.1); the preburst conditions, which are calculated by our
model in sec. 3.1 and compared to analytic results. Chapter 3 contains a
description of the reaction flow of the mixed hydrogen/helium flash and an
investigation of the most important uncertains of the nuclear reaction rates.
Chapter 4 deals with the detailed interactions of the burning regions, which
cause bolometrically double peaked bursts.

2.2.1 Setup

As long as the accretion rate is not too low (Brown et al. (1998)), thermal
inertia (Taam (1980); Fujimoto et al. (1984); Fushiki et al. (1992)) as well
as compositional inertia (Taam (1993); Taam et al. (1996)) plays a crucial
role in establishing the burning region’s temperature profile, which depends
on an interplay between nuclear burning and neutrino radiation loss, and
radiative and conductive heat transported towards the surface and core of
the neutron star respectively. Therefore many burst cycles are necessary
to self-consistently determine the composition of the ashes (Miralda-Escudé
et al. (1990)), because the composition of the ashes needs to be made ab
initio to self-consistently determine the outflux of the crust of the limit cycle
equilibrium1. Fujimoto et al. (1987b) observed that the behavior of the burst
is very dependent on the [relative] abundance of the HCNO elements. As in
Rembges et al. (1997) this study only considers solar abundances (Anders &
Grevesse (1989)), since most X-ray bursting neutron stars accrete from an
unevolved star (Bildsten (1998b)).

The local rest mass accretion rate is fixed to constant values: Ṁ =
1 · 1017 g s−1 (chapter 3) and Ṁ = 5 · 1016 g s−1 (chapter 4). Rather than
accreting onto an artificial iron-atmosphere for each run, the t = 0 model

1In principle the limit cycle is never reached due to the steady increase of mass due
to accretion; but we ignore this fact, as the entire mass of the model is replaced in about
∼ 6×105 s at an accretion rate of 1017 g s− and the mass of the entire neutron star is eleven
orders of magnitude larger. Therefore the gravitational field does not change substantially
in the time it takes to reach the limit cycle equilibrium for a given mass and radius of the
neutron star
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was made by following the base model until a limit cycle equilibrium was
reached. Subsequently the composition of the burst ashes was copied to the
bottom of the model-envelope after which the limit cycle equilibrium was
reachieved as the model adjusted boundary conditions to the new temper-
ature profile resulting from the changed thermal conductivity in the copied
shells. This creates a model, which is physically independent of the starting
conditions and which is self-consistent with the chosen reaction library, while
at the same time avoiding the need to compute the evolution long enough to
replace the entire model envelope (true self-consistency). This model will be
referred to as the base model. The reaction library of the base model is given
by Schatz (2003).

2.3 Model analysis

Though the governing equations provide a complete prescription for the next
time step their non-linearity makes it impossible to separate cause and effect,
whence one is confined to consider contributing factors only. The difficulties
this causes in analysing the reaction flow in the XRB-model are also demon-
strated in fig. 2.1 which shows a graph of the important events as they are
described by the governing equations. The time-axis describes the differ-
ent burning phases of the accreting neutron stars as it passes through the
quiescent phase, followed by the ignition, reaching peak temperature and
the cooling phase. The radius-axis describes the burning in the different
onion-layered shells of our model: The surface regions, where the density is
relatively low, the region around the ignition point, and the regions below
it. The last axis describes the nuclear reaction flow as it passes through
increasingly heavier isotopes during the explosive burning.

From the figure it then becomes clear that e.g. a faster reaction rate in
the (α, p)-process at ignition (ignition region, ignition time, (α, p)) would
contribute to a faster increase in temperature in this region thus creating
a steeper temperature gradient causing a greater heat flux to the adjacent
regions in turn causing a different reaction flow in the breakout reactions of
the surface region, while the ignition region was peaking e.g. (surface, peak
temperature, breakout). Therefore it is impossible to analyse one region
separately in terms of the effects of individual reaction rates – the entire
model must be considered as a whole.
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Figure 2.1: The figure illustrates the reaction flow (A) as a function of time
(t) and depth/composition (R). A complete description of the reaction flow
would be a description of the entire volume spanned by the three axes
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2.3.1 Goals of the analysis

Another problem then becomes that of determining how the observables are
related to the incompleteness of the model itself and the uncertainty of the
model parameters. The observables are currently given by fast timed satellite
counters with a spectral resolution sufficiently detailed to pick up individual
spectral lines. This means that observables such as bolometric luminosity,
detailed spectra including the shape, oscillations, etc. are available. The
derived observables such as effective temperature are obscured by the incom-
pleteness of our model, which only consider the burning regions in spheri-
cal symmetry and utilizes a phenomenological convection model and a very
simple atmospheric model while disregarding the accretion disk interaction.
Finally uncertainty in the model parameters may cause misinterpretations
of observables. For instance fluctuations in the accretion rate, which seems
to be a fluctuating and instantly immeasurable quantity in all but a single
burster, GS 1826-238, can change the recurrence time by thousands of sec-
onds (Nozakura et al. (1984)). Other quantities which are not controlled are
the mass and radius of the neutron star, which determine the gravitational
field and thus the pressure in the burst region (Hanawa & Fujimoto (1982)).

The output of an analysis should therefore be variables which are not
compromised by uncertainties. These are e.g.:

• The composition of the surface region as a function of time, which can
serve as an input in a solution of radiation transport, which would
determine the detailed spectrum of the burst. This has also been sug-
gested by Woosley et al. (2004).

• A strength of our model is its detailed tracking of temperature and
density allowing a more accurate calculation of the reaction flow. Only
reaction rates in the reaction flow are important to spend resources
measuring.

• The ashes of the burning constricts other indirect observables of the
neutron star such as e.g. magnetic fields, accretion area, crustal compo-
sition, superburst interpretation, gravitational waves, . . . making them
useful to a lot of different fields.



Chapter 3

The Mixed H/He ignited flash

We consider and analyze the reaction flow of a typical X-ray burst of a source,
where Ṁ = 1 · 1017g/s, M∞ = 1.4M⊙, and R∞ = 10km. It is demonstrated
that a mixed H/He burst obtains due to the conditions which are built up during
the quiescent phase. The reaction flow of the explosive burning is subsequently
analyzed for five interacting depths. The composition of the ashes is given.

3.1 Quiescent burning

Since different layers burn differently depending on their composition, the
overall characteristics of the burst can be understood by the composition as a
function of depth or the position of the fuel surfaces as described by Fujimoto
et al. (1981); Hanawa & Fujimoto (1982); Fushiki & Lamb (1987); Lewin
et al. (1995) and Lamb (2000). In Fig. 2.1 these fuel surfaces correspond to
a projection of the composition on the (R,A)-plane at a time, t0, just prior
to the ignition of the burst.

The fuel surfaces are built as the infalling matter settles on the neutron
star surface, where it is slowly compressed and pushed into the neutron star
atmosphere by the continuously infalling material above it, building up a
layered structure. Assuming a constant and spherically symmetric accretion
the column depth, y ≡

∫ R

R−r
ρdr, of a layer as a function of time can be

written as

y =
Ṁ

4πR2
t, (3.1)

where Ṁ is the global mass accretion rate and t is the time that has passed
since the clump settled on the surface. At an accretion rate of Ṁ = 1017g/s
it takes about a day for a clump of fuel to reach the ignition point. Since the
advection velocity, dy/dt = Ṁ/4πR2, is higher than the diffusion velocity,

21
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the latter can be ignored, whence the isotopes of the different layers do not
mix with each other.

At solar temperatures hydrogen burning proceeds via the pp-chains and
the CNO-cycle. At higher temperatures the CNO cycle starts to dominate
and at even higher temperatures the proton capture on 13N becomes faster
than its β+-decay and matter is processed via the hot CNO cycle which is
given by

12C(p, γ)13N(p, γ)14O(e+, ν)14N(p, γ)15O(e+, ν)15N(p, α)12C . (3.2)

When the solar composition matter enters the outermost zone (T9 = 0.193
and ρ = 1.32 × 105g/cm3) it is not in equilibrium (see Fig. 3.1) and protons
immediately capture on 12C,13N, and 14N increasing the relative abundance
of the β+-unstable 14O (T1/2 = 76.4s) to the 15O (T1/2 = 122.2s). At the same
time the 15N(p, α)12C reaction releases additional 4He whose abundance in-
creases. The accreted nitrogen and carbon is quickly exhausted enhancing
the fraction of 14O, 15O and the hot CNO cycle enters the beta-limited equi-
librium cycle (see Fig. 3.1) which has a reaction rate (for hydrogen) given
by

rH =
1

4

λ15Oλ14O

λ15O + λ14O

Xhot CNO s−1, (3.3)

where Xhot CNO = X15O + X14O is the sum of the nucleon fractions and λ =
ln(2)/T1/2 defines the decay constants. The helium is converted into 12C via
the temperature sensitive triple-alpha reaction. Here we use the rate given by
Caughlan & Fowler (1988) which is the same rate employed in our numerical
calculation. As 12C quickly captures two protons to become 14O the triple-
alpha process enhances the the reaction rate of the hot CNO cycle. Similarly
the (p, α) process in the hot CNO-cycle feeds the triple-alpha process. At low
temperatures near the surface of the neutron stars one may ignore charged
particle reaction aside from those described above. Therefore the hydrogen
and helium nucleon fractions can be described by the following set of coupled
equations

dXH

dt
= −rH (3.4)

dXHe

dt
= −4rHe + rH (3.5)

dXhot CNO

dt
= 4rHe (3.6)

These equations can be solved together with eq. (3.1) and a profile of (ρ, T ),
which have been determined using our selfconsistent numerical model, and
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Figure 3.1: The ratio between the weakly decaying waiting point nuclei,
14O (T1/2 = 76.4s) and 15O (T1/2 = 122.2s), in the hot CNO beta-limited
approximation (solid line) compared to our numerical result (dashed line).
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using the accreted solar abundances of Anders & Grevesse (1989) as a bound-
ary condition. Our solution for hydrogen and helium is given by the long
dashed lines in Fig. 3.2. The steady state profile, calculated using these
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Figure 3.2: The nucleon fractions of hydrogen and helium are shown as a
function of column depth prior to the burst (solid lines) where the hydrogen
fuel surface lies on top of the ignition surface. The fuel surfaces after the
burst are shown with dotted lines. The long dashed lines shows the prediction
of the fuel surfaces from our simple estimate (see text).

simple assumptions, determines the upper limit to the amount of hydro-
gen that can be accreted since no other hydrogen consuming reactions are
accounted for. In both the steady state approximation and the numerical
model the fastest hydrogen-consuming reaction during the dormant stage is
the hot CNO-cycle, the rate of which depends on the abundance of the “hot
CNO” nuclei (Hanawa & Sugimoto (1983)). These are determined by the
experimentally poorly known triple-alpha process. It can be shown that in-



3.1. QUIESCENT BURNING 25

creasing this reaction rate by a factor of five decreases the critical amount
of hydrogen by 15% in the steady-state approximation. The steady state
approximation can be compared to the self-consistent dynamical solution at
the point just prior to ignition where the maximum (critical) amount of hy-
drogen and helium has been accreted. The dynamical solution is shown in
Fig. 3.2 by the solid lines. The agreement is reasonable, but we note that hy-
drogen is exhausted earlier in the selfconsistent model. Fig. 3.2 shows that
in the dynamical model the helium fraction increases at the same rate as
the hydrogen fraction decreases, whence the discrepancy is explained by the
beta-limited approximation up to a column depth of ∼ 4× 107g/cm2, which
is shown in Fig. 3.1. Beyond this point hydrogen is exhausted at a faster
rate than helium: This is due to proton captures on other isotopes which
becomes competitive with the hot CNO-cycle.

3.1.1 Quiescent rp-process

A few thousand seconds prior to the burst first significant hydrogen consum-
ing reactions below y ∼ 4× 107g/cm2 appear after the 15O(α, γ)19Ne branch
becomes competitive with the β+-branch regulating the hot CNO-cycle rate,
thus providing a feed to heavier isotopes - knowing the low temperature
characteristics of this rate is therefore important to determine the formation
rate of seed nuclei for the quiescent rp-process. In this temperature range
(T9 ∼ 0.27), the triple-alpha process is feeding the hot CNO-cycle via the
carbon, thus the activity of the 15O-decay actually increases thus increasing
the hydrogen consumption. The reaction flow proceeds through the so-called
NeNaMg-cycle, however, the 22Na(p, α)19Ne is very slow compared to the pro-
ton capture on 22Na, therefore no helium is produced via the ineffective cycle
putting a damper on the original breakout of the hot CNO-cycle. Hydrogen
is then slowly (compared to the hot CNO cycle) burned until the double
magic 40Ca is reached which at this temperature puts a strong damper on
the continued reaction flow. Here the 43Sc(p, α)40Ca contributes about 1%
of the helium compared to the hot CNO cycle.

In total this “dormant” or quiescent rp-process is responsible for 10–
20% of the hydrogen-consumption for a period of thousands of seconds at
an accretion rate of Ṁ = 1017g/s. The effect is that the helium/hydrogen
ratio is raised leading to a smaller accumulation of hydrogen before the he-
lium reaches a critical depth and thus a weaker burst obtains compared to
a simpler model that excludes this process. Furthermore the composition
is changed towards better bound nuclei, which also impedes the impending
explosive runaway.
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Note! Because of the interaction of the quiescent rp-process the hydrogen
and helium fuel surfaces defined and discussed in Fushiki & Lamb (1987)
do not lie superposed (even at our high accretion rate) and as a result
the bursting splits into three scenarios, which can be described separately,
namely: Helium-burning in a hydrogen poor background of ashes; Mixed
hydrogen/helium burning (with an enhanced ratio of H/He compared to the
accreted material) (the trigger happens at the bottom of this region) – this
is the burning region which produces the heaviest ashes. Finally there is
mixed hydrogen helium burning in the atmosphere, which does not result in
a runaway due to the lower density.

3.2 Explosive burning

Runaways occurring in a mixed H/He layer mainly proceed via the rp-
process (Wallace & Woosley (1981)), where the characteristic timescale,
τrp ∼

∑
T1/2, is given by the sum of the half-lives of the β-decays in the

reaction flow (van Wormer et al. (1994)). However, depending on the flow
pattern a simulataneuosly occurring (α, p)-process, which does not depend
on β-decays, may decrease the timescale through the sd-shell nuclei (Wallace
& Woosley (1981); Schatz et al. (1998)). As the runaway lasts several sec-
onds in this case, the temperature gradient only produces a minor convective
instability.

Since the different layers interact and also burn differently due to different
compositions and temperature, the burst can not be understood based on the
burning of one layer only, but must be analyzed for several different burning
layers, since they all contribute to the observables mentioned in sec. 2.3.1.
Therefore the analysis is split into four regions: the region around the ig-
nition point, the convective region, the surface, and the ocean, which are
sufficiently different to merit separate attention. This would correspond to
making (four) cuts parallel to the (A, t)-plane (See Fig. 2.1) for R = ocean,
R = ignition region, R = convective region, and R = surface respectively.
These cuts are shown in Fig. 3.3, which shows a trace of the burst conditions
for different depths (pressures) during a complete revolution of the limit cy-
cle. Following the cooling of the previous burst, the individual layer reach
their lowest temperature and highest density of the cycle. The subsequent
accretion, which was described in sec. 3.1, increases the hydrogen content
of the layer, which in turn lowers the density, because the increased elec-
tron abundance of hydrogen requires less mass to maintain the hydrostatic
pressure (Joss (1977); Joss & Li (1980)) compared to the heavier and more
neutron-rich ashes (Hanawa & Fujimoto (1984)). This is most clearly seen in
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Figure 3.3: From left to right (solid line): y = 2.1 × 106g/cm2 (surface),
y = 9.5 × 106g/cm2 (top of the convective region), y = 1.9 × 107g/cm2,y =
3.3×107g/cm2 (bottom of the convective region), y = 6.2×107g/cm2 (above
ignition),y = 8.3×107g/cm2 (ignition point), and y = 1.1×108g/cm2 (ocean).
The dashed line indicate the region which is convective during the rising of
the burst.
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Fig. 3.3 just above the ignition region, which decreases its density by about a
factor two during the quiescent phase, as the electron-rich surface ashes of the
previous burst sink into this region. For an accretion rate of Ṁ = 1·1017 g s−1

and a reccurence time of ∆t ≈ 11000 s (see sec. 1.5), the neutron star accretes
a mass of ∆M = Ṁ · ∆t ≈ 1.1 · 1021 g (5.5 · 10−13 M⊙) in between bursts.
This means that matter above a column density of y = 5.8 × 107 g cm−2 is
freshly accreted, whereas matter below comprise the old surface ashes of the
previous burst(s), whence the composition in the ignition region actually con-
sist of heavier ashes with a comparably lower hydrogen/helium abundance.
When eq. [1.2] is finally violated, the matter ignites and the nuclear runaway
causes a rising temperature, which eventually affects the degeneracy of the
electrons and decreases the density further as the trace runs up the left leg of
the cycle in Fig. 3.3, until the fuel is exhausted as it burns into heavier ashes
shortly after the peak temperature is reached. The β+-decays during and
subsequent to the rp-process decrease the electron abundance and brings the
trace down the right leg as the envelope cools. Therefore the separation in
density between the rising leg and the decaying leg accounts for the change in
composition, whence the largest change happens around the ignition regions,
whereas the surface does not change its composition much – this can also be
seen in Fig. 3.2, which shows the hydrogen and helium mass fractions as a
function of depth before and after the burst respectively.

The different compositions and hydrostatic pressures with corresponding
temperatures and densities of the burning regions change dynamically on
a nuclear timescale1. Therefore the analysis of the nuclear reaction flow
proceeds in a different way compared to previous works, which assumed solar
abundances burning at fixed densities and temperatures and described the
integrated flow over many minutes (van Wormer et al. (1994); Rembges et al.
(1997)); instead the instant flow rate is described as the thermodynamic state
variables change.

The net reaction flow rate from isotope i to isotope j is defined by

fij = −fji = Ẏi→j − Ẏj→i , (3.7)

where Ẏi→j is the time rate-of-change of the ith isotope resulting from all
reactions converting isotope i to isotope j. The flow-rates for the different
times of Fig. 3.3 will be demonstrated in the flowcharts of the following

1Due to the hydrostatic approximation the dynamical timescale is essentially irrelevant
in describing the envelope, because the gravitational energy is much higher than nuclear
energy, which can be converted into the kinetic energy (Joss (1977); Joss & Li (1980)
and sec. 1.1). Therefore the pressure at a certain depth stays constant to a very good

approximation at all times relating the state variables through P (y) ≈ P (ρ, T, ~X), where
y is the column density.
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sections, which describe the reaction flow rates at the ignition point, the
region above it, the convective zone, the surface (of our model), and the ashes
going into the ocean. In these figures the main reaction-flow is described
by the heavy lines with the exception of isotopes, which are in (p, γ)(γ, p)-
equilibrium, because the calculation of the flow-chart are based on an explicit
extrapolation of eq. [A.31], whence they give erroneous numerical results,
since large rates, which would cancel in reality, do not cancel numerically.
The numerical uncertainty in the maximum flow rate makes it impossible
to normalize the flow rate to a maximum value. Therefore flow rates are
plotted with a thickness set by the logarithm of the flow rate. In this way
thin lines indicate a flow rate just above 10−6 mol g−1 s−1 increasing their
thickness logarithmically to a maximum afterwhich they stay constant. Very
thick lines indicate (p, γ)(γ, p)-equilibrium.

3.2.1 Ignition point

During the quiescent phase the fuel surface slowly move toward the ignition
surface. The fuel surface comprise heavier ashes of the previous burst which
are mixed with increasing amounts of about 10% helium (no hydrogen). As
the temperature increases traces of the latter begin to capture on light stable
daughter nuclei: 15N, 18O, 18F, 19F, and 23Na (see Görres et al. (1989))
which become alpha-unbound. In addition protons capture on 34S and on
all Tz = (N − Z)/2 = −1/2 isotopes between neon and silicon. These
(p, α)-reactions explain the temperature fluctuations of the ignition region,
which can be seen in Fig. 3.4) – they are, however, too weak to cause a
runaway. Behind the very front of the fuel surface a constantly burning
hot CNO cycle turns 1H into 4He in the manner described in sec. 3.1. As
the triple-alpha process becomes increasingly faster due to the increasing
density and temperature, the fraction of 14O (T1/2 = 76.4s) increases. The
hot CNO cycle in turn increases the 4He concentration until a runaway of the
triple-alpha ensues2. This runaway creates 12C which immediately captures
two protons to become 14O, causing the 14O/15O-ratio to increase, since 14O
(T1/2 = 76.4s) decays too slowly. This is evident from Fig. 3.5 and Fig. 3.1.
We now describe the reaction flow in terms of temperature, density, and
proton and alpha fractions as the time develops. The time is synchronized,
so t = 0 coincides with the peak surface luminosity.

2Originally we were concerned about the reaction flow through the heavier ashes, so
reactions on light isotopes e.g. the pp-chains and the rap-processes of Wiescher et al. (1989)
were neglected. They will be included in future runs, because they are within easy reach
of radioactive ion beam experiments (Hass (2003)).
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Figure 3.4: A magnified plot of the (ρ, T )-trace at the ignition point of
Fig. 3.3.
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Figure 3.5: The hydrogen, helium, CNO type matter, and metal (the rest)
mass fractions as a function of time. The time scale has been synchronized
to coincide with the burst luminosity peak at t = 0. Note that the hydrogen
is complete exhausted during the burst while about ∼ 5% helium remains.
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Fig. 3.6: T = 5.63 · 108 K, ρ = 5.67 · 105 g cm−3, X = 0.020, Y = 0.27,
t = −9.2482540 s

At this time the increasing temperature has caused the flow rate of
15O(α, γ)19Ne to reach 10% of the 15O(β+)15N rate establishing a break-
out of the hot CNO cycle (the 1% limit was breached at t = −103.6s) which
eventually reaches 40Ca

Reaching 19Ne the matter can no longer return to the hot CNO cy-
cle and the reaction flow proceeds with 19Ne(p, γ) 20Na(p, γ) 21Mg, where
it is blocked by photodisintegration, because of the 21Mg(p, γ)(γ, p)22Al-
equilibrium. Therefore the flow proceeds via 21Mg(β+, T1/2 = 0.122 s)
21Na(p, γ) 22Mg(β+, T1/2 = 3.86 s) 22Na(p, γ) 23Mg(p, γ) 24Al(p, γ) 25Si, which
is again in blocked by photodisintegration from the 25Si(p, γ)(γ, p)P P reac-
tion.

Following the decay by 25Si(β+, T1/2 = 0.634 s) 25Al(p, γ) 26Si (T1/2 =
2.23 s), which is too long-lived for its decay to be relevant, thus 26Si(p, γ)
27P(β+, T1/2 = 0.260 s) 27Si(p, γ) 28P(p, γ) 29S(β+, T1/2 = 0.187 s) 29P(p, γ)
30S(β+, T1/2 = 1.18 s). ; this is too long, so the next decay occurs from
the 30S(p, γ)(γ, p)31Cl(β+, T1/2 = 0.200 s), until the temperature becomes
sufficiently high to completely photodisintegrate most of the 31Cl eventu-
ally leaving a ratio of YCl−31/YS−30 ∼ 10−7. Therefore the flow contin-
ues along 31S(p, γ) (Iliadis et al. (1999)) 32Cl(β+, T1/2 = 0.298 s) 32S(p, γ)
33Cl(p, γ) 34Ar(β+, T1/2 = 0.844 s) 34Cl(p, γ) 35Ar(p, γ) (Iliadis et al. (1999))
36K(β+, T1/2 = 0.342 s) 36Ar(p, γ) 37K(p, γ) 38Ca.

Since 39Sc and 40Sc are almost proton unbound the flow must wait for
38Ca (T1/2 = 0.440 s) and 39Ca (T1/2 = 0.860 s) to β+-decay before the flow
stops at the well-bound 40Ca isotope. Thus in total the timescale for this
sequence is (c.f. van Wormer et al. (1994)) τ = ln(2)−1

∑
T1/2 ∼ 8s which

is slower than the time it takes to cover the star with a deflagration wave
(c.f. sec. 1.2.1) by a factor four. Therefore a one-dimensional approximation
is still reasonable.

However, as the (α, p)-process ignites and the temperature increases, the
reaction flow will move closer to the dripline decreasing the β-half-lives which
makes the timescales comparable. This means that our model is no longer
predictive of hydrodynamically influenced (extensive) observables such as the
time-dependent luminosity, however, our model still provides a local (inten-
sive) description of the burning conditions, and therefore a realistic descrip-
tion of the reaction flow.
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Fig. 3.7: T = 7.15 · 108 K, ρ = 5.06 · 105 g cm−3, X ≈ 0, Y = 0.233,
t = −8.667018 s

Half a second later the 14O(α, p)17F breakout reaction reaches 1/3 of the
flow rate of the 15O(α, γ)19Ne-reaction. This starts the hot CNO bi-cycle:
14O(α, p) 17F(p, γ) 18Ne(β+) 18F(p, α)15O. A meta bi-cycle is created from
the decay branch of 19Ne(β+) 19F(α, γ) 16O(p, γ) 17F thus returning this cycle
to the bi-cycle.

At this stage 22Mg(p, γ)23Mg and 22Mg(β+, T1/2 = 3.86 s)22Na become
comparable. Consequently the flow path through 23Mg(p, γ) 24Si(β+, T1/2 =
0.102 s) 24Al competes with 22Mg(β+, T1/2 = 3.86 s) 22Na(p, γ) 23Mg(p, γ)
24Al effectively creating a shortcut. Since the flow rates are about equal,
the effective timescale becomes the mass fraction weighted harmonic mean
of the two half-lives ≈ 0.14s, which is much faster than before. This reduces
the total timescale to reach 40Ca to ∼ 5 s. A similar shortcut exists between
25Si and 27P, however, here the Q-value is only 141keV, so the faster path is
suppressed by photodisintegration.

Very little 31Cl now exists, so the flow must pass through the
30S(β+, T1/2 = 1.18 s) reaction, which is the slowest weak reaction in the
flow and adds about a second to the total timescale.

Other short cuts arise e.g. 32Cl(p, γ) 33Ar(β+, T1/2 = 0.173 s) 33Cl against
32Cl(β+, T1/2 = 0.298 s) 32S(p, γ) 33Cl or 36K(p, γ) 37Ca(β+, T1/2 = 0.175 s)
37K vs. 36K(β+, T1/2 = 0.342 s) 36Ar(p, γ) 37K. The potential effectiveness
of these short cuts in changing the timescale of the flow is given by their
half-lives. The weights are given by the (p, γ)-reaction rate on the original
isotope i.e. 32Cl and 36K.

The flow breaks into the pf -shell nuclei by proton-captures on 39Ca and
40Ca (Wiescher & Görres (1989)). Very fast β+-decays on the highly radioac-
tive Sc and Ti isotopes that obtain causes the flow to spread (fig.3.7) and
makes an analysis of the timescales difficult.

A hot CNO like cycle exists on 40Ca(p, γ) 41Sc(p, γ) 42Ti(β+, T1/2 =
0.199 s) 42Sc(p, γ) 43Ti(β+) 43Sc(p, α)40Ca. However, breakout occurs via
43Ti(p, γ) 44V and 43Sc(p, γ) 44Ti which forms paths eventually passing
through 45V (T1/2 = 0.547 s). These isotopes may either do a beta-decay
followed by a proton-capture or do a proton-capture followed by a beta-
decay and end up in 46V (T1/2 = 0.422 s), which decays to the stable 46Ti.
This effectively stops the rp-process for these conditions, and due to the very
low hydrogen abundance at this depth, the flow will not break out of the
A = 46 isotopes. Since this represents a hurdle to the flow it is important to
determine the (p, γ)-rates on the V isotopes correctly. Comparing the effects
of substituting in the rates of Fisker et al. (2001a), and Fisker et al. (2001b)
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has shown that these rates influence the shape of the luminosity curve – pre-
liminary studies have also shown that external observables e.g. ∆t, max(Fb),
may be highly dependent on these rates.

Fig. 3.7 also shows some reprocessing of 49Cr and 52Cr, which burns close
to the valley of stability and eventually ends up in the nickel-zinc region.
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Figure 3.6: Ignition
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Figure 3.7: Ignition

Fig. 3.8: T = 9.60 · 108 K, ρ = 4.06 · 105 g cm−3, X ≈ 0, Y = 0.10,
t = −6.6445538 s

The protons are exhausted within one second. This can also be seen in
Fig. 3.5. Once this happens, the proton-rich isotopes near the driplines
decays towards the valey of stability, where they undergo (α, p)-reactions.
The released protons capture on the most abundant isotopes with the largest
capture cross sections. This is primarily 12C, which is still synthesized by the
triple-alpha process, but also stable or relatively long lived isotopes such as
21Ne, 21Na, 22Na, 24Mg, 26Al, and 26Si. Since most protons are absorbed by
12C, the overall effect of these reactions is to move the proton-rich isotopes
closer to the alpha-chain (N = Z even-even) isotopes.

Fig. 3.9: T = 1.01 · 109 K, ρ = 3.97 · 105 g cm−3, X ≈ 0, Y = 0.05,
t = −0.23604405 s

The flow through the alpha-chain nuclei is clearly seen in Fig. 3.8 which shows
the reaction flow at the time where maximum temperature is achieved. Notice
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that 12C(p, γ) 13N(α, p) 16O is much stronger than the direct 12C(α, γ) 16O-
reaction as long as the (α, p)-reactions are still possible on heavier isotopes.

The reaction flow continue with (α, γ)-reactions up to 36Ar. Eventually
the downward heat flux from the upper regions becomes too weak to sustain
the (α, p)-reactions and the reactions die out leaving only radioactive isotopes
that slowly decay to stabler ones.
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Figure 3.8: Ignition
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Figure 3.9: Ignition

3.2.2 Above the ignition point

It is relevant to know the reaction flow and its energy release at the depth,
which reach the highest temperature during the burst, because it heats up
adjacent and colder regions. This is because heat is transported as electrons
and photons are diffused along a negative temperature gradient. The highest
temperature of a burst ignited by mixed hydrogen and helium is reached just
above the point of point of ignition c.f. Fig. 3.4.

Fig. 3.10: T = 6.18 · 108 K, ρ = 1.84 · 105 g cm−3, X = 0.541, Y = 0.360,
t = −8.6670187 s

The 15O(α, γ)19Ne-reaction is less important at this depth, because less “hot
CNO material” has been created due to lower operating temperatures and
densities of the triple-alpha process. So while the reaction burns off the
existing 15O, the runaway at this depth occurs, when the heat from the igni-
tion point below increases the triple-alpha reaction, so the 12C(p, γ) 13N(p, γ)
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14O(α, p) 17F reaction path dominates. This is because 14O (T1/2 = 76.4 s)
does not have the time to decay during the runaway. At this point the
15O(α, γ)19Ne-reaction does establish a very weak flow to 30S along a flow
path identical to the initial path in the deeper region. Since this depth
contains former surface ashes there is more 40Ca than at the ignition point
which contains ashes from the convective region. The 40Ca starts capturing
protons, which are also more abundant, establishing a flow to 46Ti.

Fig. 3.11: T = 6.66 · 108 K, ρ = 1.72 · 105 g cm−3, X = 0.539, Y = 0.358,
t = −8.47754325 s

At this point 14O(α, p)17F breakout reaction reaches 1/3 of the flow rate of
the 15O(α, γ)19Ne-reaction. This happens at a lower temperature for this
depth, because the 14O/15O abundance-ratio is relatively higher.

The breakout establishes the hot CNO bi-cycle; in contrast to the ignition
point, the meta bi-cycle is not established, because it is already sufficiently
hot and there is sufficient hydrogen to capture on 19Ne destroying it imme-
diately.

The heat flux building up rapidly from the ignition point below means
that short cuts e.g. 23Al(p, γ) 24Si(β+, T1/2 = 0.102 s) 24Al competing with
22Mg(β+, T1/2 = 3.86s) 22Na(p, γ) 23Mg(p, γ) 24Al and 25Si(p, γ) 26P(p, γ)
27S(β+, T1/2 = 0.021s) 27P competing with 25Si(β+, T1/2 = 0.220s) 25Al(p, γ)
26Si(p, γ) 27P quickly becomes dominated by the leg closest to the proton
dripline.

A weak flow into the pf -shell now occurs through the 39Ca isotope. How-
ever, most of the burning on these isopes is due to proton capture on residual
40Ca from the last burst. This reaction sequence ends in 46Ti as for Fig. 3.7.

In addition previous ashes starts to burn: 49Cr and 50Cr burns into the
Ni and Co isotopes, and stable 64Zn and long-lived 57Co (T1/2 = 270d) start
capturing protons.

Fig. 3.12: T = 7.40 · 108 K, ρ = 1.54 · 105 g cm−3, X = 0.535, Y = 0.355,
t = −8.19643055 s

14O(α, p)17F is now as strong as 15O(α, γ)19Ne.

The 46Ti(p, γ)47V-reaction, which is the bottleneck to the heavier during
the early stages becomes active.

The flow in the pf -shell burns between Fe and Ni. 59Cu, 60Zn, and 65Zn
(T1/2 = 244 d) starts burning.
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Figure 3.10: Above ignition
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Figure 3.11: Above ignition

Fig. 3.13: T = 8.33 · 108 K, ρ = 1.36 · 105 g cm−3, X = 0.528, Y = 0.349,
t = −7.7879397 s

Presently the flow through the lighter isotopes stops at the 30S (T1/2 = 1.18 s)
waiting point with only a small flux following from its decay.

The initial residual amount of 40Ca is not fully depleted and burned into
the nickel-cupper-zinc region. Along with the initial residual chromium, they
are however stopped at the N = 28 isotone due to the long half-lives of 55Co
(T1/2 = 18 h) and 56Ni (T1/2 = 6.1 d).

In addition stable and long lived isotopes beyond zinc slowly start to
burn. However, the 46Ti(p, γ)47V-reaction is still too weak to connect to the
flow through the lighter nuclei to iron-group flow, whence the latter moves
on by itself.

Fig. 3.14: T = 9.27 · 108 K, ρ = 1.20 · 105 g cm−3, X = 0.508, Y = 0.336,
t = −6.6445538 s

A couple of seconds after its breakout, 14O(α, p)17F, becomes so fast any
14O is immediately destroyed. Consequently 15O is only created via the hot
CNO bi-cycle. However, the bi-cycle will become void, because it is now
sufficiently hot for alpha-particles to penetrate the Coulomb barrier of 18Ne,
thus skipping its T1/2 = 1.67 s β+-decay.

The flow which started from the captures on the residual Cr isotopes,
which were later processed in proton captures has now been burned be-
yond Co. The progression from the N = 28 isotone to the N = 29
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Figure 3.12: Above ignition
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Figure 3.13: Above ignition

goes through 58Cu(β+, T1/2 = 3.2 s) and 59Zn(β+, T1/2 = 0.182 s), since a
further proton capture is prevented by photodisintegration. Subsequently
the flow proceeds via 59Cu(p, γ) 60Zn (T1/2 = 2.4 m), which is a waiting
point due to the photodisintegration of 61Ga. However, a proton sepa-
ration energy of Q = 644 keV permits the formation of sufficient 61Ga
which can either proceed via 61Ga(p, γ) 62Ge(β+, T1/2 = 0.083 s) 62Ga or
61Ga(β+, T1/2 = 0.150 s) 61Zn(p, γ) 62Ga, whence the further flow depends
on the parameters of these rates such as described earlier for similar config-
urations. 64Ge(β+, T1/2 = 63.7 s) is reached via subsequent and alternating
proton captures and β+-decays. However, 65As is proton-unbound. Therefore
further flow depends on either a 2p-capture or a slow decay.

Meanwhile heavier previous ashes (N > 32) react as they are bumped up
the isotones by repeated proton-captures.

Fig. 3.15: T = 9.31 · 108 K, ρ = 1.19 · 105 g cm−3, X = 0.507, Y = 0.335,
t = −6.5430033 s

While it is evident from the flow chart that most of the flow is still blocked
at 30S (T1/2 = 1.18 s), the rp-process now extends to 64Ge (T1/2 = 63.7 s) as
46Ti(p, γ) 47V(p, γ) 48Cr(p, γ) 49Mn and the (still weak) shortcut 46V(p, γ)
47Cr(p, γ) 48Mn(p, γ) 49Fe(β+, T1/2 = 0.070 s) 49Mn(β+T1/2 = 0.382 s)
49Cr(p, γ) 50Mn(p, γ) 51Fe now closes the gap.

Heavier isotopes with N > 32 continue to 72Kr (T1/2 = 17 s) where the
flow is stopped by photodisintegration of compound isotopes.
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At this time the temperature is sufficiently high for photodisintegration
of 27S to prevent the shortcut, which was previously established between 25Si
and 27P.

However, at the same temperature the 21Mg(α, p) 24Al and the 22Mg(α, p)
25Al reactions become significant. The latter circumvents the (T1/2 = 0.102 s)
half-life of 25Si, thus shortening the reaction flow timescale.

38Ca starts photodisintegration, but since 39Sc is proton unbound, the
flow must await a (T1/2 = 0.438 s)-decay, since this reaction is a bottleneck.
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Figure 3.14: Above ignition
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Figure 3.15: Above ignition

Fig. 3.16: T = 9.53 · 108 K, ρ = 1.17 · 105 g cm−3, X = 0.494, Y = 0.326,
t = −5.5928312 s

Increasing the temperature further 26Si(α, p)29P now circumvents the decays
of the N = 12 isotone decreasing the flow timescale. However, the flow must
still wait at 30S, which abundance increase, but while a stronger flow now
passes through 30S (T1/2 = 1.18 s) 30P(p, γ) 31S(p, γ) 32Cl, 30S(p, γ) (γ, p)31Cl
32Ar(β+, T1/2 = 0.210 s) 32Cl, the flow path which depends on the proton
separation energy of 31Cl, becomes viable. The stronger flow continues to
64Ge with unchanged flow paths.

The 49Mn(p, γ) 50Fe(β+, T1/2 = 0.100 s) 50Mn starts becoming competitive
with 49Mn(β+T1/2 = 0.382 s) 49Cr(p, γ) 50Mn acting to decrease the effective
flow rate between 49Mn and 50Mn.

Photodisintegration is now strong for 53Ni, 54Ni, and 55Ni, where the for-
mer are shifted towards nickel. However, the latter proceeds via 55Ni(p, γ)
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56Cu(p, γ) 57Zn(β+, T1/2 = 0.40 s) 57Cu, which circumvents the slower
56Ni(β+, T1/2 = 6.1 d).

A similar phenomenon occurs for the zinc isotopes, where 60Zn (T1/2 =
2.4 m) is circumvented by 60Zn(p, γ) 61Ga(p, γ) 62Ge(β+, T1/2 = 0.083 s) 62Ga.

64Ge(β+, T1/2 = 63.7 s) finally becomes sufficiently abundant to yield a
small flow extending the rp-process through 68Se with (T1/2 = 35.5 s), 72Kr
with (T1/2 = 17 s), and 76Sr with (T1/2 = 9.00 s), which are all restricted by
photodisintegration at this temperature.

Fig. 3.17: T = 9.81 · 108 K, ρ = 1.17 · 105 g cm−3, X = 0.450, Y = 0.302,
t = −3.0751059 s

As the temperature keeps increasing, the alpha particles now become suf-
ficiently energetic to allow the 30S(α, p) 33Cl-reaction, thus breaking out of
the (T1/2 = 1.18 s) waiting point. However, the flux is relatively weak at this
temperature, so the characteristic time scale is only changed slightly. The
flow subsequently proceeds via 33Cl(p, γ) 34Ar (T1/2 = 0.844 s), which is the
next waiting point. For these types of burst, the temperature never becomes
sufficiently high for the (α, p)-process to continue beyond this point. For less
charged targets, however, the (α, p)-process completely dominates the flow.

Opening the 46Cr(p, γ)-reaction, a shortcut between 46Cr and 48Mn be-
comes viable. This combines with the 46V → 49Mn-shortcut creating a super-
shortcut between 46Cr and 49Mn, where all rates are important.
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Figure 3.16: Above ignition
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Figure 3.17: Above ignition
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Fig. 3.18: T = 1.00 · 109 K, ρ = 1.19 · 105 g cm−3, X = 0.408, Y = 0.291,
t = −1.0917942 s

This region has now reached its maximum temperature; the reaction flow-
path is identical to the flow in Fig. 3.17, but due to the higher temperature
the flow is faster.

Fig. 3.19: T = 9.06 · 108K, ρ = 1.68 · 105g/cm3, X = 0.280, Y = 0.237,
t = 6.67416000s

There is still plenty of hydrogen and the temperature is above 0.9 GK, so
the flow continues to develop with more isotopes reaching 64Ge. A very
weak leak now exists due to the double proton capture 64Ge(p, γ) 65As(p, γ)
66Se(β+, T1/2 = 0.071 s) 66As shortcut, and following the decay of 76Kr the
flow eventually reaches 80Sr.

In addition trace amounts of 84Tc are produced – this effectively consti-
tute the end of the rp-process, which is short of the prediction of Schatz et al.
(1999), the reason being the much lower peak temperature achieved by our
model.

The high temperature also allows (p, α)-reactions on 59Cu and 63Ga,
which return to the 56Ni and 60Zn waiting points respectively.
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Figure 3.18: Above ignition
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Figure 3.19: Above ignition
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Fig. 3.20: T = 7.15 · 108 K, ρ = 3.55 · 105 g cm−3, X = 0.032, Y = 0.133,
t = 31.704493 s

Half a minute after the burst the rp-process is still operating, but the hy-
drogen is almost depleted, and the temperature has decreased 30% from the
maximum temperature. This means that the right legs of the flow paths
are beginning to dominate again – in particular it means that the flow past
68Se now runs slower and further away from the dripline i.e 68Se(β+, T1/2 =
35.5 s) 68As(p, γ) 69Se(p, γ) 70Br(β+, T1/2 = 0.079 s) 70Se(p, γ) 71Br(p, γ)
72Kr(β+, T1/2 = 17 s) 72Br(p, γ) 73Kr(p, γ) 74Rb(β+, T1/2 = 0.065 s) 74Kr(p, γ)
75Rb(p, γ) 76Sr(β+, T1/2 = 9.00 s) 76Rb(p, γ) 77Sr(p, γ) 78Y(β+, T1/2 = 0.055 s)
78Sr(p, γ) 79Y(p, γ) 80Zr(β+, T1/2 = 3.90 s) 80Y(p, γ) 81Nb(β+, T1/2 = 0.210 s)
81Zr(p, γ) 82Nb.

The lower temperature also means that the hot CNO bi-cycle becomes ac-
tive again, since 18Ne(β+, T1/2 = 1.67 s) becomes competitive with 18Ne(α, p)
21Mg again.

Fig. 3.21: T = 6.36 · 108 K, ρ = 4.29 · 105 g cm−3, X ≈ 0, Y = 0.108,
t = 44.85772 s

The hydrogen is practically exhausted from this region, so while the (α, p)-
process still operates up to 25Si, the flow is basically stopped at 46Ti again
due to lack of protons. Heavier isotopes follow constant A decay-chains back
to the valley of stability.

Following this, there is a brief period of (α, p)-reactions on light isotopes
close to A = Z, which is very similar to Fig. 3.8 and Fig. 3.9.

3.2.3 Convective region

The size of the convective region is shown in Fig. 3.3, which shows a trace
of the burst conditions for different depths (pressures) during a complete
revolution of the limit cycle. Note that the convective zone only exist during
the phase where the temperature rises (the cycle revolves clockwise). The
figure shows that the convective zone does not reach the surface for this burst,
but stays in a narrow region between y = 5.5 × 106 g cm−2 and y = 3.3 ×
107 g cm−2. The quantitative analysis of the turbulent convective burning is
complicated by the mixing of matter between convective zones that occurs as
soon as and as long as a superadiabatic temperature gradient is established.
However, the convective timescale, τcon. ≡ Λ/vedd. ∼ 10−6–10−5s ≪ τrp,
is generally faster than the typical timescale of the rp-process whence the
explosive burning may be taken to have approximately the same composition
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Figure 3.20: Above ignition
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Figure 3.21: Above ignition

throughout the entire convective zone (see the convective model of Rembges
(1999)) although burning happens at different temperatures and densities
at the top and bottom of the convective zone respectively. Furthermore,
turbulent convective burning does not happen above temperatures of 7 ×
108 K, whence the (α, p)-process, which has a much shorter timescale, does
not become active. Therefore this region could be computed by models with
a simplified description of the compositional evolution but a more complex
(2D) hydrodynamical implementation. The following analysis of this region
concentrates on the bottom of the convective region, because it is hotter and
denser, and therefore the reactions proceed faster here.

Fig. 3.22: T = 6.72 · 108 K, ρ = 9.81 · 104 g cm−3, X = 0.492, Y = 0.272,
t = 30.0 s

The convective period during this burst lasts about 1.7 s in which fresh un-
burned matter from the top of the convective zone is mixed into the bottom
and back again. This means that temperature dependent particle-captures
are effectively weaker, whereas the weak decays remain unaltered.

Due to the lower pressure the region attains a maximum temperature
of ∼ 0.9 GK whence the high-T short cuts available to the deeper layers as
described in the previous sections never come into play; instead the reaction
flow mostly represented by the flow chart of Fig. 3.22.

The (α, p)-process extends to 26Si after which the flow passes through
26Si → 28P-short cut. The 30S waiting point still acts as a bottleneck
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with only a small leak via 30S(p, γ) 31Cl 32Ar(β+, T1/2 = 0.210 s) 32Cl. This
flow passes through the 34Ar(β+, T1/2 = 0.844 s) bottleneck and on through
37Ca(β+, T1/2 = 0.175 s) 37K(p, γ) 38Ca(, β+, T1/2 = 0.440 s) into the pf -shell
isotopes.

The 42Ti → 44V is dominated by the lower leg, and the flow subsequently
reaches the A = 46 decay-line which is dominated by the breakout from 46Ti
leading to the 49Mn decay.

The flow then moves through the nickel isotopes until 55Ni where its decay
is now the strongest flow path. The reaction flow subsequently moves through
the zinc isotopes until finally ending up in 64Ge where photodisintegration
effectively ends the flow at this depth.

Fig. 3.23: T = 3.78 · 108 K, ρ = 1.81 · 105 g cm−3, X = 0.417, Y = 0.240,
t = 96.2 s

The huge thermal mass around and below the ignition region maintains the
convective region at temperatures that are sufficiently high for the 14O(α, p)
17F-reaction to remain active for more than a minute after the burst. Since
there is still a large amount of unburned hydrogen left, the flow up to 49Mn
continues as before in Fig. 3.22. However, now it is no longer possible to keep
the remaining flow close to the dripline, as β+-decays are now competitive
with the slower proton-captures.

Thus Fig. 3.22 shows the building up of 49Cr and 50Cr from which part of
the next burst will ignite on, once they have accreted down into the ignition
region.

The waiting points 60Zn, 64Ge, 68Se, and 72Kr also start decaying back
to the valley of stability. However, at this time protons still capture on the
daughter particles resulting in a distribution all along the stable isotopes.
Once temperatures drop below 0.3 GK proton captures on heavy particles
essentially cease and isotopes are left to decay.

3.2.4 Surface

In this type of burst the convective region does not extend to the surface
of our model. This means that heavier ashes are not brought to the sur-
face, if the convective model does not severely underestimate the convective
strength. Since the matter is extremely opaque with mean free photon paths
of ∼ 10−4 cm, the photons are in local thermal equilibrium (LTE) and exhibit
a black body spectrum with no lines, whence no direct comparisons can be
made between the lines of rp-process reaction products of this model and
observations.



3.2. EXPLOSIVE BURNING 45

n    

H    

He   

Li   

Be   

B    

C    

N    

O    

F    

Ne   

Na   

Mg   

Al   

Si   

P    

S    

Cl   

Ar   

K    

Ca   

Sc   

Ti   

V    

Cr   

Mn   

Fe   

Co   

Ni   

Cu   

Zn   

Ga   

Ge   

As   

Se   

Br   

Kr   

Rb   

Sr   

Y    

Zr   

Nb   

Mo   

Tc   

Ru   

Rh   

Pd   

Ag   

Cd   

In   

Sn   

Sb   

Te   

 0  1

 2

 3  4

 6

 7  8

 9 10

11

12

13

14

15 16

17 18

19 20

21 22 23 24

25

26

27 28

29 30

31 32 33 34

35 36

37 38

39 40

41 42 43

44

45

46 47

48

49 50 51

52 53 54 55

Figure 3.22: Convection region
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Figure 3.23: Convection region

The extent of reaction flow at this depth is shown in Fig. 3.24 and ends at
46Ti, whence heavier elements in the layers above, which would be observable,
could not have been generated by the rp-process. This means that fast
accreting XRBs are an unlikely source of p-nuclei, because they are only
produced deeper in the atmosphere. This region is limited by T < 0.6 GK
and the initial reactions are characterized by proton captures on the accreted
heavy elements that may have been destroyed by the surface impact (Bildsten
et al. (1992)) – the abundance of heavier elements (∼ a few percents) is
insignificant for this region as it does not act as a burst trigger in any way.

3.2.5 Ocean (ashes)

The inner parts of the neutron star acts as a buffer absorbing heat from
the burst. However, for this accretion rate it is radiated outwards again
after the burst whence it does not heat the crust (Fujimoto et al. (1984)).
The early reaction flow which is caused by conductive heating (cooking) is
similar to the reaction flow in Fig. 3.9. Later it is characterized by alpha-
captures on alpha-chain nuclei extending to 36Ar. Note that here we also
have 12C(p, γ) 13N(α, p) 16O being much stronger than the direct 12C(α, γ)
16O-reaction. Here the protons are supplied by many weak (α, p)-reactions
on stable isotopes in the sulfur region.

Aside from the issues mentioned in sec. 1.4.1, the composition is most
interesting to test the assumptions of the current superburst theory, which
attempts an explanation of the eight superbursts, which have been observed
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Figure 3.24: Surface
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Figure 3.25: Ocean

so far (Cumming & Bildsten (2001)) The theory suggests that residual car-
bon becomes thermally unstable and ignites in the ocean on a timescale of
years. However, this would require a large mass fraction (Xc12 ∼ 0.1) of 12C
to survive the burning to keep a recurrence timescale of years while simulta-
neously ensuring that rest of the ashes are as heavy as possible (A > 100) to
ensure a steep temperature gradient and thus avoiding a stable burning of
the carbon. As can be seen from Fig. 3.26, only a few percent of the carbon
material survives. This is primarily because helium also survives the burst
and subsequently capture on the carbon and virtually eliminates it. Also the
average mass of the ashes is A ∼ 64. This was also the result of Fisker et al.
(2003) and Woosley et al. (2004).

These parameters lie outside the analytically permissible parameters of
Cumming & Bildsten (2001), yet one may speculate that the analytic ap-
proximation is too crude. To confirm this a selfconsistent calculation of a
superburst, which includes the tracking of thousands of XRBs generating the
ashes for just one superburst, is required. This would be possible using our
code.

During preliminary semianalytic calculations of superburst cooling
curves, it was noticed that the triple-alpha was burning in a stable mode for
about a month following the burst due to the thermal stabilizatory effects
of the heat flux from the ocean and crust. This generated a mass fraction
of Xc12 ∼ 0.6(!) while exhausting the troublesome helium. Therefore all the
fuel for the next superburst may be generated during the cooling of the last
superburst.
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Figure 3.26: The mass fraction of the ashes about midway in between bursts
plotted as a function of nucleon number: The peaks correspond to 4He; 12C;
28Si; 32S and associated isotopes reacting in this region; 40Ca; 46Ti; 56Ni
and daughters; 60Zn and daughters; 64Ge and daughters; 68Se and daughters;
72Kr and daughters; and 76Sr and daughters. Ashes heavier than A = 40
are primarily made above the ignition point during a burst and subsequently
accreted into the ocean, whereas lighter ashes are made directly in the ocean
during the helium burning in the heat bath following a burst.
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Since high accretors might increase their recurrence time due to a changed
accretion flow, which at this point concentrates around the neutron star
equator, it may also be the carbon is generated during stable helium burning.
It would require a realistic treatment of the accretion flow to determine this.

The last idea, which remains to be tested is the sensitivity to the
15O(α, γ)19Ne-reaction rate, which despite its importance for the XRB run-
away is actually poorly known ; other preliminary runs found that a decrease
in this rate would also stabilize helium burning. Currently only an upper
limit to this rate has been measured experimentally (Davids et al. (2003)).



Chapter 4

The He ignited flash

We consider another X-ray burst source, where Ṁ = 5·1016 g s−1, M∞ = 1.4M⊙,
and R∞ = 10 km. The slower accretion rate creates highly unstable helium base
at the bottom of the accreted layer. Its ignition creates a large convective flux
that distorts the familiar burst shape of chapter 3 and turns it into a double

peaked shape. The shape of the double peak relies to a great extent on the
“original” shape of the burst and also on the strength of the convection and the
exact composition prior to the runaway.

4.1 The He flash

For a constant accreting rate of Ṁ = 0.045 ṀEd. or 5 · 1016 g s−1, it requires
about half a day before the continuous accretion process has pressed the
matter down to a depth, where the helium which has now been formed in
significant quantities (see Fig. 4.1) becomes thermally unstable.

As the material is pressed downwards into hotter regions the triple-alpha
process starts the runaway by being the primary contributor violating the
condition given by eq. [1.2].

The accumulated helium at the base burns completely within tenths of
a second and reaches the Eddington limit with a maximum temperature
approximately given by

Tmax ≈ 4

√

3Pign./arad. , (4.1)

since most of the pressure at the ignition point, Pign., is supported by radia-
tion eventually (Koike et al. (1999); Cumming & Bildsten (2000)). The steep
temperature gradient peaking at T9 ∼ 1.4 creates a convective region, which
is sufficiently large to allow a highly efficient convective heat transport to the

49
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Figure 4.2: L(t) as a function of time
for the second burst of the base model.
The time-scale has been synchronized
so that second peak coincides with t =
0.

surface. Observationally this results in a rise time of the surface luminosity
that is less than a second (Wallace et al. (1982)) and that is the cause of the
first peak in the surface luminosity. For higher accretion rates a combined
H/He flash ensues, which is slower and has less weaker convection if any (See
chap. 3). Therefore it is not possible to separate the two peaks for faster
accretors.

The heat transport ignites the shell of mixed H/He above the ignition
point. Following the breakout of the hot CNO cycle in that shell the flow up
to 40Ca is determined by a competition between the (α, p) process, (Wallace
& Woosley (1981)), which is very temperature dependent, because of the
strong Coloumb-barrier against alpha-capture, and the rp-process (Wallace
& Woosley (1981); van Wormer et al. (1994); Schatz et al. (1998)), which is
only temperature dependent in the sense that the temperature determines
the ratio of the proton-rich isotopes within an isotone and thus which isotopes
β+-decay and move the flow between the isotones (Rembges et al. (1997)).
It is the detailed behavior of this flow, which determines the burst behavior
following the first peak. If the reaction flow stops at a “waiting-point” iso-
tope, the nuclear energy release rate decreases and causes a dip in the surface
luminosity.
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4.2 sd-shell structure

If the flowpaths have a simple and known structure, then an analysis of the
influence of the reaction rates can be performed without involving the full
detailed numerical machinery of e.g. chap. 3, but rather by considering the
strength of different competing reaction rates (Fisker et al. (2004)); this is
done below.

Since the isotopes in the sd-shell exhibit structure (see Fig. 4.3), general
statements on the flow can be made. The even-even Tz ≡ (N − Z)/2 = −1

Mg

Al

Si

P

S

Cl

Ar

K

Ca
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14
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19 20

Figure 4.3: Targets with (p, γ) Q-values of ≤ 0.0, 0.0–0.5, 0.5–2.5, 2.5–
3.5, 3.5–5.5, 5.5–8.0 in increasing levels of gray. Stable nuclei are colored
black. The reaction flow rates, fij = Ẏi→j − Ẏj→i, during the burst peak
temperature are shown in solid lines. The thickness indicates the strength
of the reaction flow with the exception of isotopes in (p, γ)-(γ, p) equilibrium
which are shown in thick lines though the net flow is close to zero. The
reaction paths which circumvent the waiting points are indicated with dashed
arrows (see. 4.2.2)

isotopes 22Mg, 26Si, 30S, and 34Ar, we consider, are significant waiting points
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because most of the reaction flow passes through them. The isotopes become
actual waiting points depending on the interplay between the temperature-
dependent branching reactions which link these isotopes to other isotopes in
the reaction network. These reactions will be explained now.

The potential waiting point isotopes have low (p, γ) Q-values (colored
red in Fig. 4.3), so as the temperature exceeds T9 ∼ 1 they enter (p, γ)-
(γ, p) equilibrium (shown by double arrows in Fig. 4.3) with their proton
capture compound isotope (Thielemann et al., 1994), whence the ratio of
the target and the compound isotope becomes proportional to a Boltzmann
factor, exp(−kBT/Q), along with a spin statistics factor and independent
of the reaction rate. For (p, γ)-reactions with low Q-values this shifts the
ratio back towards the waiting point nuclei. Therefore the leak via the β+-
unstable compound isotope is insignificant, when the equilibrium has been
reached, effectively blocking the reaction flow through that path. The iso-
topes are generally produced by proton induced captures and in addition to
the (p, γ)-(γ, p) equilibrium and the β+-decay a third branching of the flow
from these isotopes originates in the (α, p)-process which commences on 14O
and proceeds via 14O(a, p) 17F(p, γ) 18Ne(a, p) 21Na(p, γ) 22Mg(a, p) 25Al(p, γ)
26Si(a, p) 29P(p, γ) 30S(a, p) 33Cl(p, γ) 34Ar(a, p) 37K(p, γ) 38Ca. Therefore the
destruction rate (see e.g. van Wormer et al. (1994)) of these β+-unstable iso-
topes with decay times of a few seconds depends on the interplay between one
production reaction and three destruction reactions whose exact details de-
pend on nuclear data and the density and temperature due to the interaction
with the hydrodynamics.

4.2.1 The waiting point isotopes

The waiting point impedance occurs close to peak temperature when the
matter ends up in the potential waiting point candidate, A

ZX, where further
flow is blocked because the isotope is in (p, γ)-(γ, p) equilibrium with A+1

Z+1X.

It could also be that the A
ZX(p, γ)A+1

Z+1X is too slow to cause a significant
flow away from A

ZX, but for an X-ray burst this is most likely not the case.
Penetrating the Coulomb barrier with an alpha-particle requires a high tem-
perature, so unless the temperature is sufficiently high for the (α, p)-reaction
to carry on the flow, the flow has to await for the β+-decay to proceed. If
a major part of the mass is blocked at a waiting point, naturally few reac-
tions can occur. This results in a dip in the energy generation rate, which
translates to the surface producing the dip in bolometric surface luminosity.
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4.2.2 The paths around the waiting points

The potential waiting point isotopes are important because most of the re-
action flow passes through them. Consequently they are also bottlenecks of
the flow. The reason is that for high temperatures the flow is shifted to-
wards the proton dripline, thus only two possible flow paths circumventing
them need consideration. The first path depends on branching between the
β+-decay (t1/2 ∼ few seconds) of the even-N Tz = −1/2 isotope and the
proton-capture going to the bottleneck, but because of the high temperature
the proton-capture rate is very much larger making the decay insignificant
in comparison. The second path would depend on double β+-decays of very
proton-rich isotopes between successive odd-Z isotones.

4.3 The reaction flow

This section describes reaction flow of the second burst of the base model.

z

T =−1zT =−3/2zT =−2z

T =−1/2

Figure 4.4: Although
the pattern resembles the
hot CNO cycle it is not
a cycle but a competi-
tion between the “saw-
tooth” rp-process, an
(α, p)-reaction, and a β+-
decay.

As mentioned in section 4.2 the isotopic proper-
ties exhibit a certain structure (see Fig. 4.3). This
results in consecutively repeated patterns of the
flow as seen in Fig. 4.4. The flow through the
various patterns differ because the isotopic prop-
erties are not exactly identical and because the
out-flow of the first pattern comprise the in-flow
of the second pattern, etc., while the hydrody-
namics respond on a time-scale comparable to the
flow through all patterns.

The first pattern starts with the TZ = (N −
Z)/2 = −1 isotope, 22Mg. It is in (p, γ)(γ, p)
equilibrium with 23Al, which is not completely
photodisintegrated because the Q-value (Q =
126.4 keV) is sufficiently high. The small amount
of 23Al (Y23Al/Y22Mg ∼ 5 · 10−5) captures another
proton to form 24Si. This isotope has a half-life
of T1/2 = 0.102 s and decays to 24Al followed by
a proton capture to 25Si which is in (p, γ)(γ, p)
equilibrium with 26P which may capture another
proton. The flow along this branch is weak and
instead 25Si decays to 25Al with T1/2 = 0.220s. A
larger fraction of the flow to this isotope proceeds
directly via the 22Mg(α, p)25Al-reaction. The half-life of 25Al (T1/2 = 7.2 s) is
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long compared to the time-scale of the burst. Therefore the flow branch-
ing via its β+-decay is insignificant and the flow can only proceed via
25Al(p, γ)26Si, which becomes a bottle neck of the entire reaction flow.

The pattern repeats for the next TZ = (N − Z)/2 = −1 isotope,
26Si, which is in (p, γ)(γ, p) equilibrium with 27P. Here the Q-value
(Q = 893 keV) is large (Y27P/Y26Si ∼ 0.1) so the “saw-tooth” path
27P(p, γ)28S(β+)28P(p, γ)29S(β+)28P trumps the now comparably weaker
(α, p) reaction path which is starting to feel the effect of the Coulomb bar-
rier. A third path is the branching via 26Si(β+) followed by multiple pro-
ton captures, but since 26Si has a half-life of T1/2 = 2.2 s, the flow through
this path is comparably weak, so the two dominant paths coincide at 29P.
Here the 29P(p, γ)30S-reaction comprise another bottle neck, because the
29S(p, γ)30Cl(β+)30S-reaction path is suppressed, since the Q-value of the
(p, γ) reaction is only 313 keV.

The resulting TZ = (N − Z)/2 = −1 isotope, 30S, is in (p, γ)-(γ, p)
equilibrium with 31Cl and the equilibrium is strongly shifted towards 30S,
because the Q-value of the (p, γ) reaction is only 293 keV. Thus the flow can
only go via 30S(β+)30P (T1/2 = 1.18 s) or via the experimentally unknown
30S(α, p)33Cl that is effectively blocked because of the now strong Coulomb
barrier. This is demonstrated in Fig. 4.5, which shows the condition

λβ+ = NAρYα∆(T ) < σv >(α,p) , (4.2)

which demarcates the (ρ, T )-space between a dominant β+-decay (below the
line) and a dominant alpha capture (above the line) assuming that Yα =
0.5/4 = 0.125, where the temperature dependent function ∆(T ) accounts for
the uncertainty in the reaction rate which is set to be constant for the sake
of simplicity. Plotting eq. [4.2] with ∆(T ) = 102 and ∆(T ) = 10−2 gives an
estimate of the effect of the uncertainty of the reaction rate. The plot ignores
the (p, γ)-reaction leak which would move the line downwards.

Since 30S is the product of the 29P(p, γ)30S bottleneck-reaction, most of
the flow passes through 30S, and since this flow can only proceed via the
T1/2 = 1.18 s β+-decay, which is comparable to the burst-timescale, the iso-
tope becomes a waiting point, unless the hydrodynamical model has under-
estimated the temperature or the theoretical 30S(α, p)33Cl-rate is underesti-
mated. If most of the mass is locked up in a waiting point then few nuclear
reactions occur and ǫnuc. decreases as noted at the end of section 4.2. This is
observed as a dip in the bolometric surface luminosity as shown in Fig. 4.2.
Following the β+-decay of 30S, the flow proceeds via multiple proton cap-
tures through 30P(p, γ)31S(p, γ)32Cl(p, γ)33Ar(β+) ending up at 33Cl, which
may also be reached by 30S(α, p)33Cl, however, the flow through this channel
is insignificant as shown above in Fig. 4.5.
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Figure 4.5: The demarcation lines of eq. [4.2] are plotted thrice with ∆(T ) =
{10−2, 1, 102} and Yα = 0.125 for the 22Mg, 26Si, 30S, and 34Ar isotopes.
The demarcation line for underestimating 34Ar(α, p)37K by a factor 102 falls
outside the graph. In addition the solid line shows the thermodynamic trace
of the shell conditions during a full burst cycle. The arrows indicate the time
direction of the cycle.

At the TZ = (N − Z)/2 = −1 isotope, 34Ar, the previously dis-
cussed pattern emerges again. The 34Ar(p, γ)35K has a Q-value of 78keV
(Y35K/Y34Ar ∼ 2 · 10−5) effectively blocking the “saw-tooth” path. Addition-
ally the (α, p) reaction path is blocked due to the strong Coulomb barrier so
the β+-decay half-life with T1/2 = 0.839 s is the strongest branch again; this
is also readily demonstrated in Fig. 4.5.

Since similar conditions exists for 30S and 34Ar, they become waiting
points building up their mass fraction, until they decay. This is directly seen
in Fig. 4.6, and Fig. 4.7, which show the evolution of 30S, and 34Ar. These
two isotopes are also the most abundant isotopes during the early flow.
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Figure 4.6: The mass fraction of 30S as
a function of increasing column den-
sity.

Figure 4.7: The mass fraction of 34Ar
for the same column densities as in
Fig. 4.6.

4.4 Observational features (double peaks)

While most of the observable burst sources show a single peak in the lu-
minosity curve, some burst observations have shown a double peaked struc-
ture in the bolometric light curve1 (Sztajno et al. (1985); van Paradijs et al.
(1986); Penninx et al. (1989); Kuulkers et al. (2002) and possibly Seon & Min
(2002)). Several theories have been proposed to explain such double peaks:
Heat transport impedance in a two-zone model (Regev & Livio (1984)), lo-
calized burning (Shara (1982)), interactions with the accretion disc (Melia &
Zylstra (1992)), a result of a H flash developing into a combined H/He flash
(Hanawa & Fujimoto (1984)), shear instabilities (Fujimoto et al. (1988)) or
increased proton capture on heavier nuclei (Ayasli & Joss (1982)).

Above we have suggested an explanation similar to Hanawa & Fujimoto
(1984), where a the convective heat transport of the helium flash drives the
first peak and the rp-process and its waiting points determine the second
peak. The model output is too crude to compare directly with observations,
but figures 4.8–4.11 show that subsequent bursts from the same “source”
(model) may vary quite a lot.

Whereas most of the real-world double peaked burst tend to have a dom-
inating first peak, our model tends to have a dominating second peak. This
suggests that either our convective model is too weak or that the helium does

1Not to be confused with an ordinary double peaked burst, which is simply the result
of reaching the Eddington luminosity, which lifts, expands, and cools the envelope thus
moving its black body spectrum out of the satellite counters giving the false impression
that the luminosity has decreased. See e.g.Paczyński (1983a) for an explanation.
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not burn sufficiently hot. The later would be the case, if the triple-alpha re-
action is too slow during the explosive burning, or if the burst ignites too
early at a lower depth thus limiting its peak temperature c.f. eq. [4.1].

Taam et al. (1996) and Woosley et al. (2004) obtained irregular burst re-
currence times by decreasing the accreted abundance of CNO type material2.
Since such isotopes may be destroyed on impact (Bildsten et al. (1992)), there
is some uncertainty regarding their concentration. This work only considers
a solar abundance composition of the accreted matter.

The separation between the two peaks is due to the nuclear waiting points
explained in chap. 3, whence a comparison with observations might give hints
as to whether the reaction flow can break out of a given waiting point or not.
In our model the separation tends to around 4-5 seconds – the observed
bursts tend to have a shorter peak separations.
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Figure 4.8: First burst
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Figure 4.9: Second burst

4.4.1 Mass ejection and spectral lines

This type of burster sometimes acquire enough helium at the base layer to
make the convection region extend to the surface. There the matter may be
thrown out into the accretion disk and subsequently ejected. It only needs
to acquire enough kinetic energy to overcome the gravitational potential up
to the innermost stable orbit of the disk.

2Following the discussion in sec. 3.1 the reason is actually quite obvious: The hot
CNO cycle rate and therefore the helium production rate depends on the concentration
of CNO material, whence lower accreted abundances means that characteristic burning
timescale becomes much larger with the implied inherent uncertainty (see also Fujimoto
et al. (1987a))
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Figure 4.10: Third burst
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Figure 4.11: Fourth burst

Fig. 4.12 indicates the convective strength as a function of depth and time.
Note that even the random component of the velocities is very much smaller
than the escape velocity of the neutron star, but even if the matter is not
thrown out, its composition may still be observed during this period, since
the convective overturn extends to the surface for a brief period around t ∼
−1.75 s, whence the chemical composition of deeper layers may be observed.
Since the reaction flow has not proceeded very far at this point, only lighter
waiting point isotopes such as 30S and 46Ti has been created.

A direct observation of the spectral lines of 30S and 46Ti would however
indicate that they are indeed waiting points. This permits conclusions on the
burst temperature, the convective model, and/or the reaction rates linking
to these isotopes.

4.5 Specific reaction rate effects

4.5.1 30S(α, p)33Cl and 34Ar(α, p)37K

We investigate the relevance 30S(α, p)33Cl and 34Ar(α, p)37K on the burst
shape by assuming a local rest mass accretion rate of Ṁ = 5 · 1016 g s−1 and
computing the bolometric luminosity curves for the current (α, p)-reaction
rates, which are based on the code NON-SMOKER (Rauscher & Thielemann,
2001). In addition luminosity curves were computed assuming that the
30S(α, p)33Cl and 34Ar(α, p)37K-reaction rates have been underestimated by a
factor 100 i.e. ∆(T ) = 100 in eq. [4.2]. This implicitly tests any uncertainty
in the β+-decay half lives. The luminosity curves are shown in Fig. 4.14,
while a trace of the temperature and density is shown in Fig. 4.5 using the
unaltered reaction rates. Fig. 4.14 shows that if the 30S(α, p)33Cl-reaction
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Figure 4.12: The velocity of the eddies (i.e. the random component of the
velocity field) in the convective zone as a function of time. In this graph
the time coordinate has been synchronized to coincide with the first peak.
The innermost “bubble”-shaped curve at t ∼ −1.75 s describe the speed of
the eddies reaching the surface. The second innermost curve describes the
region just below it and so on. The “noisy” behavior during the build-up
of the convection is due to the limitations of static convective model (see
sec. A.5.1).
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Figure 4.13: The mass fraction at the surface of the most abundant isotopes.
The timescale is as in Fig. 4.12; notice that the composition changes almost
instantly once the convective bubbles reach the surface around t ∼ −1.75 s.
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Figure 4.14: The computed luminosity is plotted as a function of time for
the three cases. The three luminosity curves have been synchronized to make
the second burst peaks coincide.
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were faster then the dip in the luminosity would decrease or possibly be
eliminated. Increasing the 34Ar(α, p)37K-reaction decreases the dip slightly,
indicating that the 34Ar-waiting point plays a smaller role in creating the
full dip in the unaltered model. In both cases increasing the rate of either
(α, p)-reaction increases the luminosity of the second peak, indicating that a
combination would increase the luminosity further.



Chapter 5

Summary

This work is the first extensive investigation of the nuclear reaction flow of
an XRB under realistic conditions. It has been made possible by building a
new computational model. This model distinguishes itself by introducing for
the first time: the full general relativistic hydrodynamical equations, a rela-
tivistically corrected grey atmosphere, a relativistically corrected convection,
modern approximations of the opacities and conductivities, neutrino losses,
and a realistic inner boundary describing the core as a function of the nuclear
EOS and neutrino cooling.

In addition all quantities are solved by conservative equations allowing a
precise tracking off all released energy. This reveals details in the luminos-
ity, which can be considered unprecedented. Yet the complicated coupling
between different layers make an analysis of the nucleosynthesis based on
the luminosity curve a dubious business, so except for crude predictions, one
should be wary of making definite conclusions between observations, theory,
and experiment when so many steps with too much room for uncertainty are
involved (Shannon & Weaver (1963)).

The main result of our calculations is complete description of the reaction
flow – including branchings and waiting points – as a function of realistic
temperatures and densities, which is hopefully useful to the reaction library
community to help determine the focus of their efforts.
Furthermore we showed that:

. . . the peak burst temperature is not as high as previously assumed. This
means that tellurium is not generated in quantity. The average mass of the
ashes is ∼ 64. At the same time carbon is basically destroyed by helium
captures thus exiting the parameter space of current superburst theories.

. . . convection does not hit the surface for mixed hydrogen/helium
bursters. Therefore we predict that spectral lines, observed during such
bursts, are not due to material, which was burned at any significant depth.
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. . . convection extending to the surface is present in helium ignited
bursters. Here we predict a sudden rise in helium, sulfur, and titanium as
the turbulent overturn breaches the surface accompanied by a sudden decline
of hydrogen, which is mixed into the star.

. . . an interplay between the helium flash and the rp-process produces a
roughly identifiable structure in the burst, which has been observed.

As for the future — aside from the list of reasons in sec. 1.4.1 — the next
emphasis in terms of applications would be a more detailed investigation
of individual reaction rates. In terms of further development, the emphasis
would be on creating the first self-consistent superburst model and creating a
more complete model of supernova fallback. In terms of extending the code,
the emphasis would be to couple it with a more realistic treatment of the
accretion process and the atmosphere.

The road to Ithaka. . .

The final burst code is mixture of different source codes, which have been
collected from a large amount of people, thus allowing me to savor the very
diverse styles of programming in the physics community. First and foremost
I thank Matthias Liebendörfer for AGILE (hydrocode) and answering a lot
of questions during the early stages. The initial idea of solving for the shift
vectors was also his idea. I thank Raph Hix for handing over his well docu-
mented and efficient reaction network, which finally made me scrap my own.
The EOS was also from Raph, but originally belonged to Ken Nomoto. I
thank Ed Brown for his hospitality during my visit at U. of Chicago and
for making the interface for the core boundary code and otherwise keeping
me supplied with luminosity tables. I thank my “XRB-predecessor”, Felix
Rembges, for general discussions during the early stages including a collab-
oration on my first XRB-paper. I thank Ulrich Geppert (and Pawel Haensel
and Julian Zdunik) for help on understanding the crust/core behavior.

Discussions are sometimes helpful in reaching a true understanding of the
problem and possibly even in reaching a solution and my supervisor Friedel
Thielemann with his broad knowledge has been very helpful in that regard
and also in breaking new frontiers into the physics community, in particular
to Hendrik Schatz, whom I also thank for a great stay at NSCL/MSU and
for discussions on double peaked bursts and the burst physics.

Occasionally “research” can be frustrating, so it is nice to be able to
lament this fact together with fellow suffering roomies: Darko, Roland, and
Carla, who also did the proofreading.

Finally I would like to thank everyone, who has read this far.



Appendix A

The computational model

The limits of a numerical model is due to the ignorance or the exclusion of the
physical aspects. Physics is not the search for truth but for calculatability or
in this case computability. While it would not pose too much of a problem to
formulate the equations required to describe the X-ray burst, a complete solution
would be very difficult – therefore reducing the problem to a tractable or solvable
one by the right approximations is the biggest challenge facing the computational
physicist – thus the field currently seems to be more driven by the affordable
amount of computing power and the sophistication of the numerical technique
rather than revolutionary ideas.

Units and notation: To facilitate interdisciplinary reading and easy un-
derstanding all equations are given in cgs units and “natural” constants are
not set to one. All quantities in this thesis are defined as being measured
by a local observer, unless the variable is suffixed with a superscript e.g. R∞

for the radius as measured by an observer at infinity. Conversion factors are
given in Woosley et al. (2004).

A.1 General discussion

Type I X-ray bursts occur in the atmosphere, which is bounded by the neu-
tron star ocean and the photosphere, where the accretion shock converts the
kinetic energy of the infalling material into heat. The photosphere is trans-
parent to X-rays, so the heat is instantly radiated away, effectively decoupling
the thermal response of the photosphere from the atmosphere (Joss (1978)),
which only “sees” matter slowly advecting downwards from above. The heat
of the burst is transported outwards to the photosphere and inwards to the
ocean. However, in between bursts the heated layers cool again as heat is
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transported outwards, thus layers lying sufficiently deep are never heated
(Fujimoto et al. (1984)). Therefore they do not dynamically interact with
the atmosphere, whence it is not necessary to include the deep layers of the
ocean and the crust to describe the burst as long as they are described by a
reasonable boundary condition.

Consequently only the atmosphere needs dynamical consideration1.
While the timescale of the nuclear runaway is measured in microseconds,
the intervals between bursts can last hours or days. Therefore an implicit
code is a prequisite to self-consistently track the long intervals in between
bursts, where the neutron star is accreting in a quiescent mode without using
the computional resources for the tracking of very small timesteps required
to keep an explicit solution stable. However, the implicit scheme requires an
inversion of the Jacobian matrix connecting the independent variables of the
system. The large number of variables makes the problem computationally
intractable, whence the system must be decoupled into parts, which are in-
dividually implicitly treated, but as these different and individually implicit
parts have a comparable timescales for the physically interesting problem, it
is possible to couple and evolve them explicitly by using operator splitting
(Henyey et al. (1959)).

A.2 Hydrodynamics

In a gravitationally dominated field the macroscopic motion of the matter is
completely determined by the Einstein field equation(s), Gµν = 8πTµν , where
G is the Einstein curvature tensor and T is the stress-energy tensor. For the
stress-energy tensor, we assume local thermal equilibrium (LTE), thereby
neglecting viscous effects. Shear is also neglected, but heat transport is in-
cluded. Assuming and imposing a spherically symmetric comoving metric as
described by Misner & Sharp (1964) the general relativistic equivalent of the
Euler equations have been derived in a conservative form and implemented
in the code AGILE (Liebendörfer et al. (2002)).

A.2.1 Shift vector solution

To resolve the thin shells of the helium runaway (with typical masses of
maybe 10−15M⊙) while at the same time allowing the inclusion of very thick

1Since all relevant times are longer than it takes a sound wave to cross a pressure scale
height, many models also ignore hydrodynamical effects (Taam (1981, 1982); Ayasli &
Joss (1982)).
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shells (with typical masses of maybe up to 10−5M⊙ or even more) for fu-
ture studies of e.g. self-consistent superburst calculations, we have modi-
fied the discretization to handle zone variables differing over many orders or
magnitude: Consider the discretization of the Poisson equation (eq. [50] of
Liebendörfer et al. (2002)) which is repeated here for convenience

mt+∆t
i+1 − mt+∆t

i = Γt+∆t
i′

(

1 +
et+∆t

i′

c2

)

dat+∆t
i′ , (A.1)

where Γt+∆t
i′ =

√

1 + (ut+∆t
i /c)2 + 2Gmt+∆t

i /rt+∆t
i c2, et+∆t

i′ is the internal en-

ergy of a zone, mt+∆t
i is the total gravitational mass inside the gravitational

radius, rt+∆t
i , and dat+∆t

i′ = at+∆t
i+1 − at+∆t

i is the rest mass of a zone. Vari-
ables with primed indices are defined on the center-grid while variables with
unprimed indices are defined on the edge-grid. When AGILE is compiled with
double precision, the numerics yields a maximum of 15 decimals of precision.
This is insufficent to resolve the thin surface shells as noted above. An im-
mediate problem is in the terms: mt+∆t

i+1 −mt+∆t
i and dat+∆t

i′ = at+∆t
i+1 − at+∆t

i ,
where two large numbers are subtracted giving a number which is smaller by
several orders of magnitude. This is more easily seen in from the commonly
occuring expression, rt+∆t

i+1 − rt+∆t
i , where r at the surface may be on the

order of 106 cm, while the difference i.e. the zone width, is only a few cm.
Therefore the original discretization of AGILE is not suitable for a simultane-
ous inclusion of both thin and thick shells, as the numerical scheme has to
compensate by being extremely accurate, and even then this can not reclaim
the precision already lost in the differencing.

Now consider the shift vectors, aptly named ∆at+d∆t
i , ∆mt+∆t

i , and
∆rt+∆t

i , so that

mt+∆t
i ≡ mt

i + ∆mt+∆t
i (A.2)

rt+∆t
i ≡ rt

i + ∆rt+∆t
i (A.3)

dat+∆t
i ≡ dat

i + ∆dat+∆t
i+1 − ∆dat+∆t

i (A.4)

Substituting these into eq. [A.1] yields

(
mt

i+1 − mt
i

)
+

(
∆mt+∆t

i+1 − ∆mt+∆t
i

)
= Γi′

(

1 +
ei′

c2

) (
dat

i + ∆at+∆t
i+1 − ∆at+∆t

i

)
.

(A.5)
In general mi ≫ ∆mi, etc. is required. In calculating a time step mt

i is con-
stant, so

(
mt

i+1 − mt
i

)
of eq. [A.5] will be a small constant number comparable

to ∆mt+∆t
i which then becomes the new independent variable. Now realize

that the precision which was lost in the differencing is reclaimed. There is a
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precision loss with a magnitude of ∼ log(mi/mi+1 − 1) but that is very small
compared to the precision loss of the original discretization.

In AGILE ai is an independent variable, but by using dat+∆t
i = dat

i +
∆dat+∆t

i+1 − ∆dat+∆t
i accretion is easily included by setting ∆dat+∆t

i = Ȧdt
for all i. Then the zone masses will remain constant within a numerical
uncertainty which is relative to each individual zone mass rather than being
relative to a large number (e.g. max(ai)) as would be the case of eq. [A.1].

This does include numerical diffusion of the composition. The magnitude
of this diffusion depends on the number of iterations per time (i.e. the size
of the timestep) and the accretion rate, Ȧ, and is very roughly given by

(

1 − ∆tȦ

dai

xi − 1

xi

)t/∆t

, (A.6)

where ∆t is the size of a timestep and t is the integrated amount of timesteps.
The Einstein equations are complete by substituting eqs. A.2–A.4 into

the original equations of Liebendörfer et al. (2002) and arranging the nu-
merical differencing such that large terms of the previous timestep (e.g. mt

i)
are always subtracted before adding the difference of the corrective terms
(e.g. ∆mt+∆t

i ).

A.2.2 Adaptive grid modification

AGILE uses a modification of the SAGE adaptive grid of Dorfi & Drury (1987).
We have rewritten the adaptive grid in AGILE to acommodate the use of
shift vectors, which were necessary to maintain the equations describing the
extreme variable ranges. The new generalizable adaptive grid has been opti-
mized for the XRB scenario but it could be made shock capturing if desired.

Let Ni = ∆ai be the mass of zone i, and ni = at+∆t
i − at+∆t

i−1 be the mass,
which is advected into zone i, during a time step ∆t. Both variables have
the units of mass/zone. Let k be a constant and introduce the logarithmic
series Xi = ki and let N̂i = Ni/Xi and n̂i = ni/Xi. If the grid equation,
which will be derived shortly, maintains this constant value by solving for
the shift vectors, the mass zones will be logarithmically distributed with this
particular choice of Xi.

In order to generalize the grid equation and make it dependent on other
variables e.g. the velocity to make it shock capturing, we introduce the
desired resolution

Rgrid
i =

√
√
√
√1 +

∑

j

(

wj
Nscale

F j
scale

f j
i − f j

i−1

Ni

)2

, (A.7)
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where the sum is over all other independent variables, wj is a weight factor,
which determines the significance of the given variable, Nscale and F j

scale are
overall scales for the independent variables, and f j

i is the value of the variable
j at grid point i. One is free to choose a different expression for Rgrid

i and
the code currently uses Rgrid

i = 1.
Normalize Rgrid and introduce a similarly normalized

Rcurrent
i = Ni/N̂i , (A.8)

which describes the current resolution.
The requirement for an initial relaxation onto the adaptive grid can be

avoided by modifying the desired resolution Rgrid to include a fraction of the
current resolution such that

Ri = (1 − sloth)Rgrid
i + Rcurrent

i sloth , (A.9)

where sloth determines how the resolutions are mixed. In the XRB code we
use sloth = exp(−dt/0.1), where dt is the time step and 0.1 is a selected pa-
rameter. This ensures that in cases of long time steps, the desired resolution
will determine how the grid moves, whereas short time steps will maintain
the current grid spacing.

Finally the adaptive grid equation, which is solved implicitly with the
hydrodynamics, becomes

(

N̂iRi − N̂i−1Ri−1

)

+ (n̂iRi − n̂i−1Ri−1) = 0 . (A.10)

This formulation avoids numerical singularities in the Jacobian matrix. The
first parenthesis contains constant (big) terms, while the second parenthe-
sis determines how the grid points have to be moved. If the terms of the
first parenthesis nearly cancel then the current resolution is nearly equal to
the desired resolution, and the grid points will hardly move. Additionally
any movement will be close to numerically random and unimportant. As a
consequence this formulation will not be numerically ill-conditioned, unless
the relative grid changes are greater than the full precision of the variables
(e.g. 15-16 orders of magnitude for double precision)! In its present incarna-
tion the grid equation will maintain a logarithmic profile of the mass zones
and thus advect accreted mass downwards.

A.3 Boundary conditions

The juxtaposed grids of Liebendörfer et al. (2002) require different boundary
conditions. In general von Neumann boundary conditions are used where the



70 APPENDIX A. THE COMPUTATIONAL MODEL

variable has a ghost zone and Dirichlet boundary conditions are used, where
there are no ghost zones. The temperature and density of the inner boundary
are thus left roaming and are determined by eq. [A.30] together with the
outer boundary condition and a luminosity which is due to thermonuclear
and compressional heat generation in the model minus neutrino heat losses
and pycnonuclear energy generation, which enters as a source in the deepest
zone. The radius and gravitational mass are given as hard inner boundary
conditions. The lapse time is also roaming and determined by a gradient.

A.3.1 The outer boundary

The outer boundary condition for the lapse function (von Neumann: gradient
is set to zero) and the redshift (Dirichlet: set to match the Schwarzschild
solution) are as in Liebendörfer et al. (2002). The accretion is handled by

∆dat+∆t
nq = Ȧ∆t . (A.11)

This automatically advects the correct amount of matter at zero (Lagrangian)
velocity and identical temperature into the outermost zone – the advection
between the other zones is accounted for by eq. [A.10]. In addition the
temperature and density are now determined by a radiative zero boundary
condition or a so-called grey atmosphere.

A.3.2 The grey photosphere

An accurate description of the photosphere involves radiation transport and
the interaction with the accreting matter and is very difficult to implement.
We therefore neglect these interactions and opt for a crude description using a
radiative zero photosphere, which yields a rough description of the bolometric
luminosity (Joss et al. (1973); Kippenhahn & Weigert (1994)). Here we derive
a new relativistically corrected version of this atmosphere model.

Assuming hydrostatic equilibrium, the temperature and pressure of the
neutron star is described by Glen & Sutherland (1980)

∂P

∂r
=

−G (m + 4πr3P/c2) (ρ + P/c2)

r2
(
1 − 2Gm

c2r

) , (A.12)

where P is the pressure, r is the radius, G is the gravitational constant, m
is the gravitational mass, c is the speed of light and ρ is the density of the
rest mass.

d

dr

(
Teφ

)
=

−3κρLγe
φ

16πacT 3r2

√

1 − 2Gm
c2r

, (A.13)
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where T is the temperature, eφ is the red shift correction factor, κ is the
opacity, Lγ is the photon luminosity and a is the radiation constant. As the
energy density of the pressure is low in the photosphere compared to the rest
mass energy density the Tolman-Oppenheimer-Volkoff equation simplifies to

∂P

∂r
=

−Gmρ

r2
(
1 − 2Gm

c2r

) . (A.14)

Likewise the gravitational field may be assumed to be constant over the width
of the photosphere, thus eφ is constant and can be divided out, so

∂T

∂r
=

−3κρLγ

16πacT 3r2

√

1 − 2Gm
c2r

. (A.15)

Resulting in
∂P

∂T
=

16πGacmT 3

3κLγ

√

1 − 2Gm
c2r

. (A.16)

Now assuming that the opacity remains constant and that the release of
nuclear energy is effectively zero, the luminosity will be constant and the
equation can be integrated from the naive zero boundary conditions (viz. P =
0 and T = 0) so that

∫ Psurf

0

dP =

∫ Tsurf

0

4πGacm

3κLγ

√

1 − 2Gm
c2r

dT 4 (A.17)

or

Psurf =
4πGacmT 4

surf

3κLγ

√

1 − 2Gm
c2r

. (A.18)

The outer boundary is defined by Psurf := 5.1 · 1020 dyn cm−2 and eq. [A.18]
is discretized as

Psurf =
4πGacmnqT

4
nq

3κnqLγ,nq−1

√

1 − 2Gmnq

c2rnq

, (A.19)

where it is necessary to use Lγ,nq−1 because Lnq is undefined and consequently

Lnq = Lγ,nq−1 , (A.20)

where nq refers to the outermost zone in the discretization and nq− 1 to the
second outermost zone. This model atmosphere sacrifices accuracy of Tsurf

for accuracy of the heat transport, which is important, because it defines the
observable light curve, whereas the Tsurf only defines the rate of the nuclear
reactions before the accreted matter is advected into the next zone.
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Possible improvements

Several authors have noted that peak luminosity reaches the Eddington limit-
ing luminosity of the neutron star atmosphere. This violates the assumptions
of the radiative zero boundary condition requiring a sophisticated replace-
ment employing wind and transport equations.

A.3.3 The ocean

Eventually ashes are advected into the ocean and subsequently the crust. In-
creasing the density the Fermi energy, EF , of the electrons eventually exceeds
the Q-value of electron capture for a given isotope at which point an electron
capture will happen releasing EF − Q = 0 energy. Now, if the electron cap-
ture Q′-value of the resulting nuclei is lower than EF another reaction occurs
releasing an energy of EF − Q′ > 0.

A
ZX → A

Z−1X → A
Z−2X + (EF − Q′) (A.21)

Further increases in density allows energy releasing pycnonuclear reactions
and subsequent electron captures to occur, where the end result is a chemical
equilibrium composed of neutrons and a few electrons and protons.

Using a static approximation Haensel & Zdunik (1990) calculated the
rate of energy release based on a pure iron ashes and got 1.45MeV/nucleon.
Recently these authors repeated their calculation for the distribution com-
position of Schatz et al. (1999) and got the same value (Haensel & Zdunik
(2003)).

This energy is transported outwards or inwards depending on the tem-
perature gradient, which depends on the opacities, the temperature, and the
type of neutrino emissions of the neutron star core (Fujimoto et al. (1984)).

Since the ocean does not thermally interact with any one burst, the energy
release of the electron captures and pycnonuclear reactions can be treated as
a non-dynamical boundary condition. Here we use the code of Brown (2000,
2003) to calculate the thermal luminosity of the crust given the tempera-
ture, which is calculated by the dynamical model, at the atmosphere-ocean
interface.

A.4 Opacities and conductance

Throughout the model the mean free path of photons and electrons is very
short and many collisions occur traversing a zone width. Therefore electrons
and photons are in LTE and heat transport follows Fourier’s law and Fick’s
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law respectively. Heat conduction can be included alongside with radiation
in Fick’s law by defining a conductive opacity (Yakovlev & Urpin (1980);
Kippenhahn & Weigert (1994))

κ =
4acT 2m∗

πk2
Bρne

νc, (A.22)

where EF = (m∗ − me)c
2 and νc = νee + νei is the collision frequency due to

electron interactions with other electrons or ions. The “radiative” opacity is
then given by the harmonic sum of the total opacity due to radiation and
conductivity respectively.

Using the total opacity it is possible to derive the temperature gradient
of a model without convection (Thorne (1977))

∇rad. =
3

16π

κLPm

GacT 4
︸ ︷︷ ︸

∇classical−rad.




(1 + 4πr3P/(mc2))

H
√

1 − 2Gm
c2r

+

(

1 − 1 + e/c2

H

)


 . (A.23)

Here κ is the opacity, L is the luminosity, c is the speed of light, G is the
gravitational constant, a = 7.565914 × 10−15 erg cm−3 K−4 is the radiation
density constant, T is the temperature, r is the radius, and m is the gravita-
tional mass inside a sphere with a radius r, P is the pressure, ρ is the density,
e is the specific internal energy, H = 1 + e/c2 + P/ρc2 is the enthalpy cor-
rection factor, and the “rad” subscript indicates the gradient, which would
be obtained if all heat was transported by radition. The square bracket con-
tains the relativistic corrections to the classical formula of e.g. Kippenhahn
& Weigert (1994). This gradient is directly proportional to the opacity of
the matter which depends on the composition and the temperature and den-
sity. Therefore it is important to know the opacity accurately as it indirectly
determines the relation between density and temperature in the stellar pro-
file and thus the conditions for the thermonuclear ignition and subsequent
runaway (Rakavy & Shaviv (1967)).

The most important contribution to the opacity in the upper atmosphere
is electron scattering and free-free absorption. In deeper layers where the
accreted matter ignites, the matter is degenerate and electron conductiv-
ity dominates. The electron conductivity is described by electron-electron-
and electron-ion scattering. In yet deeper layers electrons interacting with
phonons and impurities become important but we do not consider these lay-
ers in our model. In calculating the contributions from free-free absorption
we adopt the fitting formulas of Schatz et al. (1999) to Itoh et al. (1990).
For electron-ion scattering, we use the Schatz et al. (1999) generalization of
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the results of Yakovlev & Urpin (1980). For electron-electron scattering we
adopt the expression given in Potekhin et al. (1997).

Electron scattering is very important in the upper atmosphere and di-
rectly enters into the boundary condition defining the Eddington limiting
luminosity. Here we generalize the approximation, which Paczyński (1983a)
used for a pure Z/A = 2 (e.g. Helium) composition, to an arbitrary compo-
sition so that

κ = κ0/(1.0 + 2.7 × 1011ρ/T 2)/(1.0 + (T/4.5 × 108)0.86) , (A.24)

where

κ0 =
8π

3

(
e2

mec2

)2
1

mu

∑

i

Zi

Ai

Xi (A.25)

is the average Thomson scattering cross section for a given composition as-
suming fully ionized matter. Here ρ is the mass density, T is the temperature,
me is the electron mass, mu is the unit mass, e is the electron charge, c is the
speed of light, and Ai, Zi, and Xi, are the nucleon number, proton number
and nucleon fraction respectively with

∑
Xi = 1.

A.5 Convection

The assumption of spherical symmetry rules out any form of hydrodynamical
convection, since convection is inherently a multi-dimensional phenomena.
Therefore convection is included phenomenologically using Böhm-Vitense’s
stellar adaption of Prandtl’s mixing length theory (MLT) (Cox & Guili
(1968)).

Formally, the condition for stability against convection for a bubble of
matter is given by the Schwarzschild-Ledeoux criterium which also holds
relativistically, because it is a local criterium (Thorne (1966))

(
d ln T

d ln P

)

⋆

≤
(

d ln T

d ln P

)

bubble

−
∑

x∈{Ye,Y 2
e ...}

χx

χT

(
d ln x

d ln P

)

⋆

, (A.26)

assuming that (ǫnuc − ǫcool)bubble ≈ 0 so that (d ln T )/(d ln P )bubble ≈
(d ln T )/(d ln P )ad. ≡ (Γ2 − 1)/Γ2 Cox & Guili (1968). The sum over the
moments of composition of the equation of state (EOS) accounts for com-
positional gradients in the stellar environment and χx ≡

(
∂ ln P
∂ ln x

)

{...}\x
, where

x may be any state-variable of the EOS, and the other state-variables are
fixed.

A thermonuclear runaway rapidly creates a very steep temperature gra-
dient exceeding the adiabatic gradient thus violating eq. [A.26]. This causes
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convective bubbles to form and rise until they dissolve after travelling a mix-
ing length, Λ, and release heat. This heat transport tends to decrease the
steepness of the gradient that caused it in the first place. Thus the inequality
of eq. [A.26] turns into an equality and convective motion ceases.

The convective heat flux is given by (Cox & Guili (1968))

Fc =
1

2
ρ < v > cpΛ

(

−dT

dr

∣
∣
∣
∣
⋆

+
dT

dr

∣
∣
∣
∣
ad.

)

, (A.27)

where cp is the specific heat capacity of the bubble and < v > is the average
velocity of rising/descending bubble given by

< v >2=
1

8
gQ

ρ

P
Λ (∇⋆ −∇ad.) , (A.28)

where g is the acceleration of the gravitational field and

−Q ≡
∑

x∈{Ye,Y 2
e ,...}

(
∂ ln ρ

∂ ln x

)

P,T,...

(
∂ ln x

∂ ln T

)

P,...

+

(
∂ ln ρ

∂ ln T

)

P,Ye,Y 2
e ,...

(A.29)

Heat transport may be incorporated in the radiative gradient (eq. [A.23]) by
augmenting ∇classical−rad. such that (Cox & Guili (1968); Thorne (1977))

∇classical−rad. := ∇classical−rad. +
3cpκ

√

Qρ5gΛ2

16
√

2ac
√

PT 3
(∇⋆ −∇ad.)

3/2, (A.30)

Convective mixing is described by a time-dependent diffusion equation using
the same method as Wallace et al. (1982) and Woosley et al. (2004) except
that secular convection such as semiconvection is not included, because it is
not important during the short time timescales of the bursts considered in
this work, and because the diffusion speed is lower than the advection speed
(Bildsten et al. (1993)).

A.5.1 Shortcomings of mixing length theory

There are at least two fundamental problems of applying MLT to the XRB
application. The first problem is that the mixing length, Λ, is not known
ab initio, but in the non-degenerate regime, where MLT has proved to be
highly succesful, it is reasonable to say that Λ is on the order of the pres-
sure scale height, since bubbles will expand and diffuse into each other and
dissolve after travelling about such a distance (see e.g. Shu (1991)). In the
degenerate regime of the neutron star atmosphere the pressure scale height
is around 5-10 meters which is much higher than the height of the convective
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zone. This violates the most basic assumption of MLT, since the size of the
convective turnover (≡ Λ) obviously can not be bigger than the convective
zone itself! Therefore Λ has been reset to a fixed length of 1 cm in this study.
The second problem is that MLT was developed for hydrostatic atmospheres
and assumes that heat transporting turbulence is either on or off depending
on the violation of eq. [A.26], whereas in a dynamical situation the turbulent
field develops or decays over a period of time comparable to the runaway
timescale. Therefore a time-dependent theory might give quantitatively dif-
ferent results (Wuchterl & Feuchtinger (1998)). Despite the shortcomings of
MLT for the XRB simulation we implement it, because no other general rel-
ativistic implementations currently exists (Fryer et al. (1996)). In addition
we have performed simulations where convective heat transport was set to
zero. These runs did not qualitatively change the reaction flows which are
the main conclusions of this work, so we leave the implementation of a more
advanced time-dependent convection theory (e.g. Kuhfuss (1986)) for future
work.

A.6 Equation of state

Type I X-ray bursts occur in the upper atmosphere, where accreted atoms are
assumed to be fully ionized. The abundance of the electrons is determined
by the composition. Their contribution to the pressure and the internal
energy is calculated by assuming an arbitrarily relativistic and arbitrarily
degenerate gas. The baryon contribution is described as an ideal gas to a
good approximation. Photons are assumed to be in LTE, because the mean
free path is short, and the photon partial pressure is given by Pγ = arad.T

4/3.

These things are all contained in K. Nomoto’s EOS code, which we
adopted for this study, because it is fast and returns continuous and dif-
ferentiable variables. This was necessary for eq. [A.26] and eq. [A.29] in our
implementation of the the MLT. If an EOS is not differentiable, at least to
a first order, and very fast, it is generally and regretfully useless.

A.7 Neutrino bremsstrahlung

The fraction of energy lost via neutrino emission due to bremsstrahlung is
insignificant in the burst region, but we include it for completeness. The loss
from pair (e+ + e− → νe,µ,τ + νe,µ,τ ), photo (e± + γ → e± + νe,µ,τ + νe,µ,τ ),
and plasma (plasmon → νe,µ,τ + νe,µ,τ ) neutrino emission are all calculated
using the formulations of Schinder et al. (1987).
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A.8 Reaction network

We describe the rp-process and its resulting ashes using a generalized re-
action network incorporating the reaction equations in the form of Hix &
Thielemann (1999)

dYi

dt
=

∑

j N i
jλjYj +

∑

j,k N i
j,kρNA < σv >j,k YjYk

+
∑

j,k,l N
i
j,k,lρ

2N2
A < σv >j,k,l YjYkYl, (A.31)

where Yi is the nuclear abundance of isotope i defined as Yi = Xi/Ai, where
Ai is the nucleon number and Xi is the fraction of the total number of all
nucleons which is found the form of isotope i; we also have

∑

i Xi = 1.
The network includes photodisintegration, β-decays and electron-, neu-

tron2-, proton- and α-captures. The transmutation results in an overall
change of binding energy and composition of the matter. The energy differ-
ence is partially due to neutrino emissions or heat, which is either absorbed
or released from the matter.

ǫnuc = −NA

∑

QiẎi +
∑

< Eν >j Ẏj,weak , (A.32)

where Qi is the Q-value of the ith reaction in erg units. NA is Avogadro’s
constant, < Eν >j is the energy loss from the neutrino emission due to the
jth weak interaction.

Neutrino loss is included in the weak rates below Z=32 and ignored above
as in Schatz et al. (1999). This is a reasonable approximation, since only a
small fraction of material is processed above Z = 32. We use the weak rates
of Fuller et al. (1980, 1982a,b); Langanke & Mart́ınez-Pinedo (2001) where
available. The particle reaction rates are taken from Schatz (2003) where the
rates of Fisker et al. (2001a) was substituted in.

2Neutron induced reactions can be generally be neglected yielding several factors of
increase of computational speed.
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Z A Z A

n 1 Co 51–57
H 1–3 Ni 52–62

He 3–4 Cu 54–63
Li 7 Zn 55–66
Be 7 Ga 59–67
B 8 Ge 60–68
C 12 As 64–69
N 13–15 Se 65–72
O 14–18 Br 68–73
F 17–19 Kr 69–74

Ne 18–21 Rb 73–77
Na 20–23 Sr 74–78
Mg 21–25 Y 77–82
Al 22–27 Zr 78–83
Si 24–30 Nb 81–85
P 26–31 Mo 82–86
S 27–34 Tc 85–88

Cl 30–35 Ru 86–91
Ar 31–38 Rh 89–93
K 35–39 Pd 90–94

Ca 36–44 Ag 94–98
Sc 39–45 Cd 95–99
Ti 40–47 In 98–104
V 43–45 Sn 99–105

Cr 44–52 Sb 106
Mn 47–53 Te 107
Fe 48–56

Figure A.1: The list of isotopes incorporated in the network calculations.
Since the focus was to describe the reaction flow of the rp-process, the reac-
tions between the light nuclei i.e. pp-chains have been simplified (Wiescher
et al. (1989)).



Bibliography

Anders, E., & Grevesse, M. 1989, Geochim. Cosmochim. Acta, 53, 197

Asai, K., Dotani, T., Nagase, F., & Mitsuda, K. 2000, Astrophys. J. Suppl.,
131, 571

Audouze, J., Truran, J. W., & Zimmerman, B. A. 1973, Astrophys. J., 184,
493

Ayasli, S., & Joss, P. C. 1982, Astrophys. J., 256, 637

Bautista, M. A., Kallman, T. R., & Angelini, L. 1998, Astrophys. J., 509,
848

Belian, R. D., Conner, J. P., & Evans, W. D. 1976, Astrophys. J. Lett., 206,
L135

Bildsten, L. 1993, Astrophys. J., 418, L21

—. 1995, Astrophys. J., 438, 852

—. 1998a, Astrophys. J. Lett., 501, L89

Bildsten, L. 1998b, in The Many Faces of Neutron Stars, ed. R. Buccheri,
J. van Paradijs, & M. A. Alpar (Kluwer), 419

Bildsten, L. 2000, in Cosmic Explosions, ed. S. S. Holt & W. W. Zhang
(AIP), 359

Bildsten, L., & Brown, E. F. 1997, Astrophys. J., 477, 897

Bildsten, L., & Cumming, A. 1998, Astrophys. J., 506, 842

Bildsten, L., & Cutler, C. 1995, Astrophys. J., 449, 800

Bildsten, L., Salpeter, E. E., & Wasserman, I. 1992, Astrophys. J., 384, 143

79



80 BIBLIOGRAPHY

—. 1993, Astrophys. J., 408, 615

Brown, B. A., Clement, R. R. C., Richter, W. A., Schatz, H., & Volya, A.
2002, Proton Drip-Line Calculations and the rp-Process, astro-ph/0202103

Brown, E. F. 2000, Astrophys. J., 531, 988

—. 2003, Core code, private communication

Brown, E. F., & Bildsten, L. 1998, Astrophys. J., 496, 915

Brown, E. F., Bildsten, L., & Rutledge, R. E. 1998, Astrophys. J., 504, L95

Caughlan, G. R., & Fowler, W. A. 1988, At. Data Nucl. Data Tables, 40, 283

Champagne, A. E., & Wiescher, M. 1992, Ann. Rev. Nucl. Part. Sci., 42, 39

Cornelisse, R., Kuulkers, E., J. J. M. In’t Zand, Verbunt, F., & Heise, J.
2002, Astron. Astrophys., 382, 174

Cottam, J., Paerels, F., & Mendez, M. 2002, Nature, 420, 51

Cox, J., & Guili, R. 1968, Principles of Stellar Structure Vol. 1,2 (New York:
Gordon and Breach, Science Publishers)

Cumming, A. 2003, Thermonuclear X-ray bursts: Theory vs. Observations,
astro-ph/0309626

Cumming, A., & Bildsten, L. 2000, Astrophys. J. Lett., 544, 453

—. 2001, Astrophys. J. Lett., 559, L127

Davids, B., van den Berg, A. M., Dendooven, P., Fleurot, F., Hunyadi, M.,
de Huu, M. A., Siemssen, R. H., Hernanz, M., José, J., Rehm, K. E., &
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