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Abstract

The goal of this thesis is to completely understand the dynamical behavior
of water at different heterogeneous interfaces through statistical mechanics
and computational methods. The molecular processes described here has been
focused for past few decades, since the advent of experimental techniques to
probe interfacial water molecules. A central theme throughout the thesis is to
have quantitative understanding of water dynamics and structural interactions
at the microscopic level. This work has immense importance in the field of

analytical chemistry, surface science and biophysics.

We first describe the model for the intercalation process of a probe molecule
in the chromatographic system. This study is relevant for industrial HPLC
techniques, however complete microscopic level understanding of this process
is still not completely understood. The effect of various solvent concentrations
and phase thickness on the process of intercalation of acridine orange (probe)
has been studied. An extension to this work is the thermodynamic model for
intercalation of organic compounds based on experimentally known partition
coefficient data.

Another interesting process is related with the vibrational spectroscopic feature
of water at hydroxylated silica surface. A lot of experimental studies has been
done to probe vibrational feature of water at solid interface and relate it to
H-bonding structure at these interfaces. Most of these results focused on the
vibrational feature in the streching frequency regime of water but we focused
on the vibrational bending mode of water close to the bare hydroxylated silica
surface. This study demonstrate the importance of higher order multipoles to
capture the precise spectroscopic description. Both the above studies are discuss
in great detail in chapter IV.

Other interesting system we studied is the allosteric proteins, which mainly
includes “Dimeric Scapharca Hemoglobin” and “ Tetrameric human hemoglobin”.
This study mainly focus on the role of water molecules close to protein surface
and disentangle the coupled dynamics of ligand and water molecules at the
interface. Finally, we will describe the quaternary structural transition (T—R)
in “tetrameric human hemoglobin”. This work is described in chapter V of this

thesis.
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INTRODUCTION

The first chapter briefly introduce the properties of water molecules




2 1. Introduction

Water is the chemical substance with chemical formula H2O. Single oxygen
atom reduces two hydrogen atoms to form covalently bonded water molecule.
Water appears in nature in all three different states of matter namely solid
(ice), liquid and gas (vapor). On Earth, 96.5 % of the planet’s water is found
in seas and oceans, 1.7% in groundwater, 1.7% in glaciers and the ice caps of
Antarctica and Greenland, a small fraction in other large water bodies, and
0.001% in the air as vapor, clouds (formed of solid and liquid water particles

suspended in air), and precipitation.

The water molecule

Water is one of the simplest and most studied compound either experimentally
or theoretically. A water molecule is formed by making covalent bonds between
two hydrogen atoms and a single oxygen atom. The structure of water is
precisely determined from spectroscopic measurement.!»? Water molecules
(H20) are symmetric (point group Cs,) with two mirror planes of symmetry
and a 2-fold rotation axis. Figure 1.1 shows the results of these studies. Water
adopts a bent structure with an HOH angle, fgop = 104.5° and OH bond
lengths, rog = 1A, on average. This geometry can be rationalized from
molecular orbital theory which predicts that molecule is sp? hybridized, with
the two hydrogens and the four paired electrons pointing at the opposite edges
of a tetrahedron resulting in Cg, point group symmetry. The large disparity
in electronegativities between oxygen and hydrogen results in the majority
of the electron density for this closed-shell, neutral molecule to be localized
on the oxygen atom. This localization leads to the molecule being roughly
spherical, as shown in Fig 1.1 b, with a van der Waals radius® determined
from the crystal structure of ice of 2.8 A, which is identical to isoelectronic
particles, methane and neon. The different electronegativities of oxygen and
hydrogen coupled with the molecular symmetry, endows water with a large
dipole moment. In a dilute vapor the molecular dipole can be measured with
microwave spectroscopy and for water this yields a value of 1.85 D. In liquid
and in ice Th, water is further polarized by its surroundings leading to static
dipole moments of 2.95 D and 3.0 D.

Apart from mostly studied compound, water is also known for its range of
anomalous property. Some of these anomalous properties can be understood in

the microscopic description of water termed as hydrogen bonding. Formation of
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Figure 1.1

hydrogen-bonds introduces orientational dependence into molecular interactions.
So water has some of the properties of normal liquid and some of the properties
of fluctuating tetrahedral network of water. Hydrogen bonds are formed when
a hydrogen donor atom is near a oxygen acceptor atom in the appropriate
orientation. Increasing the temperature of water causes the solid phase (ice) to
melt to a liquid phase and then causes a liquid phase to become a gas. Water
is unusual in many more subtle ways. A statistical mechanical description
of water by Dahl and Anderson* shows that water is able to store energy in
hydrogen bonds and that can be weaken or broken. Water has a high dielectric
constant, in part because of hydrogen bonds which are polarizable. So water is
better solvent compare to many other liquids. Water molecules in liquid water
are attracted to each other by electrostatic forces, and these forces have been
described as van der Waals forces or van der Waals bonds. Even though the
water molecule as a whole is electrically neutral, the distribution of charge in
the molecule is not symmetrical and leads to a dipole moment - a microscopic
separation of the positive and negative charge centers. This leads to a net
attraction between such polar molecules which finds expression in the cohesion
of water molecules and contributes to viscosity, surface tension and in its high
melting and boiling temperature. The high enthalpy of vaporization (40.5
KJmol 1) and a high surface tension of water (72 dyn cm~!) are due to its
property of forming hydrogen bonds. Liquid water has relatively large heat
capacity (75.2 Jmol 'K ~1) which describes the storage of energy (enthalpy) in

bonds that break or weaken on increasing temperature.

The properties of water appear as a hierarchy of effects playing role at different
temperature and pressure. These facts are mostly derived from molecular
modeling, not from experimental data. Figure 1.2 shows these effects, where
“Structural” bounds indicate where water is more disordered when compressed,
the “Dynamic” bounds indicate where diffusion increases with density, and the

“Thermodynamic” bounds show where there is a temperature of maximum den-
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sity. As density always increases with increasing pressure, a similar relationship
holds with pressure along the horizontal axis.

The rest of the dissertation is organized as follows. First in Chapter 2, some facts
about the role of water at chemical and biological interfaces are reviewed. These
facts serve to motivate, build an effective microscopic description at interfaces
that is latter studied and used throughout the text. Next in chapter 3, numerical
techniques for simulating the chemical and biological interfacial systems as
well as multipolar water models used to study the vibrational spectroscopic of
water is described. This chapter mainly includes methodology used throughout
the work. Chapter 4 examines the dynamics and role of water at heterogeneous
interfaces. It also includes the dynamics of chromophore (analyte), role of
methanol as a co-solvent and thermodynamic study of intercalation process for
some compounds of industrial relevance. Second part of this chapter discuss
the dynamics and vibrational spectrum of water molecules on the hydroxylated
silica surface. It also discuss the importance of higher order multipoles for
water models to correctly account for electrostatic interactions. Chapter 5 take
divergence and put emphasis on the role of water molecules for cooperative
protein such as Scapharca dimeric hemoglobin and human hemoglobin. In
these proteins water dynamics plays an important role for interfacial structural
transition, witnessing cooperative behavior of protein. This chapter also discuss
ligand dynamics inside the protein, reminiscent of the photolysis experiment. It
clearly demonstrate the coupled dynamics between interfacial water molecules

and ligand migration as well as migration pathway of ligand to the solvent.
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In particular many questions have been addressed for experimental findings
which were not explicitly discussed before. Second part of this chapter discuss
the quaternary structural transition in human hemoglobin (HbA). This section

mainly discuss the factor which mostly triggers the structural transitions.






HISTORICAL NOTE ON THE
ROLE OF WATER AT
DIFFERENT INTERFACES

This chapter briefly describes the previous work done for water at solid and
biological interfaces

Thus one is led still more nearly inevitably to conclude that water
is not a simple substance at all

Lavoisier
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This chapter begins by addressing some preliminaries about the water molecule
and its implications for the condensed phases of water are shown. These facts
are used to motivate and perform molecular simulations of water molecules
in different environment. Interfacial properties of water molecules are briefly
described in connection with heterogeneous environment of both chemical and

biological importance.

Water at interfaces is also a field of great interest, in its theoretical aspects
as well as due to development of diverse experimental techniques. Important
new developments in the field involve the properties of water (and ice) next
to various types of solid interfaces relevant to broad range of physicochemical
phenomena and technological processes such as corrosion, lubrication, hetero-
geneous catalysis and electrochemistry. With the advent of scanning electron
microscopy (STM) it became possible to simply “see” at an atomistic local
level what structures water forms when it sticks to metal surfaces. Vibrational
sum frequency generation spectroscopic techniques helps to look deeper into
the microscopic structuring at water/air interface. Depending on the nature of
an interface (which may include charges, hydrogen-bonding sites, dipoles or
hydrophobicity /hydrophilicity), structure and dynamics of the water surface
should differ from that in the bulk.

Two of the most natural questions to ask regarding water near an interface are:
(1) How is the water structure near a solid interface different (if it is different at
all) from bulk water? (2) If the structure of vicinal water is, indeed, different,
how far from the interface does the altered structure penetrate into the bulk
region? The properties of water in the vicinity of an interface are different
than the properties of bulk water, giving rise to many surprising and intriguing

effects.®

Depending upon the nature of the interface, water shows totally
distinct behavior. One of the key factor is the hydrophobicity or hydrophilicity
of the interface. Hydrophobic interfaces break the hydrogen bond structure of
water, and the interfacial water molecules reorient to achieve their minimum
energy.® One of the method to determine the nature of solid interface is to
exactly calculate the contact angle between water and the surface. This contact
angle ranges from 180° at air to 0° for very hydrophilic interfaces, where droplet
of water spread on the surface and contact angle can’t be determined anymore.
Hydrophilic surfaces are much more abundant in nature. There is a much
larger variety of chemical motifs and just to name a few, polar surfaces such as
biological membranes, surfaces of ionic crystals, charged surfaces, or metallic
surfaces, which attract polar water molecules through the strong electrostatic

force, all posses hydrophilic surface character, i.e., a contact angle of less
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than 90°. Contrary to hydrophobic interfaces existence of ordered water is
evident near certain water/solid interfaces. In the past few years there has
been enormous amount of research being focused on the waters interaction
with different surfaces through experiments and computer simulations. These
study mainly includes water on different metal surfaces, hydroxylated and oxide

surfaces.

Water molecules have also proved to be an integral part of most protein-
protein,”® protein-DNA?® and protein-ligand!'? interactions. The driving force
for binding depends not only on the interaction of the biological molecules
with each other but the energetic cost for the necessary removal of hydration
water and the energetic gain for the subsequent molecular rearrangement of the
hydration water molecules. The hydration of biological macromolecules is very
important for their three dimensional structure and activity.'' '* Indeed protein
lacks activity in the absence of hydrating water. The aqueous structuring
around proteins is affected out to at least a nanometer from its surface or
2 nm between neighboring proteins, as shown by terahertz spectroscopy.'®
Some water molecules interact with the surface, reorienting both themselves
and the surface groups whereas other water molecules link these to the bulk
in an ordered manner whilst remaining in dynamically active.'® In solution
proteins possess a conformational flexibility, which encompasses a wide range
of hydration states, not seen in the crystal or in non-aqueous environments.
One of the good examples for protein allostery where water plays an essential

role is Scapharca dimeric hemogobin from Mollusc.'”

Water at different interfaces

The properties of water have been systematically studied for more than 80
years. Unfortunately, these studies have resulted in only a modest increase
in our understanding of water structure. The structural and dynamical be-
havior of water around an interface is highly dependent upon the chemical or
biological morphology as well as the thermodynamic nature of the interface
(solid, liquid or gas). These interfaces include solid mineral surface, water-air
interface, water biological interfaces. The presence of solid interface provides
an environment for studying diverse processes, such as sorption/desorption,
precipitation/dissolution, as well as surface mediated chemistry of electron trans-

fer,18-20 hydrolysis?' and various photochemical transformations. Water-air
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interface is of fundamental importance for aqueous chemistry, where reactivity
is governed by the hydrogen bond (H-bond) structure of water at the inter-
face.?226 Water dynamics around biological interfaces have significant impact
on stability, function and structure of proteins. Another important aspect of
this is related to the packing of water around protein interface, because of its
implications the way protein interacts with other molecules?” and which was
a matter of discussion in early 1970s.283% Rest of the chapter discuss about

water behavior around silica and protein interface.

2.1.1 Water at solid silica interfaces

Silica and silica based materials are widely used in chemistry and materials
science due to their importance in many diverse fields such as chromatog-

3135 36,37 and medicine.?®

raphy, microelectronics, metal-supported catalysis
Indeed, silica as stationary phase for liquid chromatography system is used
in the pharmaceutical industry, in the analysis of contaminants, pesticides,
bioanalytes, and drug residues in drinks and foodsamples, and in medical or
environmental tests. The topology of these materials are key towards under-
standing their applications. Molecular level understanding of water behavior
at these interfaces are still quite limited. There are different studies done on
silica water interface, always from different perspective. The spectroscopic
studies mainly involve IR,3%#! Raman and Solid-state NMR.*?>43 The IR

)

study mainly include vibrational frequencies for dangling “-OH group” and
“H-bonded” silanol groups. Solid-state NMR, has been a choice for studying
structure of silicates and silica polymorph and their local structuring?* as well

as bulk structure.*®

Apart from the experimental techniques mentioned above there are many
groups who work on modeling the silica force field, however these force
fields doesn’t involve water reaction with terminal SiOH. To specify the
H-bonded properties at the surface FFSiOH has been proposed.*S For the
silica/water system Garofalini et al.,*”4® Singer et al.,**°" and Du et al.”!
have extended the silica force field to include the interaction with water.

52755 and cristobalite

Force field studies have focused on mainly on quartz,
(high-temperature polymorph of silica) surface. De Leeuw et al. studied
the a-(0001) hydroxylated quartz-water interface.’® The important findings

from these studies conclude liquid like behavior of water above the SiOH
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surface, together with preferred orientation of water, H,, above the dangling
-OH group and Hgown configuration between the SiOH groups concluded by
Wander and Clark.®” Argyris et al.>® %% studied C(111) water interface using
the SPC model for water and a 12-6 Lennard- Jones potential for Si-water
interaction. In all cases, the perturbation of the water structure due to the
surface interaction decreases as the distance from the solid substrate increases,
bulk water properties being recovered for distances greater than ~14 A. The
(001) quartz-water interface has also been recently investigated by Sulpizi
et al.%0 using BLYP, who confirm that the H-bond network on this surface
is partially maintained: two types of silanols, “in plane”’and “out of plane”
are present on the surface. The “in plane” silanols are H-bond donor to a
silanol (strong H-bond), and the “out of plane” ones are H-bond donor to water.

All the above studied has used different ways to characterize the dy-

61-63

namics and structure of water near the solid interfaces which includes

density of water perpendicular to the surface,’* water -OH bond angular
distribution®® close to the surface, mean square displacement, hydrogen bond

k65767

networ and vibrational spectroscopic features of water close to the

wall.

2.1.2 | Water at different biological interfaces

113:68 and molecular

Water at biological interfaces plays a crucial role in cel
biology.®”: ™ Water is essential for the stability and function of biological
macromolecules, proteins and DNA. It is physiologically harmless and is the
main component of living beings: approximately 60 % by weight of an adult
human body is due to its water content. Most of this water (60 %) are confined
in cells, while the remaining water flows through tissues and in narrow blood
vessels. Hydration plays an important role in the assembly of a protein’s

structure and dynamics.'!

For example, enzymes and proteins need to be
suspended in solution to change their conformation and to adopt their active
structures, and water governs the rate of recognition that proteins, nucleic acids
and membranes have of ligands and drugs.”* Our failure in fully understanding
the behavior of water is one of the main limitation we have in predicting protein
structures and in designing drugs. For example, recent data shows how water
plays a fundamental role in determining the proteins folding rate™ and the

hydrophobic collapse of proteins”® mediated by the water molecules. Other



2.1. Water at different interfaces 13

examples include protein-protein interactions that are affected by the dynamics

74

of the hydration-water layer.”* Water molecules in protein chemistry can

be classified into three categories, namely strongly bound waters; > 7% water
molecules that occupy the internal cavities;”” and water molecules that are
attached to the surface of protein.”® ™ The water molecules that make up the
hydration shell in the immediate vicinity of the surface are particularly relevant
to the function and, are termed as ‘biological water’ or ‘bound water’, this
distinction has been discussed clearly by Nandi and Bagchi®®:8! in relation to
their dielectric relaxation time scales. These water molecules have been found
to have properties that are detectably different from those of the bulk, e.g. they
exhibit lower vapor pressure, lower mobility, lower freezing point, etc.8? Such
definition have certain limitations. Different experimental techniques measure
different properties, and some water molecules may be considered “bound” by
one method but not by others. The nature of this shell “layer” has been the

83-86 87,88

focus of numerous studies both theoretically and experimentally, yet

there is no generalized picture of the dynamics at the local molecular level.

Experimental techniques like X-ray crystallography,®® neutron diffraction®

and molecular dynamics!'! 869192

simulations have shown that at protein
surfaces, water molecules are site selective and highly restrictive in their
dynamical motion. One of the examples is the neutron diffraction study of
carboxymyoglobin®® which was followed by molecular dynamics simulations®?
which clearly demonstrate that out of 89 crystal water molecules, 4 remain
with the protein for the entire simulations and rest of the water molecules
were continously exchanging with the solvent. Water dynamics at the surface
of proteins happens at different time scales, which gives us an idea of strong
and weak bound water molecules around the biomolecule. These time scales

£94,95

can be measured by dielectric measuremen and NMR experiments.”®

Ordered water molecules are observed by crystallography and nuclear magnetic

resonance to mediate protein-ligand interactions.””

From these experiments it is found that time scales for water dynamics
vary from few picoseconds to nanoseconds time regime. Recently biological
water dynamics at the femtosecond resolution was studied for protein surface
and using a single native Trp residue by A. H. Zewial et. al.” Extended
depolarized light scattering (EDLS) measurements”® have been recently
employed to investigate the dynamics of water solvating biological molecules,
giving evidence of the presence of two different dynamical regimes among

84

water molecules. However molecular dynamics simulations®* were performed

to completely understand the results obtained from EDLS experiments. These
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Hydrophobic groups = hydrogen bonds 4 water molecules

Figure 2.1: Schematic representation of the various ways that
water molecules are implicated in protein structure and stability.
The hydrophobic interaction, water clustering and hydrogen bonds
are shown for different functional groups of a protein

studies also concluded two time scales for solvated water dynamics around the

protein.

There are different types of interactions present in biomolecules. These inter-
actions could be intermolecular or intramolecular. Electrostatic interactions,
known as “salt bridges” (coulomb interaction between charge sites), van der
Waals interactions plays an important role in the stability of the proteins.
van der Waals interactions are very weak interactions and non-directional
as well but they are present everywhere in biomolecules. The “hydrophobic
effect” and “hydrogen bonding” are the two major factors for the protein
structure, stability and function.?® The hydrophobic effect is considered to
be one of the major driving force for globular protein folding. It effects by
moving the non-polar side chains of the protein towards the core of protein.
This conformational change leads the water to form small clusters around the
hydrophobic groups which decrease the entropy of the system. On the other
hand water gains a lot of entropy by forming these clusters. These phenomenon
decrease the overall free energy of the protein and make it more stable. These
hydrophobic interactions are clearly demonstrated in the work done by Frank

and Evans'®? and also by Kauzmann.'®!

These hydrophobic collapse are
favored by other polar functional groups which are exposed towards the solvent

and forms hydrogen bonds. These hydrogen bonds plays an important role for
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enthalpy contribution. The water molecules shows details balance between
entropy and enthalpy of the protein system. The contribution of the H-bond is
quite small from energy point of view, however these hydrogen bonds provide
intramolecular stability to the protein. The hydrophobic collapse is shown as a

cartoon in Figure 2.1






THEORETICAL AND
COMPUTIONAL METHODS

Avrchitecture
(Computing Environment)

Application Algorithm
(Science) (Mathematical Model)

The sciences do not try to explain, they hardly even try to interpret,
they mainly make models. By a model is meant a mathemati-
cal construct which, with the addition of certain verbal interpreta-
tions, describes observed phenomena. The justification of such a
mathematical construct is solely and precisely that it is expected to
work—that is, correctly to describe phenomena from a reasonably
wide area.

John von Neumann
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The structural and energetic information about any living system can be
projected into the motion of their respective building blocks which indeed
are quantum particles; atom and molecules. However, in order to study a
system like protein it is unlikely to apply the theory of quantum mechanics,
but as a crude approximation we can consider those atoms as classical particles
(charged /uncharged), connected by springs to each other to form a larger
molecular systems. The whole idea of classical molecular dynamics simulation
is based on these approximations, where atoms are treated as classical particle.
In the following we will discuss about the basics of molecular dynamics sim-
ulations, force field and about the method used to estimate free energy from

simulations.

Molecular dynamics simulation

3.1.1 Historical note

It is now over 50 years since the first computer simulation of an assembly
of hard spheres was carried out by MD, in conjugation with same system
studied by Monte Carlo method by Alder and Wainwright'%? and Jacobson
et. al.!%% After that Rahman did the simulations for liquid Argon (Ar) and
later in the year 1971 Rahman and Stillinger performed liquid simulation of
water. The method of molecular simulations get wider applicability after world
war II, to study the problem of particle systems. In the year 1977, the first
molecular dynamics simulation for a protein was done by Martin Karplus, J. A.

104 Tp the 80’s there was much improvement in the

Mccammon and B. R. Gelin.
method to perform free energy calculations, protein-ligand docking calculations
and since then, a continuous development of potentials and sampling techniques

has been carried out.

3.1.2 | Basic Theory

The molecular dynamics simulation method is based on numerically solving

Newton’s equation of motion, F = ma, where F is force exerted on the
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particle and m is its mass and a is its acceleration. Knowing the force on each
atom, it is possible to determine the acceleration of each atom in the system.
Integration of the equations of motion then yields a trajectory that describes
the positions, velocities and accelerations of the particles as they vary with
time. From this trajectory, the average values of properties can be determined.
The method is deterministic; once the positions and velocities of each atom are
known, the state of the system can be predicted at any time in the future or

the past.

For any given system of N classical interacting particles, the total energy of the
system is represented by the Hamiltonian H which is the sum of the kinetic
and potential energy of the system, denoted by T and V. This is represented

mathematically in the following equation

H(p,r) = H(p1,P2,.--PN,T1,T2,..TN) = EP?/2m+U(1‘171‘27 ~rN)  (3.1)

The equation of motion is derived from Hamilton’s equation and is written as
follows

_ oH _ bi
e opi  m; (3:2)
OH ou
Pi = _8I‘i = — T = Fi (33)

The classical state of a system at any instant in time can be determined by

specifying the complete set of particle positions and corresponding momenta.

To make the connection to statistical mechanics a phase space vector is de-
fined:

x = (P1,P2; -, PN, I'1, T2, ..., IN) (3.4)

The classical state of a system correspond to a single point in the 6N dimensional
phase space. This space is thus the union of all possible classical states of the

system. Properties of the equation of motion are described as follows:

Time reversal symmetry The equations of motion take the same form when
the transformation ¢ — —t is made. It means that the physics is independent

of the flow of time.
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Hamiltonian is conserved

(3.5)

dH  L[OH . OH . N ToH oM OH OH
=3 J=>|

at | a T e ot or; Ot Opy

i=1
The conservation of the Hamiltonian is equivalent to the conservation of the total
energy of the system and provides important link between molecular dynamics
and statistical mechanics. Statistical mechanics is based on Gibbs ensemble
concept and connects the microscopic details of a system to physical observables
such as equilibrium thermodynamics properties, transport coefficients and

spectra.

Integrator A Molecular Dynamics program requires a good algorithm to inte-
grate Newton’s equation of motion. However algorithm to numerically solve the
equation of motion must follow certain criterion, mainly conservation of energy,
time-reversibility, computationally efficient, enables long integration time step
and evaluates force at every time step. There are different integration schemes
known like Verlet,'%® Velocity-Verlet, Leap-frog,'%¢ Predictor-Corrector and
Gear Predictor-Corrector.'®” Among all these integrator the most important,
efficient and widely used is the Velocity-Verlet integrator. The Velocity-verlet
algorithm is modification of Verlet algorithm which is described as follows. To
derive it, we start with a Taylor expansion of the particle’s coordinate around
the time ¢, once in the forward direction and once in the backward direction.
f(H)AL2 A3,

+ =T + O(Ath) (3.6)

r(t+ A =r(t) + v() AL+ = — 3!

f(H)AL2 A
(’;)mt _ Tfr Loty (3T)

Adding the above eq 4.7 and 3.7, and rearranging we obtain:

r(t — At) =r(t) — v(t) At +

r(t + At) = 2r(t) — r(t — At) + % + O(Ath) (3.8)

This is the basic form of the Verlet algorithm. Since we know from Newton’s
equations, a(t) is just the force divided by the mass, and the force is in turn a
function of the positions r(t) given by a(t) = —=VV(r(t)). This algorithm is
simple to implement, but the truncation error of the algorithm is of the order
of At*. A problem with this version of the Verlet algorithm is that velocities
are not directly generated. One can compute the velocities from the positions
by using
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_r(t+ At) —r(t — At)
vit) = 2At

but the error associated with the estimation of velocity is of the order of At2.

+0(At?) (3.9)

To overcome this problem, a different variant of the Verlet algorithm is shown
below, known as Velocity-Verlet method. In this scheme, the positions and

velocities are computed at equal times.

r(t + At) = r(t) + v(£) AL + f(g)nfﬁ (3.10)
v(t+Al) = v(t) 4 EHADHED) (3.11)

2m
However the new velocities are computed only after the new positions have been
computed, and from these the new forces. In practice, almost every classical
MD programs uses Verlet or Leap-frog algorithm to integrate Newton’s equation

of motion.

Force Field

In molecular dynamics a molecule is described as a series of charged points
(atoms) linked by springs (bonds). To describe the time evolution of bond
lengths, bond angles and torsions, also the non-bonding van der Waals and
elecrostatic interactions between atoms, one uses a force field. The force field
is a collection of equations and associated constants designed to reproduce
molecular geometry and selected properties of tested structures. There are
many commercially available force filed namely CHARMM,!'%® AMBER,!%?
GROMOS,!'10 OPLS!'"!! etc. All these force field are known as classical force
field. There are another class of force field known as Polarizable force field
such as AMOEBA,!*2 SIBFA.!'? There are few reactive force field namely
ReaxFF,'* RWFF.''® Following is the description for the force field.

3.2.1 | Point charge force field

The basic functional form of a force field encapsulates both bonded terms

relating to atoms that are linked by covalent bonds, and nonbonded (also
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called "noncovalent") terms describing the long-range electrostatic and van
der Waals forces. The specific decomposition of the terms depends on the
force field, but a general form for the total energy in an additive force field
can be written as Fiotal = Fponded + Fnonbonded, Where the components of the

covalent and noncovalent contributions are given by the following summations:

Evonded = Epond + Eangle + Edihedral

Enon—bonded = Eelectrostatic+Evandervaals (312)

The general form of the potential energy function is as follows:

u(ﬁ) = Ubond + Uangle + Udihedral

bonded
+ Uelectrostatic + Uvande'rwaals (313)

nonbonded

The functional form of the Upond, Uangie and Uginedrar is written in the following
equations

Z Kﬁwnds (ri _ I‘())2 (314)
i=bonds

Z K;zngles (91 o 90)2 (315)
i=angle

Z K;iihedrals [1 + (COS nid; + 5)] (316)

i=dihedrals

and the functional form for Ugectrostatic and Uyanderwaals are described as

follows

Yy (3.17)

o
PG Y

syulE)-(2)] e

i g
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All the K's appearing in the above equation corresponds to the value of force
constant derived experimentally or from high level of ab initio calculations. g,
0o and ¢ correspond to the equilibrium bond length, bond angle and dihedral
angle. In the above equation the € denotes the well depth of the Lennard Jones
potential and o represent the LJ radius.

The bond and angle terms are usually modeled as harmonic oscillators that
do not allow bond breaking. A more realistic description of a covalent bond
at higher stretching is provided by the more expensive Morse potential. The
functional form for the rest of the bonded terms is highly variable. Proper
dihedral potentials are usually included. Additionally, improper torsional terms
may be added to enforce the planarity of aromatic rings and other conjugated
systems, and cross-terms that describe coupling of different internal variables,
such as angles and bond lengths. Some force fields also include explicit terms
for hydrogen bonds. The non-bonded terms are most computationally intensive
because they include many more interactions per atom. A popular choice is
to limit interactions to pairwise energies. The van der Waals term is usually
computed with a Lennard-Jones potential and the electrostatic term with
Coulomb’s law, although both can be buffered or scaled by a constant factor
to account for electronic polarizability and produce better agreement with

experimental observations.

Figure 3.1: A schematic representation of different contributions to force field

torsion angle

Lennard Jones

Distance bond length or 3-atom angle

3.2.2| Multipolar force field (MTP)

Atomic interactions in classical force fields are roughly divided into short-ranged,

bonded interactions and long-ranged, nonbonded interactions. Nonbonded inter-
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action potentials include terms modeling the electrostatic, exchange- repulsion
and dispersion interactions, and are largely responsible for the inaccuracies in
classical force fields.''® Electrostatic interactions have been modeled using an
atom-centered point charge (“partial charge”) representation of the molecular
charge density.'’” The most popular methods for extracting charges from
molecular wavefunctions are based on fitting atomic charges to the molecular
electrostatic potential (MEP), computed with ab initio, density functional
theory (DFT) or semiempirical wave functions. The charge fitting procedure
consists of minimizing the squared deviation between the Coulombic potential
produced by the atomic charges and the MEP. Such representations are believed
to be an important source of error in current force fields.!'® The idea behind
the multipolar force field is to accurately describe the electrostatic potential
of the molecule. The fit to the MEP can be improved either by adding more
charge sites (3) or by including higher order multipoles at the atomic sites. A
realistic physical molecular representation requires dipole moments (e.g., for
the lone pairs), quadrupole moments (e.g., for the 7 bonds), etc. There are two
ways to perform a multipole expansion: the one-center multipole expansion
which is taken with respect to a center in a molecule (i.e., the center of mass),or
the distributed multipole analysis (DMA) first introduced by Stone,''¢ where
distributed multipole moments are assigned to several sites in the molecule

(i.e., atoms and bond mid-points).

In a multipole expansion, the electrostatic potential or energy of a charge
distribution is expanded in powers of the Coulomb potential (or Green’s
function) 1/R = 1/|x — x’| where x’ is the position of a charge element and x is
the point in space where the electrostatic potential is evaluated. Point-charge
descriptions corresponding to the first term in a multipole expansion or the
Coulomb term in standard classical force fields.!'® 119 For MTP the molecular
multipole moments are determined using DMA. It includes a partitioning of
the electron density in molecular orbital space and an integration of p(r) over
an appropriately defined space for all desired multipole ranks. The Coulomb
interaction of a standard force field as described by the first term in Equation
3.17 is replaced in MTP by a description of multipole expansion for a selected
number of molecules in the system. Consider a localized charge density p(x’)

generating an electrostatic potential (ESP) ®(x) at position x.
dAmeo®(x) = / ax/ P (3.19)
[x — x|

A Taylor series expansion of 1/R = 1/|x — x'| provides the following multipole
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expansion for ® in Cartesian coordinates.

1 R,
dregd(x) = % + 'u;%?)

3RaRp — R260p
RS

+ %@ag + ... (3.20)
where (i, is the component a of the dipole moment 11, ©,4 is the component o
of the second-rank quadrupole moment tensor ©, and the Einstein summation
convention is applied. The parametrization protocol'?° for multipole moments
on each atomic site for a given molecule, is an extension of the work done
by Kramer et. al.'?' All multipole moments will be expressed in spherical
coordinates @k, where [ denotes the order of the expansion and k is used to
iterate over the 2] + 1 coefficients.

I = 0: The charge ¢ is invariant under coordinate transformation: Qgy = ¢

I =1: The dipole moment p becomes Q10 = pz; Qiic = po; and Q115 = [y

l = 2: The symmetry and traceless property of © imply that only five coefficients
characterize the quadrupole moment: Qo9 = ©,.; Q21 = 20,./v/3; Q215 =
20,,/v3; Q22c = (Ogz — Oyy)/v/3; and Qa5 = 20,,/+/3 As a means to
validate the MTP force field, we calculated density of the compounds in the
pure liquid state, enthalpy of vaporization and absolute hydration free energies
AGhyq of the fragments used in the parametrization and compared them with

experimental values (if available).

The versatility and robustness of MTP has already been demonstrated for
different molecular systems.'?27126 In these studies MTP successfully unravelled
the conformational dependence of vibrational shifts and frequency splittings
of CO, water sensed in the electrostatic field and water bending vibrational

frequency shifts in condensed-phase environments.

Analysis Methods

The free energy is the most important thermodynamic quantity to calculate
in any physical, chemical or biological systems and are usually known as
Helmbholtz free energy or Gibbs free energy. The free energy (or relative free
energy) of a system are very useful parameters to follow chemical reactions,
phase transitions, critical phenomena or any other transformations. We can
never calculate absolute free energies (since we do not have an appropriate
reference state), however relative free energies can be found using several

different computational techniques. The calculation of free-energy differences
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is one of the main challenges in computational biology and chemistry. The
MD methods are not efficient in estimating certain statistical averages and
one of those quantity is “free energy”. These quantities are hard to estimate
because using the approach of MD direct calculation of free energy requires
more sampling over high-energy configurations. To drive a system over an
energy barrier, one can either (1) modify the energy expression in order to
reduce the barrier, or (2) restrict the sampling space to all degrees of freedom,
but the reaction coordinate describing the transition over the barrier. However,
there are different methods to overcome this problem which includes umbrella

1297132 Free energy perturbation

k7135 36

sampling, 27128 Thermodynamic integration,

method,'®3 adaptive methods,'3* non-equilibrium wor metadynamics.’
Out of these methods I will describe two of them used in different projects,

which are Umbrella sampling and Thermodynamic integration method.

3.3.1| Umbrella Sampling

Umbrella sampling, biased molecular dynamics (MD), is one of the methods that
provide free energy along a reaction coordinate. It was developed by Torrie and
Valleau'?” 128 based on previous work.'>” 139 The canonical partition function
Q of a system can be calculated via an integral over the whole phase space,
i.e., configuration space and momentum space. If the potential energy E is
independent of the momentum, the integral over the latter is a multiplicative

constant to (), which can be ignored. Then @ is obtained as:
Q= /exp[—BE(r)]dNr (3.21)

with 8=1/kgT, kp being the Boltzmann’s constant, T being the absolute tem-
perature. The free (Helmholtz) energy is related to @ via A = —1/61In Q. The
canonical partition function involves a constant number of particles, constant
volume, and a constant temperature. If the pressure, rather than the volume,
is kept constant, the Gibbs free energy (usually denoted as @) is obtained.

In chemical reactions, one is generally interested in free-energy differences
between two states. If the two states differ by geometry (like a reactant and
product of a reaction) then the integration in eq. 3.21 is done over a part
of the coordinate space for each state. Two different thermodynamic states
can be connected through a reaction coordinate (£), which is a continuous

parameter and can have different form. The reaction coordinate can be one-
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or multi-dimensional. Often, ¢ is defined as distance, angle, torsion or root
mean square deviation from reference states. With £ known, the probability
distribution of the system along £ can be evaluated by integrating out all

degrees of freedom except &:

J 3l&(r) — €] exp[(—BE(r))d"r]

Q= fexp (—=BE(r))dNr

(3.22)

Q(&) d¢ is interpreted as the probability of finding the system in a small interval
d¢ around £. In computer simulations, the direct phase-space integrals used
in Egs. 3.21 and 3.22 are impossible to calculate. However, if the system is
ergodic, i.e., if every point in phase space is visited during the simulation, Q(&)

is equal to
t

P(&) = Jim ~ [ ple(t)ar (3.23)

t—oo ¢

that is, the ensemble average Q(£) becomes equal to the time average P(¢) for
infinite sampling in an ergodic system. In Eq. 3.23, t denotes the time and p
simply counts the occurrence of £ in a given interval (of infinitesimal width in

the exact equation and of finite width when calculating a histogram).

In umbrella sampling technique, an additional bias potential energy term
is added to the system to ensure efficient sampling along the given reaction
coordinate. This procedure can be applied to either one simulation or in different
simulations (windows) of overlapping distributions. The idea of this method
is to connect together different energy regions in the phase space. The bias
potential w; of window 4 is an additional term which depends upon the reaction
coordinate, defined as E?(r)=E"(r)+w;(£), where ‘b’ and ‘u’ corresponds to bias
and unbiased quantities. The biased distribution along the reaction coordinate

(£), obtained from the MD simulations can be written as

Jexp{=B[E(r) +wi(g'(n)]}I[¢'(r) — ]d"r

]
b —

(3.24)

In order to calculate unbiased free energy A;(€), one need to evaluate the

unbiased distribution, which from eq. 3.22 can be written as:

[ 31E (r) — &) expl(~BE(r))Jd"r
fexp “BE(r))dNr

PHE) = (3.25)

Because the bias depends only on ¢ and the integration in the enumerator is
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performed over all degrees of freedom but &,

S exp{=B[E()]}d[¢'(r) — Jd"r
Jexp{=BIE(r) + wi(&'(r))]}d"x

PP (€) = exp[—Bwi(&(r))] x (3.26)

Using eq. 3.25 one can write

L exp{=BIE(r) +wi(€(r)]}dVr

o = P2(&) exp|Buwi(E(r
RUO = PO explp(elr))] x LRI
e et JepUBLEC) exp B (€)Y
= PO exliu(e(r)] x L AR
= PB(&) exp|Buwi(§)]{exp[—Puwi(£)]) (3.27)

From eq. 3.27, A;(£) can be readily evaluated. P?(¢) is obtained from an MD
simulation of the biased system, w;(§) is given analytically, and F;=-(1/3) In
(exp[-Bw;(€)]) is independent of &:

Ai(€) = —(1/8) In PY(€) — wil€) + F; (3.28)

As long as each window spans the given range of £ to be studied, Eq. 3.28
is sufficient to unbias the simulation. A(&) is in any case only defined up
to an additive constant; so in this case, F; can be chosen arbitrarily. If the
free-energy curves A;(£) of more windows are to be combined to one global
A(€), see Figure 2, the F; have to be calculated.

Figure 3.2: Global free energy (thick solid curve) and the contributions A; of some
of the windows (thin dashed curves). For clarity, only every third window is shown.
At the bottom, the biased distributions P! as obtained from the simulation are shown
(thin solid curves).

| AN AAA MA
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3.3.2| Thermodynamic Integration

Thermodynamic Integration (TT) is another most common method for calcu-
lating free energy differences between two systems whose potential energies
are given by U and Urp. The formalism to calculate the free energy difference

d.'?? We assume that potential

is via Kirkwood’s coupling parameter metho
energy U depends linearly on a coupling parameter A such that, for A =0, U
corresponds to the potential energy of our reference system U and for A =1,

we recover the potential energy of the system of interest denoted by Ur:

Z/{()\) = (1 — )\)UI + AU
= U+ U —U) (3.29)
We assume that the free energy of system I is known (either analytically or

numerically). The partition function for a system with a potential energy

function that corresponds to a value of A between 0 and 1 is

Q(N,V,T,\) = ﬁ / drNexp[—BUN)] (3.30)

The derivative of the Helmholtz free energy F(\) with respect to A can be

written as an ensemble average:

OF 19
(m) = S e V.TY
B 1 0Q(N,V,T,\)
- BQ(N,V,T,\) oA

J dr™N(QUN) /OA) exp[—BUN)]
[ drNexp[—BU(N)]

_ <‘%(;(;)>A (3.31)

where (...), denotes an ensemble average for a system with a potential energy

function U(\). The free energy difference between systems II and I can be

obtained by integrating Eq. 3.31:

A=1
FOA=1)— F(A=0) = A ) <‘%(;(;)>A (3.32)
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This expression evaluate free energy differences in terms of an ensemble average
which can be calculated directly in a simulation. Artificial thermodynamic
integration is often used to compute the difference in excess free energy, having
importance in biomolecular modeling.4°
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This chapter starts with brief introduction about experimental background
and practical relevance of solid silica interface. The importance of silica lies in
its versatility to be used in many industrial, environmental and biological pro-
cesses, such as waste water filtration, 4! antireflection coatings,'*? antibacterial
coatings,'? catalytic materials,'** drug delivery'4® and chromatography.'46-148
Many studies on the adsorption of nanoparticles could be controlled by ma-
nipulating the particle and the silica surface properties.'4?"1%1 The process of

adsorption is one of the key feature of liquid chromatography.

Part 1 of this chapter deals with water dynamics and its importance as a
co-solvent at Ci7-phenyl grafted silica surface together with the process of
intercalation of a probe molecule. Later on, intercalation of other organic
compounds will be addressed quantitatively from thermodynamic perspective
for which the experimental data are known. Part II of this chapter describes the
interfacial behavior of water at the hydroxylated silica surface, which includes
structure, dynamics and vibrational spectroscopic data compared to bulk water
behavior. The behavior of water molecules at the solid-liquid interface which
plays an important role in surface science (adsorption/desorption), geology,
material science, diffusion of ions in nano-pores, biological membranes and
in interfacial chemistry.% 127155 Part I and Part II of this chapter borrows
largely from previously published work, J. Phys. Chem. B, 2012, 116, 10951
and Faraday Discuss., 2013, 167, 329.

Water at chromatographic interfaces

Chromatography (RPLC) is one of the major analytical techniques used for
the separation of chemical compounds. On the other hand, there are many
factors that can go wrong with the separation; this control is probably trickier
in HPLC than in any other chromatography. In the past two decades, great
theoretical understanding has been developed for liquid chromatography.
However predicting the retention time and elution order for a given mixture is
still a tricky task. Recent work done by Pizzi and De Sousa,'®® Noinville et.
al.,’®” Siepmann and Schure3® 158161 and Meuwly et. al.?23%162 hag provided
firm understanding for the behavior of stationary phase, role of solvent
(water/methanol/acetonitrile) and the intercalation mechanism. Despite the
seemingly “simple” chemical composition of such systems (functionalized silica

surface, solvent mixture, and analyte molecules), the atomistic understanding
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underlying the separation process remains elusive. One of the reasons for this is
that the systems of interest are intrinsically disordered which makes controlled
and atomistically resolved experiments difficult. Under such circumstances,
computational methods are an ideal means to obtain additional insights and
have considerably contributed to better characterize such systems.3!34:163,164
Typically, a chromatographic system contains an alkyl-chain derivatized
stationary phase, a solvent mixture, and analyte molecules. The nature and
composition of the mobile phase, together with the functionalization of the
stationary phase, play a decisive role in the separation process. Commonly
used solvent mixtures include water (HoO) and an organic cosolvent such
as acetonitrile (ACN) or methanol (MeOH). The composition of the solvent
is adjusted to change the hydrophobic nature of the solution mixture and
affects the elution time for the analyte. Experimentally, spectroscopic methods
including IR,'%5-167 Raman, and NMR'5® investigations have provided detailed
information about water/methanol mixtures. The general consensus is that
such solutions separate into MeOH-rich regions and water-rich regions and

lead to microheterogeneous or microimmiscible!6?-171

solutions at microscopic
levels which was also observed experimentally by Raman spectroscopy for
water /acetonitrile mixtures.'”? In chromatographic systems the derivatization
of the stationary phase is another important determinant.!'” The alkyl chains
are nonpolar whereas the surface to which they are attached is polar. Most
recently, the solvent distributed Cig stationary phases was characterized for
different ACN/water and MeOH/water mixtures from configurational-bias
Monte Carlo simulations.!™ However these simulations are good to obtain
thermodynamic properties but to follow the intermolecular dynamics, molecular

dynamics are preferred scheme.34:162

4.1.1| Theoretical and computational methods

A model silica support was constructed by slicing two 8.75 A thick segments
of the (101) face of quartz crystalline lattice with dimensions of 36 x 41 A.
This resulted in two -OH terminated surfaces with a vicinal silanol density
of 3.1 umol/m?2. A chromatography column was then created by covalently
tethering alkylsilane ligands (with alkyl chains in an all trans conformation)
to the silanol oxygen atoms of the quartz surface and orthogonal to the bulk

quartz. Alkyl chains were evenly distributed over the surface silanols in a
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randomized fashion to result in a specific surface coverage of 0.88 and 2.65
umol/m?. A 80 A thick solvent box (water/methanol) was added between the
two silica surfaces, resulting in a unit cell with dimensions of 36 x 41 x 97 A.

The simulation system is shown in Figure 4.1.

In the present work, the transferable intermolecular potential three-point
(TIP3P)!7 water model was used. For the methanol (MeOH) molecule, methyl
hydrogen atoms were assigned to aliphatic hydrogen (atom type HA), the
methyl-C atom is an aliphatic sp® carbon (CT3), the hydroxyl oxygen is a
polar oxygen (OH1), and the hydroxy hydrogen atom was assigned to a polar
hydrogen (H). The OH equilibrium bond length is 0.96 A. The MeOH is flexible
with standard CHARMM parameters used for the CT3-OH1 bond, the HA-CT3-
OH1 and HA-OH1-CT3 angles, and the dihedrals. As for water, SHAKE!'"6
was used to constrain all hydrogen atoms. Five different functionalizations
of the chromatographic column are considered and studied here with two
different solvent compositions. The functionalizations include -CH3 -CN, -
NHs;, -NO; and -CgHs , and their parametrization has been reported in earlier
work.152 Briefly, for -CN, -NHj, and -CgHj; existing CHARMM parameters
were employed in analogy to lysine and phenylalanine. For -NOg literature
values were used.'”” Details concerning the number of molecules (water and
methanol) and the solvent composition are reported in Table 4.1.

Table 4.1: Number of water/methanol molecules for different simulations and solvent
mixtures, 80/20 and 50/50 volume fraction, respectively. Low and High correspond
to the surface coverage 0.88 and 2.65 ymol/m?

\ | Surface coverage \

Systems Low High

(C18.20.80 2985/343 2518/280
C18.50.50 1710/640 1456 /524
C17¢n.20.80 3072/336 2466/292
C17¢n.50.50 1731/632 1609/576
C18nh2.20.80 3042/271 2804 /244
C18nh2.50.50 1814/692 1609/571
C18n02.20.80 2891/272 2777/255
C181n02.50.50 1783/625 1642/598
C17phenyl.20.80 2975/275 2273/220
C17phenyl.50.50 1783/690 1572/544

The force field parameters for the Si-O and O-C bonds (V = L1k(r-r.)?) were

-2

(k = 525.0 keal/mol, r, = 1.62 A) and (k = 428.0 kcal/mol, r, = 1.42 A),
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Figure 4.1: Schematic representation of the chromatographic sys-
tem along with the molecule. The figure shows the silica layer
(silica in yellow, oxygen in red), Cis - chains (green) grafted onto
it, water (red), methanol (blue). The snapshot is taken during the
simulation of acridine orange in Cis - functionalized system with
50/50 W/MeOH solvent concentration. All atoms are shown in vdW
representation.
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respectively; for the Si-O-C, O-Si-O, and O-C-C angles (V = %k(9-95)2) were
(k = 40.0 kcal/mol, 8, = 120.0°), (k = 40.0 kcal/mol, 6. = 90.0°), (k = 40.0
kcal/mol, 6. = 110.0°), respectively; and for the Si-O-C-C and O-C-C-C
dihedral angles (V = k(14 cos[nx - n])) they were (k = 0.15 kcal/mol, n = 1,
n = 0.0°). The -OH groups bonded to the Si layer had point charges of +0.66e
and —0.66e for hydrogen and oxygen atoms, respectively. For acridine orange,

the force field parameters are taken from our previous work.162

4.1.2 | Molecular Dynamics simulations

For all molecular dynamics (MD) simulations the same protocol was used.
After solvation, the systems were subjected to 500 steps of steepest descent
minimization followed by 200 steps with the Adopted Basis Newton-Raphson
algorithm to relieve strain. Next, MD simulations were carried out at constant
volume and constant temperature (NVT) using the CHARMM!"™® program.

E'76 was used to constrain

The time step in all simulations was 1 fs, and SHAK
the bonds to hydrogen atoms. All simulations were carried out with periodic
boundary conditions. Nonbonded interactions were truncated at a distance
of 10 A on an atom-by-atom basis, using a shift function for the electrostatic
interactions and a switch algorithm for the van der Waals interactions. The
atomic positions of the bulk quartz surface with the exception of the exposed
hydrogen atoms of the silanol groups were held fixed during the simulation
(1664 atoms). Initially, the systems were heated and equilibrated for 50 ps,
followed by 2 ns of production simulations. Atomic coordinates from the MD
simulations were recorded at 50 fs intervals for analysis. For every system with
different functionalizations one simulation was carried out, except for Cig alkyl
chains, for which five independent simulations were run.

Apart from the above setup, the dynamics of acridine orange in a (-CgHs)
derivatized alkyl column was investigated. An analyte molecule (acridine or-
ange) was introduced into an equilibrated C;7-phenyl column. Water molecules
overlapping with the analyte molecule were removed, and then production sim-
ulations were continued for 5 ns to study the dynamics of the analyte. These
simulations were run in the Cj7-phenyl system with high surface coverage
(2.65 w/m?) in solvent mixtures W/MeOH (100/0, 80/20 and 50/50) for both

protonated (NHT) and unprotonated (N) acridine.
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4.1.3| Analysis of the Trajectories

Observables to characterize the chromatographic systems were determined
from ensemble averages. They include the alkylsilane chain length, solvent
density, acridine position with respect to the silica surface, and the diffusion
coefficient of the analyte (acridine orange), which is calculated from the Einstein

relation.
< |F;(t) — ;(0)]* >
6t

where 7;(t) is the position of the center of mass of a single molecule. Previous

D= (4.1)

experimental'!”™ and simulation studies®® suggested that a typical chromato-
graphic system with a Cig stationary phase can be largely partitioned into
three different types of water molecules. In order to analyze the water dynam-
ics, the system is partitioned into three regions: Region I, defined as water
molecules within 2.8 A of Si-bonded oxygen atoms, referred to as “bonded
water molecules”; region II, defined as water molecules within 18 A of the silica
layer, called “stationary” and region III, defined as water molecules between
20 to 60 A away from the surface are called “bulk” water. Depending upon the
initial position, water molecules are either in regions I, IT or III. The number
of water molecules that left a specific region during the production phase and

entered a neighboring region is used to follow equilibration of the systems.

Another useful observable is the width of the stationary phase < z >, which
is referred to as the “phase thickness”. It is defined as the average vertical
distance of the terminal carbon atom of the alkyl chains farthest away from

the silica support.

Results

4.2.1| Solvent mixture without alkyl chains

First, the behavior of the solvent mixture is studied for the unfunctionalized
systems but with the silica support which defines z = 0 and z = 80 A. The
density of the solvent along the z—axis (along the height of the column)
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is shown in Figure 4.2 for W/MeOH mixtures of 80/20 and 50/50 volume
fraction, respectively. The density p of the solvent,

s

p= i (4.2)

is calculated from the number of solvent molecules, (water or MeOH) in a slab
of 1A width relative to the number of solvent molecules in the same slab for
an ideal, homogeneous mixture. The density of the solvent molecules in Figure
4.2 is averaged over the last 100 ps from 1900 to 2000 ps. For both mixtures
away from the surface a local high density of one component is balanced by
a low density of the other component. This is typical of microheterogeneity
at a microscopic level in which self-association of the same type of molecule

is found162,174

Hall.172

with continuous microheterogeneity proposed by Reimers and
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Figure 4.2: Solvent density profile for 80/20 (left) and 50/50 (right) volume fraction
of solvent mixture without the presence of any functionalized chain on the silica layer.

The variation of the density profiles across the column depends on the relative
concentrations of the solvent mixture. This agrees qualitatively with neutron
diffraction experiments which found that methanol and water form percolating

networks in which water molecule form clusters of typical sizes ranging from 2 to

180,181

20 (see also Figure 1). Similar effects were recently observed in wide- and

small-angle neutron scattering experiments on sorbitol-water mixtures.!82

4.2.2 Characterization of the Solvent Mixtures

Depending on solvent composition, surface density and functionalization of the
alkyl chains different organization of the solvent in and close to the surface
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of the stationary phase can be expected. With both solvent compositions
(80/20 and 50/50), both surface coverages (2.65 and 0.88 umol/m?) and all
functionalizations the solvent density deviates from a uniform distribution
p = 1. Rather, both water and MeOH densities decrease when approaching the
stationary phase from the middle of the column (z = 40 A). This is shown in
Figure 4.3 and 4.4. Between the stationary phases, which differ in their width
depending on the system (see Table 4.2) microheterogeneity is still observed.
Furthermore, common to all preparations of the systems is a more or less
pronounced MeOH density about 5 A away from the surface and a preserved
water density at the surface. In other words, the silica (Si-OH) surface is “wet”
and hydrated. This agrees with previous work for acetonitrile/water and pure
water solvent.33 162,174

Comparing high- and low-coverage surfaces Figure 4.3 and it is observed that
the width over which the water distributes is approximately 5 A wider for low
alkyl chain coverage. This, together with the analysis in Table 4.2, suggests
that the alkyl chains are in a more collapsed state for low surface coverage.
With high surface coverage, the alkyl chains are forced into a more parallel
conformation which leads to increased conformational stability and a more

upright and brush-like arrangement.

Table 4.2: Functionalized alkyl chain phase thickness < z > measured in A, defined
as the average height of the functionalized alkyl chains with respect to the silica layer.
Data is compared with previous work done with acetonitrile as a co-solvent. These
data are calculated from 2ns of MD simulation. Low and high refer to the surface
coverage.

‘ <z> Methanol Acetonitrile | Nuwater ‘
System Low | High | Low | High | High
C18.20.80 89 | 13.1 | 80 | 13.2 | 35(1)
C18.50.50 10.7 | 14.8 | 12.1 | 15.2 | 30(1)
C17¢n.20.80 10.2 | 153 | 9.2 | 13.5 | 36(1)
C17¢n.50.50 11.1 | 16.8 | 11.6 | 16.5 | 32(1)
C18nh2.20.80 82 | 166 | 9.8 | 11.8 | 30(1)
C18nh2.50.50 12.7 | 135 | 12.8 | 152 | 25(1)
C181n02.20.80 8.6 | 14.5 | 10.0 | 14.1 37(1)
C18n02.50.50 10.6 | 159 | 11.1 | 16.1 33(1)
C17phenyl.20.80 9.2 | 153 | 9.3 | 154 | 34(1)
C17phenyl.50.50 10.6 | 16.6 | 16.7 | 14.3 | 32(1)

Increased MeOH concentrations (50/50 compared to 80/ 20) change pymeon
in the middle of the column. In general, fluctuations in pyeon are more

pronounced for 80/20 compared to 50/50 solvent composition. This is due to
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Figure 4.3: Average solvent density profile (over 100 ps from 1900 to 2000 ps
of simulation time) with Cis and Ci7-phenyl chains and 80/20 W/MeOH solvent
composition (left) and 50/50 W/MeOH composition (right). (A: unfunctionalized Cig
low coverage; B: Ci7 - phenyl low coverage; C: Cig high coverage; D: Ci7-phenyl high
coverage; E: Cig low coverage average over 4 independent simulations; F: Cig high
coverage average over 4 independent simulations. Blue traces correspond to water
density, and red traces correspond to MeOH density. The y-axis gives the density of
the solvent as defined in eq 2.
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increased MeOH concentration in the solvent (Figure 4.3 A, B and 4.3 C, D).
The density maxima in pyeon within ~ 5 A of the surface are more pronounced
for low methanol concentration and for both low and high surface coverage and
are indicated by a and g labels in Figure 4.3. These peaks are due to MeOH
close to the surface forming a transient layered structure. For a 50/50 solvent
composition these peaks are not sharp because as the MeOH concentration
increases, it is more homogeneously distributed in the solvent mixture which
leads to a decrease in the microheterogeneous structure compared to 80/20
solvent composition. This also shows that microheterogeneity is concentration-
dependent and continuous. Comparison of the different functionalization
shows that the widths of the stationary phases can vary by 10-25% (see Table
2), depending on the terminal group attached to the chain and the solvent

composition.

In order to determine how representative individual trajectories are to charac-
terize the different systems, four independent simulations were run for high-
and low-surface coverage Cig with W/MeOH mixtures of 80/20 and 50/50,
respectively. Figures 4.3 E, F report average density distributions from four
independent simulations. The density distribution is similar to what is found
from individual trajectories (see Figures 4.3A, C), which suggests that the

current simulations cover most of the important parts of phase space.

In all systems studied, an appreciable amount of water is found at the surface
which corresponds to H-bonded water molecules (Figures 4.3). However, the
precise amount also depends on solvent concentration and surface coverage
(see Table 2). As the MeOH volume fraction in the mixture increases, the
number of water molecules close to the surface reduces. With increasing
surface coverage of the stationary phase the hydrophobic interaction increases.
This is another reason for the decrease in the water density at the surface.
Table 4.2 shows that for given surface coverage the number of water molecules
for most functionalizations increases by =~ 15%, whereas it is only 6% for

C17-phenyl chains.

In order to better understand the double pyrcon peak a and 5 within 10 A of the
silica surface, as observed for most systems studied (Figure 4.3), the orientation
of the methanol-OH bond vector relative to the z-axis was considered depending
on the distance from the silica layer. Here, the OH bond vector points from
the hydrogen atoms toward the oxygen of MeOH. The probability distribution
P(cosf), where 6 is the angle between the OH vector and the space-fixed z-axis,

for the orientation of the MeOH molecule is shown in Figure 4.4. This analysis
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P(cos6)

cos 6

Figure 4.4: Average probability distribution for the MeOH -OH bond vector in
different layers along the column, averaged over 1 ns. The orientation of the -OH
bond vector within 5 A of silica oxygen in red, in a layer from 5 to 10 A (blue)
and in the middle of the column (black). Structural representations for features in
the probability distribution functions are also provided. The color scheme is carbon
(blue), oxygen (red), silicium (yellow), and hydrogen (white).

is done for three layers, each 5 A wide. The first layer includes MeOH molecules
within 5 A of the silica-oxygen atom and the second layer those between 5
and 10 A. The third layer contains methanol from the middle of the column
between 35 and 40 A. Figure 4.4 demonstrates that the -OH bond vector in
the first layer has two preferred orientations (red line), while in the second
layer (blue line) the -OH bond vector predominantly orients in an antiparallel
fashion relative to the first-layer water molecules. The probability distribution
for the -OH bond vector in the middle of the column is uniform as would be

expected (black line).

Figures 4.5 A, B show the time evolution of the phase thickness for Cig
and Cji7-phenyl derivatized alkyl chains and suggests that phase thickness
depends upon the density of alkyl chains grafted on the silica surface and
solvent composition. Table 2 establishes that for low surface coverage
all functionalized chains collapse a behavior already observed in previous
simulations.®* At very low grafting density, the chain behaves much
like an isolated chain in solution, since they have more spatial freedom;

however, at high grafting density the polymer enters the “brush” regime,
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a theoretical observation made by Alexander'®? and de Gennes.'®* Be-
cause the chains are more densely packed and due to increased hydrophobic

interactions among themselves, they have less freedom to move (rotate or bend).
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Figure 4.5: Temporal development of the phase thickness for unfunctionalized Cig
(A) and Ci7-phenyl (B) with W/MeOH compositions of 80/20 (red) and 50/50 (blue).
Left column is for low surface coverage (0.88 pmol/m? ) and right column for high
surface coverage (2.65 pmol/m 2 ). The solvent exchange dynamics in high surface
coverage (2.65 pwmol/m? ) Cyg is reported in panels C and D. The left column is for
80/20 W/MeOH solvent mixture and the right column for 50/50 W/MeOH solvent
mixture. Red traces represent outflow of water molecules from the stationary phase
to the bulk phase; green, inflow of water molecules from the bulk to the stationary
phase; black, total number of water molecules in the stationary phase (sum of red
and green traces); blue, the occupation of the hydroxyl groups on the silica layers.

Another factor that influences the spatial extent of the chains is the increased
amount of methanol in the mixture which was also observed with acetonitrile
as a solvent (see Table 4.2 for comparison). We also observed that chains
with polar terminal groups (-CN, -NOs , -NHj; Table 4.2) are more extended
compare to nonpolar functionalized (-Cis , -CgHs ) end group. Polar termini

provide a favorable environment for water or methanol molecules to interact,
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which may contribute to their more extended conformation. In comparing
water/ACN and water/MeOH mixtures with the same organic volume fraction,
more pronounced solvent penetration for ACN is found compared to MeOH
which is consistent with previous work. There is enrichment of the organic
cosolvent in the interfacial region, and this effect is more pronounced for 80/20
compared to 50/50 solvent mixture and is more than the bulk density, as
found from Monte Carlo simulations. Similar behavior is found for the other
derivatized surface C17-CN, C1g-NHsy, C15-NO».

4.2.3 Exchange Dynamics

For analyzing the water exchange dynamics between regions II and III, the
water flux between these regions was determined. During the MD simulations
the number of water molecules exchanged is reported in Figures 4.5 C,D (for
Cis and Cy7-phenyl and high surface coverage). The analysis shows that water
molecules initially in region IT exchange with region III and vice versa. It is
also found that systems with different W/MeOH ratios exhibit significantly
different numbers of water in the stationary phase. The numbers of water
molecules in region I directly interacting with the silica, i.e., are H-bonded
to the Si-OH groups, are summarized in Table 4.2. The number of water
molecules in region I found here is similar to what was observed previously
for acetonitrile as a solvent 38 and previous work with MeOH as a solvent.
The data in Table 4.2 show that as the volume fraction of organic modifier
increases, the number of water molecules in H- bonding contact with the silica
surface decreases. This is due to the presence of MeOH which competes for
H-bonding to the surface -OH group. Depending on the systems, the numbers
of water molecules that are exchanged between the regions are different. Figure
4.5C (left) reports results for a Cig column with a 80/20 solvent mixture. The
red trace follows the number of waters exchanged (= 250) between regions II
and III, compared to the initial state at t = 0. After less than 1 ns a steady
state is reached. At the same time, the number of water molecules entering
from region III to IT is & 450 (green), whereas the black trace reports the
total number of water molecules always residing in region II, which is ~ 700
during the entire simulation. For C;5 and 50/50 solvent mixtures (Figure 4.5C
(right) the amount of water pumped in and out between regions II and III is
~ 200, similar to a 80/20 mixture, whereas the number of water molecules
that exchange with region III is larger for 80/20 than that for a 50/50 solvent
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mixture. A similar behavior is observed for other functionalized chains as well
(not shown here). Typically, reaching an equilibrium in the exchange dynamics
is slower for 50/50 mixtures compared to 80/20. Quantitatively, all 80/20
systems are equilibrated in less than 1 ns, whereas it can take up to 1.5 ns for
50/50 mixtures. This is probably due to the increased number of water-MeOH
hydrogen bonds in 50/50 compared to 80/20 mixtures.
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Figure 4.6: Inflow and outflow of water molecules from between the alkyl chains
measured after introducing acridine orange into Ci7-phenyl systems with high surface
coverage and W/MeOH compositions of 100/0 (A) and 80/20 (B). Left column for
protonated acridine (NH') and right column for the neutral state (N). The red
trace represents outflow of water molecules from the stationary phase to the bulk;
green, inflow of water molecules from the bulk to the stationary phase; black, total
number of water molecules in the stationary phase (sum of red and green trace); blue,
occupation of the hydroxyl groups on the silica layers.
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4.2.4| Dynamics of Acridine orange

In order to better characterize the consequences of different solvent composi-
tion and surface densities, the dynamics of an analyte molecule was followed.
Acridine orange has been previously used to characterize interfacial dynamics
at the stationary phase/solvent layer. It was found that it can interact with the
surface via chemisorption or intercalation within these functionalized chains.
For investigating the dynamics of acridine orange at the C;7-phenyl/solvent
interface, acridine orange was intro- duced in the system 3 A above the Cy7-
phenyl layer in different W/MeOH compositions (100/0, 80/20, 50/50). The
exchange dynamics of water following the perturbation of the system is re-
ported in Figure 4.6. With increasing MeOH concentration the number of
exchanged water molecules decreases, and the time for equilibrating water
exchange increases from = 200 to 500 ps as shown in Figures 4.6A, B. With
regards to solvent flow, all systems are well equilibrated on the 5 ns time scale.
Occasionally, “avalanches” of solvent can be observed in which there is a sudden
change in the number of water molecules; see inset Figure 4.6B, where the
number of water molecules changes from 350 to 300 in region II (green line) in

less than 1 ns.

To characterize the motion of acridine orange relative to the surface, the
z-coordinate of the acridine orange center-of-mass (COM) is reported as a
function of time. Figure 4.7 suggests that the analyte molecule readily adsorbs
to the Cy7-phenyl interface, and due to the exchange of solvent and motion
of the alkyl chains it moves in and out of the silica surface. Figures 4.7A, B
also suggest that there is no appreciable change in the average phase thickness
(black curve) of the Cq7 -phenyl interface for all solvent compositions during 5
ns of MD simulation. For 100/0 W/MeOH solvent composition the analyte
molecule is completely intercalated and remains there for the rest of the
simulation. For other solvent mixtures (Figure 4.7B) the analyte molecule
moves in and out of the stationary phase. For the simulation in C;7 -phenyl
with 100/0 solvent composition, the dynamics of acridine orange (NHT) is
shown in Figure 4.7C (I-IV). The snapshots are taken at different times along
an MD simulation. These snapshots suggest that once the cavity at the
surface is formed, the analyte molecule easily moves toward the surface and
resides there for the rest of the simulation. The formation of a cavity is not
directly observed in our simulations but results from the tendency of the alkyl

chains to reduce the surface area by alkyl chain clustering, which in turn is
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Figure 4.7: Inflow and outflow of water molecules from between the alkyl chains
measured after introducing acridine orange into Ci7-phenyl systems with high surface
coverage and W/MeOH compositions of 100/0 (A) and 80/20 (B). Left column for
protonated acridine (NH") and right column for the neutral state (N). The red
trace represents outflow of water molecules from the stationary phase to the bulk;
green, inflow of water molecules from the bulk to the stationary phase; black, total
number of water molecules in the stationary phase (sum of red and green trace); blue,
occupation of the hydroxyl groups on the silica layers.
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enthalpy-driven as confirmed experimentally. Clustering will lead to space on
the silica surface which allows the analyte molecule to approach the surface
and to intercalate. Cavity formation and intercalation of analyte molecules is
an element of the slot model and has been a matter of debate for the past few
years.

The dynamics of acridine orange can also be characterized in terms of a
diffusion coefficient D (see eq 1). For high coverage C;7-phenyl the diffusion
coefficient D of acridine orange increases with increasing MeOH concentration
from 0.013 to 0.042 (10~% cm?/s) in going from W/MeOH mixtures of 100/0
to 80/20 and reaches 0.054 (104 cm?/s) in 50/50 W/MeOH for unprotonated
acridine. For protonated acridine the diffusion coefficients depend less strongly
on the solvent composition. They range from 0.058 to 0.076 (10~* ¢cm?/s) for
solvent compositions of 100/0 to 50/50, respectively. As the analyte molecule
moves toward the interface, its diffusion slows down. This can be quantified
by considering acridine orange in 100/0 W/MeOH at different z-positions
above the surface. For positions 20, 10, and 2 A above the surface, D = 0.064,
0.024, and 0.014 x 10~* cm?/s are found. Experimentally, the lateral diffusion
coefficient in pure water was found to be 0.042 (10~* ¢cm?/s) which considerably
slows down to 0.0013 (10~% c¢m?/s) in Cig columns. While the diffusion
coeflicient in pure water and the slowdown in the presence of a stationary
phase are correctly captured, the effect of the interface is only a factor of ~ 4

in the simulations, compared with at least an order of magnitude experimentally.

Thermodynamics of retention process in RPLC

Much of above discussion is mainly based on the structural and dynamical
behavior of the solvent and the analyte molecule. The process of intercalation
of analyte molecule was based on the diffusion of analyte into the stationary
phase. Another route of investigation for the retention process is to understand
the thermodynamic of analyte transfer from bulk to the stationary phase.
There are experimentally known partition coefficients which can be used to
estimate the free energy change for complete retention process. There are

1857188 which quantify the retention process

only limited theoretical studies,
by calculating the accurate free energy for transferring the molecule from the

bulk to the stationary phase. Most of these used Monte-Carlo method for
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studying gas-liquid chromatography. Following work will evaluate the free
energy differences for two analyte compounds (Chloro benzene and Phenol)
for transferring from bulk solvent phase to the stationary phase. The solvent
phase is taken as 20.80 and 50.50 MeOH/Water mixture and the Cig chains
acts as the stationary phase. These value matches the known experimental
data.

4.3.1 Computational methods

The simulation protocol followed here is exactly same as mentioned above for the
other chromatographic systems. This study is mainly done with MeOH/Water
solvent mixture having composition of 20.80 and 50.50 by volume, and with
C1g alkyl chain with the grafting density of 2.65 ymol/m?. The other difference
is that the probe molecule is re-parametrized, which also includes higher
order multipoles (quadrupole) description compare to point charges. The
parametrization is based on thermodynamic data, such as density p of the pure
liquid, heat of vaporization (AH,,p) and hydration free energy (AGpyq) at 298
K. Umbrella sampling was performed to estimate the free energy differences for
these compounds. 35 umbrella windows were made, each having the width of 1
A. In each window the sampling was performed for 2 ns, which make the total
sampling time of 70 ns. The reaction coordinate for this sampling process was
the z component of the distance between the center of mass of the compound
and the silica surface.

4.3.2 Results

The parametrization procedure is done for the analyte for which there are
known experimental data for the retention time, density, heat of vaporization
and free energy of hydration. The thermodynamic data evaluated from our
simulations are given below in Table 4.3 and compared with the experimental
values. For phenol, parametrization is still in progress. The results can be
compared in 2 different ways, 1)- by calculating the change in free energy of
the same compound in solvent of different composition or 2)- by comparing

the difference in free energy of two different compound in same solvent. The
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Compounds density AHygp AGhyq
Benzene 0.89 (0.87) | 7.95 (7.95) | -0.76 (-0.86)
Chloro benzene | 1.12 (1.11) | 9.87 (9.79) | -1.11 (-1.12)

Table 4.3: Thermodynamic data calculated from our simulations and compared with
the experimental values given in parenthesis. The density is reported in g/cm® and
the heat of vaporization and the free energy of hydration is reported in kcal/mol.

result shown below follow both the methods. The free energy estimation was
done by the formula
AG=—-RT'InK (4.3)

Using the above equation above the calculated value of change in free energy is
shown below.

For Cl-benzene in two different solvent composition (20.80 and 50.50) the
change is free energy is observed and reported below in the units of kcal/mol.
This value is based on experimentally observed capacity factor.

K 55
AGei—pens = —RT In <K5050> = —1.987 x 300 x ln (14> = —0.815 (4.4)

20.80

This experimental value can be qualitatively compared with change in free
energy data reported in Figure 4.8 (top) for Cl-benzene between the z range of
5and 15 A.

Similar calculation for phenol is reported below.

AGphenot = —RT'In (KW’O) = —1.987 x 300 x In (5> = —0.546 (4.5)
20.80 2
This experimental value can be qualitatively compared with change in free
energy data reported in Figure 4.8 (bottom) for phenol between the z range of
5 and 15 A. The two observed data shows that these two compounds are more
stable in 20.80 solvent composition compared to 50.50 solvent composition,
which agrees with our calculated value (Figure 4.8). One can compare value
of two different compound for same solvent composition, which is reported
below.

(1) - For 20.80 solvent composition

AG = —RTIn <K”’"> = —1.987 x 300 X In (55> = —1.429  (4.6)
Kphenol 4
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(2) - For 50.50 solvent composition

Kclfbenz
K

phenol

14
AG = —RTIn ( > = —1.987 x 300 x In <2> = 1159  (4.7)

From these two values reported in equation 4.6 and 4.7 shows that Cl-benzene
is more stable in stationary phase compare to phenol in both 20.80 and 50.50
solvent composition, which qualitatively agrees with our calculation from
simulations (Figure 4.9). All the numbers reported above are in kcal/mol.
These reported free energy profile conclude two important results, Cl-benzene
is more stable in the stationary phase compare to phenol and this stability is
independent of solvent composition which agrees qualitatively with experimental

findings.
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Water at bare hydroxylated silica surface

Water molecules at the solid-liquid interface play important roles in surface
science (adsorption/desorption), geology, material science, diffusion of ions
in nanopores, biological membranes and in interfacial chemistry.% 527155 A
number of experimental and theoretical studies have provided deeper insight
into the molecular level behavior of water itself and at interfaces. It has been
found that properties of water at surfaces can be strongly affected by the
existence and the nature of the solid substrate and is due to the heterogeneous
environment generated by the surface itself. The resulting effects on water are
observed through changes in the spectroscopic response, pronounced density
layers, the change in the local dielectric constant and in different structural
and dynamical properties of water at these interfaces. Such phenomena
are also important technologically in the context of electrolytes near a
charged surface and in chromatographic processes. As to the latter, various
theoretical studies involving classical molecular dynamics, ab initio molecular
dynamics and experimental techniques like non-linear optical spectroscopy
have been used to characterize silica-water interfaces. Computer simulations
considered interfacial water at quartz, metal and other mineral surfaces. These
investigations clearly show how the solid substrate perturbs the local struc-

ture and hydrogen bond dynamics of water up to 10-15 A away from the surface.

Water has been investigated particularly well at the water-air interface. These
studies found spectroscopic features that extend from around 3200 to 3700
cm™!. The analysis of the spectroscopic signatures in terms of their origin
and the local orientation of the water molecules has lead to a number of,
sometimes conflicting, interpretations. Also, water at mineral surfaces has
been investigated by spectroscopic means. For water at silica surfaces the
pH-dependent VSFG spectra were recorded at a quartz(0001) surface. A
prominent two-peak structure with spectroscopic signals around 3200 cm™!
and 3400 cm~! was found at high pH (SiO-) whereas at low pH (SiOH) the

double-peak was less prominent.

The hydrogen bond and orientational dynamics of water in contact with

nanoscopic environments has also attracted considerable attention. Of
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particular relevance are experimental and simulation studies of water in
reverse micelles, which provide a well defined chemical environment to study
water dynamics in contact with a surface. The reorientational dynamics were
found to contain multiple time scales, extending from the sub-picosecond
librational dynamics to several ten picoseconds involving the reorganization of
the water-hydrogen-bonded network. Comparing experimental and simulation
results it was found that the nonexponential decay of the orientational diffusion
is comparable although they do not agree quantitatively. In the context of
chromatography, the role of water molecules has been recognized for quite
some time. The existence of more or less ordered water networks has been
postulated or found in chromatographic columns. Already 30 years ago, Scott
and co-workers have suggested that individual water molecules can bind to the
-OH groups of a silica surface and form a thermodynamically stable (fractional)
monolayer. These water molecules, thought to be present up to temperatures
of several hundred Kelvin, can serve as H-bond donors to additional water
molecules, which eventually form filaments between the stationary (silica
surface) and the mobile (solvent mixture) phase. The existence, morphology,
and stability of such water filaments has been recently investigated by
using atomistic simulations. These studies also corroborated the notion
of water layers with differing stability depending on their separation from
the stationary phase in chromatographic systems. The existence of surface-
bound water molecules in chromatographic systems has been also established

from atomistic simulations using a range of force fields and simulation strategies.

In the present study, classical molecular dynamics simulations are used to
provide insight into atomistic details of water at the silica—water interface
relevant to chromatographic studies. We report on the structural and dynami-
cal properties of the solvent including the effect of multipolar interactions in
the electrostatics on vibrational properties of water and provide an atomistic
interpretation of the observed data. To this end, two different water models
are used in the simulations - the widely used TIP3P parametrization'®® and a
flexible, multipolar water model. First, the computational realization of the
system and the analysis of the data is described. Then, static and dynamical
properties of water at a silica (101) face at low pH are reported and finally, the

infrared spectroscopy is discussed.



4.5. Computational part 59

Computational part

4.5.1| Description of the system

The model silica layer was constructed by slicing two 8.75 A thick segments of
the (101) face of a quartz crystalline lattice with dimensions of 36 x 41 A. This
resulted in two surfaces with 64 silica hydroxy groups. The distance between
the two silica layers was 30 A which resulted in a unit cell with dimensions
36 x 41 x 47.5 A3. A 30 A wide water box was superimposed and all water
molecules overlapping with the silica layers were removed. Figure 4.10 shows a
schematic representation of the system which has also been used previously in

the study of chromatographic interfaces.32 34 162

In the present work, two water models were employed. One is the TIP3P water
model'® and the second one is a flexible model based on the parametrization

190 which was used with a

by Kumagai, Kawamura and Yokokawa (KKY)
quadrupolar charge model (see below). The functional form of the KKY

potential for the stretching and bending energies is

Eg = D{l - exp[—ﬁ(r - TO)]}2

4.8
Ebend = 2fkk‘1k‘28i’n2(9—00) ( )

where
k; = ]-/{exp[gr(ri - 7dm)] =+ 1}

in which the r; are the equilibrium distance of the O-H bond of the water
molecule and g, and 7, are reported in Table 4.4. For the electrostatics,
a monopolar (i.e. TIP3P) and a multipolar charge model with a geometry
independent quadrupole on the oxygen atom and up to monopoles on the
hydrogens was used nuria:2009. The electrostatic parameters for the multipolar
model were obtained from ab initio calculations at the MP2/aug-cc-pVQZ level
of theory and are described in Table 4.4. The Lennard-Jones (LJ) parameter for
this flexible water model was the same as for the TIP3P water model.'3° The
parameters for the silica surface were taken from our previous work.32: 34,162

With the original parametrization of the KKY potential'® for water the



60 4. Water at hydroxylated silica interface

Figure 4.10: The solid silica layer with water. Water molecule are in CPK represen-
tation. Silica layer in licorice representation. Color code: oxygen atoms of water and
silica layer are shown in red, silica atoms are shown in yellow and hydrogen atoms
are shown in white. The z—axis is normal to silica surface.
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Table 4.4: Parameters for water potential reported in the work of Kumagai et al.
and used in this work, together with the harmonic frequencies computed from them.
Atomic units are used for D, 8, ro, fk, m, gr, 0o is given in degrees. The literature
data were converted to atomic units from the following parameters: D = 75.0 kcal/mol,
B=2T74A7 ro=A, fr=11x10""J, ry =1.40 A and g, = 7.0 AL

D(En) PBlag ') rolao)  fu(En) fo(deg) Tm(ao) gr(ao ~')

KKY 0.120 1.45 1.55 2.5x 105 995 2.65 3.7
this 0.120 1.44 1.81 0.0388 99.5 2.65 3.7
work

stretching frequencies obtained were v; = 3720 cm ™!, vy = 1525 x 10* cm ™!
and v3 = 3763 cm™!, which does not yield correct frequencies for the water
bending mode. In the present study a reparametrization was used which gives
fundamentals at v; = 3689 cm™!, vy = 1595 cm ™! and v5 = 3724 cm 1.9t

Table 4.5: Multipole moments of HoO used in this work. MP2/aug-cc-pVQZ
calculations were used for the parametrization. Each multipole component is static,
i.e., it does not depend on the geometry of the molecule. In the multipole component
@ , u represents angular momentum labels (00, 10, 1lc, 11s, 20, 21c, 21s, 22c,
and 22s) and x represents the atom type (O or H). The units of @} are given in
parentheses in the table. Only nonzero components are shown.

Qooo(e) 100(930) ng(eag) QQOQC(ea’(Q)) QoHo(e)
H>0O -0.595922 -0.065831 -0.041591 -1.125991 0.297961

4.5.2 | Molecular dynamics simulations

All MD simulations were carried out with the CHARMM program!”® with
provisions for multipolar interactions.'??> The number of water molecules in
the system was 1310. Simulations for HoO, HOD and DO followed identical
protocols as described below. All simulations were carried out with periodic
boundary conditions (PBC) and nonbonded interactions (electrostatic and
Lennard-Jones) were truncated at a distance of 12 A and switched between 10
and 12 A. The atomic position of the bulk quartz surfaces with the exception
of the exposed hydrogen atoms of the silanol groups (1664 atoms) were held

fixed during the simulations. Initially the system was heated and equilibrated
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for 20 ps followed by 100 ps of production at 300 K in the NVT ensemble. The
time step used was At = 0.4 fs for all the simulations with the flexible KKY
model. For these simulations, a Nose-Hoover thermostat with a thermal piston
mass of @ = 50 (kcal/mol)ps~2 was used. For each of these systems with H2O,
D50 and HOD, multiple independent simulations each of 100 ps, were carried
out and the results were averaged. For the TTP3P water model two simulations
were run, one single trajectory of 5 ns length with At = 1 fs using SHAKE and
one trajectory for 100 ps with At = 0.4 fs, to calculate the vibrational spectra
of water. However for some specific analysis (exchange dynamics), simulations
with the MTP water model are run for several nanoseconds. The MTP water
model with inclusion of quadrupole is a computationally expensive water model
and this is the reason for carrying out multiple short simulations (100 ps). It
had been observed from other simulations performed on silica surfaces!92: 193
that the water dynamics (translational diffusion, orientational relaxation time)
well converges within 10-30 ps. Furthermore, convergence tests for calculated
IR spectra of single spectroscopic probes suggest that 500 ps simulations are

appropriate for this property.'?*

4.5.3 | Exchange dynamics

For the analysis of the water dynamics, the system was divided into layers of
thickness 3 A each, parallel to the Si-surface and commensurate with the typical
size of a water molecule. The first layer (layer I) includes water molecules
which are within 3 A of the oxygen atoms of the silica layer, which serve as
the reference z = 0. The second layer (layer II) extends from 3 to 6 A, and
the third layer (layer III) from 6 to 9 A. The exchange of water molecules is
quantified by considering water molecules which are in layer I at t = 0 and

move to layer II during the simulation and vice versa.

4.5.4 | Infrared Spectra

The infrared (IR) spectrum is calculated from the Fourier transform of the dipole
moment autocorrelation function C'(t) = (ji(0)fi(t)), which is accumulated over
2™ time origins, where n is an integer such that 2™ corresponds to between 1/3

and 1/2 of the trajectory, with the time origins separated by 0.8 fs. C(w), which
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is the Fourier transform of C(t), is computed using a fast Fourier transform
(FFT) with a Blackman filter to reduce noise. The final infrared absorption

spectrum A(w) is then calculated from

A(w) = w{l — exp[~hw/(kpT)]}C(w) (4.9)

where kg is the Boltzmann constant and T is the absolute temperature in
Kelvin.

Results and discussion

With a fully hydroxylated surface (SiOH), the simulations in the present work
correspond to low-pH conditions in actual experiments. First, static properties
are discussed after which the translational, rotational and exchange dynamics

are considered and the infrared spectra are presented.

4.6.1 | Static properties

charge density profile The charge density profile of water and deuterated
water as a function of the distance away from the silica surface is shown in
Figure 4.11, with the silanol oxygen atom defining z = 0. Figure 4.11 shows
that the presence of the surface perturbs the interfacial water structure up to
~ 5 A away from the silica surface. A similar behavior is observed for HOD
and D2O. The data in Figure 4.11 is consistent with an orientation of the
interfacial water where the water-H atom points towards the surface. The
positive charge excess at z = 0 is due to the water oxygen H-bonded to the
hydrogen of silanol group and the water-H atom pointing downwards between
two adjacent silanol groups and was also found in previous studies.'?® 17 The
excess of negative charge at z = 4 is due to the second layer of water molecules
interacting through hydrogen bonding with the first layer, as shown in the inset.
These charge density profiles are expected to affect the distribution of charged
species at solid-water interfaces, possibly contributing to the adsorption of

lactates'®® and amino acid!®” analogues on the hydrated silica surface.



64 4. Water at hydroxylated silica interface

0.006 T T T T T T T T T T T T T T
r ( e-9HO
0.004 [ =- = HOD E
v +-eD0O
] / 2
~ 0002 2 -
« ' i
<
= A
2 =, 'y e *
2 ol A &t & tiig i g 2
3 AR g ¥ 1
Q
o
= I X
S 002f : } % 1
3 ; V .
-0.004 |- -
N ) G
L () J
0,006 P SR T TR R TR TR S S T SR T TR
. 0 1 2 3 4 5 6 7 8 9 10 1 12 13 14 15
distance (A)

Figure 4.11: Charge density profile of water as a function of the vertical distance
z from the silica layer. The z = 0, is considered as the oxygen atom of the silanol
group. This data is plotted for HoO, HOD, DO with the quadrupole moment on
oxygen atoms. color code: black for HoO, blue for HOD, magenta for D2O.

4.6.2 Orientational behavior of water

The presence of the surface is expected to perturb the local structure of

200202 The orientation of water molecules near the surface can be

water.
quantified by considering the water-OH vector relative to the space fixed
z—axis. For this, the scalar product cosa = % is computed for water
in different layers. Figure 4.12 reports the orientational probability p(«) for
the OH-vectors involving both hydrogen atoms, H1 and H2, of the water
molecules. For bulk water the water-OH vectors are expected to exhibit quite
a uniform distribution as shown in Figure 4.12A, whereas water molecules
near the surface should have clearly preferred orientations. This is indeed
observed for the three orientations I to III in Figure 4.12B. For orientation I
(Hw-Oy points towards the surface-O atom, i.e. "Hy-down" configuration) the
scalar product is &~ 0 whereas for orientation II (Hy-O,, points towards the
water above) it is —1.0 < cos(a) < —0.8 or 140° < 6 < 180°, see Figure 4.12B.
For orientation III both water-Hy,-Oy, vectors form an equal angle with the
SiOH-hydrogen atom and yield 0.4 < cos(a) < 0.6 as shown in Figure 4.12B.
Comparing this result with the orientation of the water TIP3P model (see
Figure 4.12C), we note that orientation III is considerably less populated when
using a TIP3P water model. This can be understood in terms of a favourable

and stabilizing multipole-charge interaction between the water molecules and
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the surface-silanol hydrogen atoms compared to charge-charge interaction in
the TIP3P water model. The increased population of state III should also
affect other properties of the system, including the diffusional behaviour and

the spectroscopy of surface-near water molecules.
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Figure 4.12: Contour plots (left) and normalized 3D probability distributions
(right) for the orientation of water molecules in the system. A) Orientation of water
molecules in the bulk with the MTP model. B) The three preferred orientations of
MTP water molecules in the first hydration layer. State I corresponds to the OH-down
configuration while state II corresponds to OH-up. In state III the water-OH vector
is in a sideways orientation relative to the surface. C) Water orientation in the first
hydration layer from simulations with the TIP3P water model.
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4.6.3 | Planar density distribution

The simulations allow to characterize the distribution and ordering of surface-
bound water molecules. The planar density distribution of the first layer water
molecules is shown in Figure 4.13. Due to the presence of the SiOH-groups,
surface-bound water molecules can strongly interact with the surface which
leads to pronounced density maxima between these attachment points. The
distribution of water oxygen atoms was calculated separately in layers parallel to
the surface (z —y—plane) and of thickness 3 A each. The silica oxygen atoms on
the surface provide hydrogen bonding sites for interfacial water molecules and
are shown as white dots in Figure 4.13A. We observe the formation of closed ring
structures (yellow trace) of water molecules occupying the space around a single
Si-OH group, see Figure 4.13A, which can be easily understood in terms of water
molecules around -OH groups of the silica surface as shown in Figure 4.13B,
(black dotted ring). Consequently, water molecules optimize their orientation
relative to the surface SIOH groups. A similar analysis for simulations with the
TIP3P water model is shown in the supporting information Figure S1 which
displays a less ordered structuring for surface bound water. This corroborates
the finding that including multipoles in intermolecular interaction affects the

structuring of the interfacial layer.

4.6.4| Dynamical properties

Translational Dynamics: The translational dynamics of interfacial water
molecules close to the surface perturbed by the presence of the SIOH groups
can be further characterized in terms of their translational diffusion coefficients.
The in-plane mean-square displacement MSD|| for each layer is obtained from

following the motion of the water-oxygen atoms according to

(D) = tli)rgo% Z [(2i(t) — zs(t = 0))* 4+ (y:(t) — wi(t = 0))?])
i€layer
Jim —(Ar3(t)) (4.10)



4.6. Results and discussion 67

(X-axis)

Figure 4.13: A) Surface water density distribution parallel to the surface (x —
y—plane) for water molecules in the first hydration layer. The white dots in panel A
correspond to the oxygen atoms of the silica surface. “0”and “1” correspond to the
minimum and maximum occupation. Relative water occupations are color coded from
black (0.0) to red (1.0). B) Top view for distribution of water molecules adsorbed
on the silica layer due to hydrogen bonding with -OH group of silica layer. Water
molecule is shown in CPK and hydroxylated silica surface in licorice representation.

from which the 2-dimensional self-diffusion coefficients D can be determined.
This was done for the TIP3P, MTP and a modified MTP parametrization (see
below) for the water molecules. As expected, the translational mobility of
water molecules away from the interface is more rapid compared to layers close
to the interface as shown in Figure 4.14. The in-plane diffusion coefficients
D, for different regions were determined by fitting the 4 to 20 ps portion of
(Ar2(t)) to equation 4.10. With the MTP water model the in-plane diffusion
coefficient for layer I (0.004 A2 /ps) is 35 times smaller than that in the middle
of the column which is D) = 0.14 A2?/ps. This demonstrates that motion
of water molecules adsorbed at the surface is slowed down due to strong
electrostatic interactions with the surface. For the TIP3P model a similar
observation is made although quantitatively, the numbers differ somewhat.
They are 0.007 and 0.21 AQ/ps. For layer IIT the diffusion coefficients are 0.06
and 0.08 A2/ps, respectively, for the MTP and TIP3P model.

In order to put these results into perspective, the (3-dimensional) diffusion
coefficients for the MTP and TIP3P water models were also determined from
100 ps simulations of pure water (without silica surfaces) in a 30 x 30 x 30 A3
box with 1000 water molecules. They were found to be 0.052 A2/ps and 0.32
A2 /ps for the MTP and TIP3P models, respectively, which compares with 0.22
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A2 /ps for the experimentally determined?%® diffusion coefficient. Hence, the
quadrupolar model considerably underestimates the experimental value. This
is related to the fact that the TIP3P van der Waals ranges were used in the
simulations with the MTP electrostatic model. Repeating the MTP simulations
with slightly increased (42 %) van der Waals ranges on the oxygen atom yields
diffusion coeflicients in close agreement with the experimental value. Using
these scaled van der Waals ranges for the MTP model in simulations of water
in contact with the silica surface, the corresponding 2-dimensional diffusion
coefficients for layer I (0.008 A2/ps) which is 28 times smaller than that in
the middle (0.28 A%/ps). A similar behavior was already observed for water

diffusion on hydroxylated aluminum?’* and other polar surfaces.?!
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Figure 4.14: Mean square displacement for MTP and TIP3P water molecules in
three different layers. The position of each layer is shown in the inset figure.

Reorientational Relaxation: The orientational behavior of water is highly
dependent upon the surrounding environment and can result in slower dynamics
close to the interface compared to bulk water. To characterize this we computed
the reorientational autocorrelation functions for the water dipole moment vector
(77) and the H-H vector (7 gg). The autocorrelation function used for this

analysis is
(t))
" (4.11)

where p represents either the unit dipole moment vector i or the H-H vector 7y,
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respectively. The data for HoO in different layers is reported in Figure 4.15A.
The reorientational relaxation times can be obtained from C(7). For water
molecules in different layers we find that in the time regime from 0-30 ps the
curves can be reasonably well described by triple exponentials Ay exp (—t/71) +
Asexp (—t/m) + (1 — A; — As) exp (—t/73), with decay constants 71, 72 and
73. Furthermore, a stretched exponential exp (—t/7)? was considered to model
the data and was found to equally well describe the data. The reorientational
relaxation within the hydration layer (from z = 0 to 3 A, layer I) is significantly
slower than away from the surface (from z = 6 to 9 A, layer III) and in the
bulk (from z = 12 to 15 A, middle). For all water molecules, irrespective of
the layer they are in, the fastest decay occurs on a sub-picosecond time scale
with 71 = 0.5 — 0.8 ps. The second decay constant ranges from 2-5 ps with
faster time scales for water in the middle of the system (i.e. “bulk”) and longer
time constants for water molecules in layer I. The third decay constant has
values between 11 ps and 52 ps, for water molecules in the bulk and in layer I,
respectively. When fitting C(7) with a stretched exponential, 5 assumes values
between 0.38 and 0.53.

For the dynamics on the nanosecond time scale, water molecules adsorbed
for the entire simulation were analyzed separately. There were 9 molecules,
i.e. 10% of the total number of water molecules in layer I (see Figure 4.15B),
which never exchange with neighboring layers. The corresponding rotational
correlation function can be fit with time scales 7, = 1.6 ps, 702 = 42 ps and
73 = 6.0 ns. When all water molecules in layer I are analyzed together, 71 = 0.6
ps, 72 = 19 ps and 73 = 307 ps is obtained. Hence, the dynamics of the
permanently adsorbed water molecules is distinctly different from that of the
layer I molecules on average which also contains molecules that exchange with
subsequent layers. It is also interesting to note that a stretched exponential
fit yields g = 0.33 for the 9 permanently adsorbed water molecules which is
indicative of collective and frustrated behaviour as also found in glassy systems.
This observation is consistent with rotational relaxations of water on silica or
other surfaces, where molecules at the surface generally reorient more slowly
than in the bulk.201:204:205 Sych long time decays have also been observed for

water molecules at the surface of reverse micelles and hydrocarbons?°%:2°7 and

also measured by NMR experiments for water molecules at silica surfaces.?%?
We further note that for ji, the relaxation in layer IT (from z = 9 to 12 A)
(Figure 4.15) is very similar to bulk water, demonstrating that at a distance
of 6 A from the surface the rotational dynamics of water approaches that in

the bulk. Another quantity, related to proton-NMR investigations, is the time
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scale of the rotational dynamics of the H-H vector (7yp). Fitting the #ug
correlation function to a stretched exponential gives § = 0.34 and 7 = 238 ps
for layer I water molecules and 5 = 0.49 and 7 = 172 ps for water molecules in
the middle. This is consistent with the heterogeneous dynamics found from

the dipole moment correlation functions.

Exchange dynamics: In chromatographic systems facile water exchange be-
tween neighbouring water layers within the alkyl chains was observed.?? The
water dynamics within the hydrophobic chains®? can lead to formation of water
filaments which allows intercalation of analyte molecules within hydrophobic
regions.?? It is therefore also of interest to consider the water exchange dynam-
ics in the present system. As was mentioned in the previous section, on a time
scale of 2.5 ns about 10 of the water molecules do not desorb from the surface.
The absolute number of water molecules exchanged between the first and the
second layer from the silica layer for the MTP water model, together with
average number of water molecules in layer I and layer II are reported in Figure
4.16. Data from Figure 4.16 for individual layers suggest that layer I contains
around 104 water molecules which is more than the number of silanol groups
present at the surface. This is due to water molecules occupying interstitial sites
between the silanol groups on the surface. Simulations with the MTP model
find that the water flux equilibrates on the ns time scale and in equilibrium
about 30 water molecules exchange between the two layers closest to the silica
surface. However, it is interesting to note that even without the alkyl chains
present, “avalanches” of water molecules can desorb or adsorb onto the silica
surface, see e.g. the rapid change in the blue trace in Figure 4.16 around 1.5

ns, which also suggests collective behavior.
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Figure 4.15: The dipole moment auto-correlation function for H2O in different
layers. A) Correlation function for f for 4 different layers with the fitted data. Color
code: layer I (black), layer II (green) and layer III (blue), middle (orange) and fitted
data (red). Only the fit to layer I is shown. All other fits are of similar quality. The
inset shows the correlation function on short times. B) Correlation function for the 9
water molecules which remain adsorbed to the surface for the entire 2.5 ns trajectory
(blue) and for all water molecules in layer I (black).

4.6.5| Vibrational spectroscopy

Figure 4.17A gives an overview of the IR spectrum from simulations with the
MTP model computed for all water molecules. Also the layer-specific spectra
for layers I to IV are shown. By comparing the spectrum of layer I with those
from layers II to IV it is evident that surface-bound water molecules give
rise to considerably different spectroscopic signals. In particular the bonded
-OH stretching region (3000 to 3750 cm~!) differs in its width and around
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Figure 4.16: Exchange of water molecules between layers I and II. The red trace
corresponds to water molecules which were initially in layer I and exchanged to layer
IT and the blue trace represents water molecules initially in layer II and exchanged
to layer 1. Each layer has a width of 3.0 A. The two arrows on the right hand side
correspond to the average number of water molecules in layers I and II which are 95
and 124, respectively.
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1150 cm ™! a new band, labeled « in Figure 4.17A, arises which is absent for
water molecules in layers II and beyond. Water molecules in layer I have a
more heterogeneous environment compared to water molecules in layers II
and beyond as they are surrounded by the silica layer and water molecules.
Contrary to that, water molecules in layers away from the interface have
a significantly more homogeneous environment. Experimentally, vibrational
spectroscopy is a sensitive and powerful means to characterize structurally
disordered condensed phase systems. In particular, surface sensitive SFG

60,201 can provide detailed

spectroscopy together with atomistic simulations
information about the relationship of structure and spectroscopy at interfaces.
In order to better understand the spectroscopic features of water molecules in
the first layer, power spectra for different coordinates involving water molecules
were also determined. In Figure 4.17B, the water-IR spectrum for first layer
molecules is enlarged. Figure 4.17C reports power spectra for coordinates
including the water-HOH bend, the water-OH and the Ow—Hsion stretch, and
the HOw—Hgjong bend modes. Comparison with the IR spectrum identifies
the HOw-Hs;on bend to be responsible for the IR peak at ~ 1150 cm™'. The
SiOH-hydrogen atom and water-oxygen atom give rise to strong hydrogen
bonding which leads to a libration mode as indicated in the inset Figure 4.17C.
With the quadrupolar model for water, the tetrahedral geometry of the water
molecules is captured more realistically. Simulations with the TIP3P water
model without using SHAKE leads to a spectroscopic signal around 1150 cm ™!

but the power spectrum for the HOw—Hgsjon bend is featureless and extends
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Figure 4.17: A) Vibrational spectra of all water molecules (black) with the KKY
plus quadrupolar water model together with layer-specific spectra for 4 different
layers where each layer has a width of 3 A. The arrow indicates the shoulder near the
H(Si)-O(W)-H(W) bending mode. B) The enlarged IR spectra for water molecules
in layer I. C) Power spectra corresponding to different modes as shown in the inset
Figure. The black arrow shown in the figure make correspondence to mode which give
rise to new peak in the spectra of water in the first hydration layer. A ball-and-stick
model illustrating the H(Si)-O(W)-H(W) bending modes is drawn. Blue spheres

indicate the oxygen lone pairs.
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from a few hundred up to 2000 cm~? in stark contrast with simulations using
the MTP model.

In order to study the isotope dependence, the same simulations were repeated
for HOD and D50 with the MTP model. The overall IR spectra are reported in
Figure 4.18. The water-bending vibration shifts to the red as expected due to
the larger mass in HOD and D2O compared to HoO. Concomitantly, the 1150
cm ™! band shifts also to the red by 15 cm ™! and —35 cm ™! for HOD and D-O,
respectively. In the IR spectrum for D3O, the DOpop—Hsion band is hidden
under the DOD bending mode, confirmed by the power spectrum calculated for
different modes of water (D20) in layer I (not shown here). Experimentally,?08
this band appears at 1209 cm ™! which compares with 1180 cm ™' from the
present simulations which emphasizes the quality of the MTP model together

with the KKY parametrization for spectroscopic applications.
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Figure 4.18: Vibrational spectra of HoO, HOD and D20 from simulations with the
KKY model with multipolar electrostatics. The isotope effect on the vibrational
spectra is evident. Specifically, the band at 1150 cm ™" for HoO shifts to the red upon
isotopic substitution.

The orientation of water molecules with respect to the silanol group of the
silica layer can be determined from angle distribution of the water-OH vector.
The probability distribution is shown in Figures 4.19A and 4.19B. Figure 4.19A
shows the distribution from simulations with the MTP model, whereas 4.19B

reports that from using the TIP3P model. While the multipolar water model
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yields a narrow distribution peaked around 100°, indicative of a tetrahedral
environment of the surface-bound water molecules, the distribution for the
TIP3P model is very broad and bimodal. A similar bimodal distribution is
observed for TIP3P water molecules in contact with nanoporous silica layers in
which the study was focused on the orientation of water depending upon the
adsorbed amount of water'®® in the silica pore. This is due to the increased
orientational freedom of water molecules described by simple point charge
models - such as TIP3P - compared to parametrizations which account for

higher electrostatic moments.
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Figure 4.19: Distribution for the H(SIOH)-OH(water) angle with the KKY model
and multipoles (panel A) and the TIP3P water model (panel B).






WATER DYNAMICS AT
PROTEIN INTERFACE

It has been recognized that hydrogen bonds restrain protein molecules
to their native configurations, and I believe that as the methods of
structural chemistry are further applied to physiological problems it
will be found that the significance of the hydrogen bond for physiology
is greater than that of any other single structural feature.

Linus Pauling
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This chapter mainly focuses on the dynamical behavior of two proteins. First
of those protein is homodimeric Scapharca inaequivalvis hemoglobin from

mollusc,%? 210

which shows cooperative behavior even in the crystal state.
The second protein is human hemoglobin, which is knows as the paradigm of
allosteric proteins, coined 50 years ago in a historical article by Monod and
Jacob.2!! Part I of this chapter start with a brief introduction of hemoglobin
from Scapharca inaequivalvis followed by a motivation based on experimental
findings, which encourage us to study the coupled dynamics of water at the
dimeric interface of protein as well as ligand dynamics inside the protein. The
rest of part I extensively discuss the results. Part II of this chapter starts with
the motivation based on results obtained from MD simulations, which shows
inconsistency with experimental findings. Rest of part II mainly deals with
different approaches taken to study the quaternary structural transition (T —

R) in human hemoglobin in great details.

5.1 Introduction

Multimeric proteins offer the potential to study cooperativity and its relevance

to controlling chemical and biological processes.?!! Specifically, it is of interest

to understand the dynamics of and at the protein-protein interface?'? 213 in

214-217 within each of the subunits of a particu-

view of the ligand dynamics
lar di- or multimeric protein. The eventual coupling between two types of
processes is potentially relevant for exercising control over ligand migration

216,218 219-221

pathways and the binding kinetics in multimeric proteins. Because

directly observing the real time spatial dynamics of ligands in proteins is ex-

222,223 atomistic simulations have become an

perimentally very challenging,
attractive complementary technique for investigating such processes. There
are a few examples for which the ligand dynamics could be observed in real
time after preparing a well-defined initial state by photodissociating a ligand

224,225 A gystem which is suitable to study such effects is the

from a protein.
homodimeric hemoglobin HbI from Scapharca inaequivalvis. This protein has
been characterized in structural,??6:227 thermodynamic,??® kinetic???229 and
computational?!%:230 terms over the past 20 years. The accumulated infor-
mation suggests that the dynamics at the interface is strongly influenced by
structural changes and the water molecules between the two monomers. The

most significant tertiary change between the deoxy (ligand unbound) and oxy
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Figure 5.1: a)- The conformational change of the side-chain of Phe97 upon binding.
Oxy and deoxy conformations are shown in orange and blue. The superimposed
structures are taken from X-ray data. The protein is shown as cartoon representation
and the heme and Phe97 residue as CPK representation. b)- It shows the location of
Xe pockets inside the protein, Xel below the heme plane, Xe2 in the plane of heme
and Xe4 pocket surrounded by A, B and G helix.

(ligand bound) state is the orientation of the phenyl side chain of Phe97 in which
the x (C, Cq, Cg, C,) angle changes from 50° to 160° upon ligand binding.??
The conformational change at the interface is accompanied by a change in the
degree of hydration of the interface in that 17 water molecules are present in
the deoxy state and only 11 water molecules are found for the ligand-bound
protein. It has been proposed that the interfacial water molecules play a role
in the subunit communication.?3® However, no precise, atomistically defined
mechanism was suggested. Water molecules and the role of their dynamics at
interfaces for regulating protein function have already been investigated for a

longer time,?31:232

5.1.1 | Differences in the structures of oxy and deoxy state

There are two major structural differences found in the crystal state of oxy
and deoxy state. These significant changes are due to different orientations of
side-chain of Phe97 at the dimeric interface, whose dihedral angle x changes
from = 50° to ~ 160° on binding of oxygen, Figure 5.1a. The other change
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Figure 5.2: a) - correspond to the deoxy state of the protein with 17 interfacial
water molecules. b) - correspond to the oxy state of the protein with 11 interfacial
water molecules (red spheres). c) - deoxy state of the protein showing the salt bridge
between Lys96 from one heme unit and propionate group of other heme subunit and
d) - oxy state with broken salt bridge between Lys96 and propionate of the other
heme subunit and formation of salt bridge between Lys96 and different propionate of
the same heme. Oxygens of interfacial water molecules and water present in the heme
pocket are shown in red and orange with CPK representation. The arrows indicate
the crystallographic water present in the heme pocket. These known data are from
the X-ray structures.

found in the oxy and deoxy state is the number of water molecules at the
dimeric interface. This number varies from 11 to 17 in the oxy and deoxy state.
This is shown in Figure 5.2a, b. Apart from this, the crystal structure of the

deoxy state also have water molecule at the distal site??

shown by an arrow
in Figure 5.2a. The comparison between oxy and deoxy states further shows
that during the oxy to deoxy state transition, the salt-bridge between Lys96 in
one subunit and a propionate group of heme in the other subunit is replaced
by the salt-bridge between Lys96 and a different propionate of the same heme,
shown in Figure 5.2c, d. The breaking and formation of the salt-bridges acts
as a gate for water molecules to move in and out of the interface.?3° The other
difference is the distance between the heme center of two subunits, 16.56 A in
deoxy state to 18.43 A in the CO-liganded oxy state. The overall quaternary
difference between the CO-liganded state and deoxy state is relatively small,

unlike in human hemoglobin.
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All the experimental findings till now are based on data for either oxy or
deoxy state. None of the previous studies account for the intermediate states
which led to the finally observed experimental structures or the behavior
of photodissociated CO. The specific questions that arise in the case of the
homodimeric hemoglobin HbI concern the coupling between ligand migration
pathways and their barriers on the one hand and modifications at the protein
interface on the other hand. Specifically, it is of interest to understand how the
heme-ligation-state in one subunit affects ligand migration in the second subunit
and whether the dynamics at the interface transduces information. This can
aid in understanding the cooperativity in this protein. How the dynamics for
Phe97 flipping and water is coupled at the dimeric interface. What are the
possible pathways for ligand migration inside the protein followed by photo-
dissociation experiments. The presence of water molecules at the distal cite in
the deoxy state crystal structure suggest that there must be a possible pathways
for water to reach inside protein. This raises another question, whether the
path for water insertion is the same as ligand binding pathway. Atomistic
simulations is an alternative to study such problems and have repeatedly shown
to be exquisitely useful to address such questions, both in qualitative and in
quantitative terms. The understanding of protein dynamics at the atomistic
detail cannot be easily obtained through experiments. MD simulations has
provided fruitful insights and answered questions regarding protein dynamics,

ligand binding and folding.?33 236

Theoretical methods

For the MD simulations, crystal structures 2GRH?3” and 2GRF?*" from the
PDB database are used for oxygenated and deoxygenated Hbl structures, respec-
tively. Both structures are M37V mutants of wild-type Scapharca inaequivalvis
dimeric hemoglobin. The mutation was introduced to enlarge the distal pocket
which was found to lower geminate rebinding of oxygen in solution. At the same
time cooperative ligand binding is maintained and proceeds along structural
transitions as wild-type HbI.237 The structure of the protein is shown in Figure
5.3. HbI contains two subunits with one heme group each. Each subunit can be
in an oxy (b, ligand-bound) or deoxy-state (u, unbound; e, empty) individually.
From the available PDBs, the protein is found to be either both heme oxidized
or deoxidized. No structural information is available regarding the mixed states
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Figure 5.3: The structure of protein in cartoon representation (orange) with the
heme and bound CO ligand in line representation. PDB structure 2GRH

either experimentally or theoretically. Therefore, there are different possibilities
to study, depending upon the ligation state of heme groups in each monomer
unit. There are both subunits deoxidized (1e2e), both subunits oxidized (1b2b),
two mixed states (1e2b and 1b2e). Apart from the above studied systems, there
are other intermediate states prepared depending upon the binding state of
carbon monoxide (CO) with the iron atom of heme subunits. Both heme group
contain CO but in unbound states (1u2u), two mixed states in which both
units are oxidized but one in unbound state (1u2b and 1b2u) and in other two
states in which one heme unit is in deoxidized state and the other oxidized but
unbound (le2u and 1u2e). The labels “b”, “u”and “e” corresponds to oxidized
(bound), oxidized but not bonded to iron (unbound) and deoxidized (empty)
states. The unbound states are prepared by removing the bond between iron
atom of heme and carbon of carbon monoxide (CO). The deoxidized state is
prepared by removing the bound CO and having the five coordinated potential
for heme subunit. It was necessary to differentiate between the heme groups in
mixed state, so from the force field point of view they had different parameters

in order to maintain the domed structure of five-coordinated heme.
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All the above systems were prepared using CHARMM.?3# Molecular dynamics
(MD) simulations were carried out on all the above prepared systems using
NAMD?* with the CHARMMZ22 force field. Molecular dynamics simulation
consisted of minimizing the starting structures to remove unrealistic contacts by
the conjugate gradient methods, slowly heating the system upto 300K during
1.2 ns, followed by 1 ns of equilibration at constant temperature and pressure
(NPT ensemble) and finally 100 ns of production in the NPT ensemble. The
SHAKE?Y algorithm was used to constrain all the fast vibrational motions of
hydrogen atoms. The nonbonded interaction was truncated at 16 A, using a
switching function starting from 12 A. The nonbonded list was calculated for
pairs within 16 A. The protein was neutralized by adding explicit counterions
(16 Nat and 18 C1~ ions) at physiological concentration (0.154 mol/L). The fully
solvated systems contain 46216 number of atoms. The pictorial representation
of protein is shown in Figure 5.3. After running MD simulations for 100
ns of each systems i.e. (1b2u, 1u2b, 1b2e, 1le2b, 1b2b, le2e) with NAMD
we observed some important results, which shows the presence of dynamical
asymmetry associated with individual heme units which leads to asymmetrical
occupation states of CO to internal Xe pockets in two heme subunits. To
calculate the number of water molecules at the dimeric interface we draw a
sphere of 10.4 A radius , centered around the center of mass of two heme
subunits. Umbrella sampling were performed for estimating the free energy
barriers for CO migration to different internal Xe cavities. The data from

umbrella sampling?4!

were analyzed with the weighted histogram analysis
method (WHAM).242:243 Umbrella sampling simulations were performed with
a force constant of 5 kcal/mol/A?, with step-size of 0.3 A, considering Fe-
CO distance as a reaction coordinate. The step size is chosen such as to
have between 25 and 35 overlapping windows per reaction coordinate. The
simulation time for each window is 51 ps, 1 ps of relaxation and 50 ps for
production. Overall, a total of 45 ns simulation data was analyzed for two of
the above studied systems. It has also been observed that individual subunit
in these systems are identical but they don’t behave similarly and it will be
discussed later. Following section discuss the results which include role of
Leu36 and Trpl35 residue for ligand dynamics inside protein, time-average
behavior of Phe97 residue coupled with water dynamics at the interface as well
as dynamics of water itself inside the protein and calculation of the free energy

barriers for the CO migration to different pockets.
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Results

5.3.1 Role of Leu36 and Trp135 residue in CO migration

The migration of ligands within proteins often requires conformational changes
that facilitates the movement of ligand between the internal cavities to their
binding sites.?** In case of myoglobin, ligand entry and exit from the distal
pocket, is facilitated through distal histidine (His) gate. However, the distal

245 Additional complex-

histidine gate is not universally found among globins.
ities arises in case of dimeric Hbl, where distal histidine now participates in
inter subunits contacts. There are few experimental?'%:218:237 and theoretical
studies?!® made for the blood clam Scapharca inaequivalvis, where CO binds
reversibly at the distal pocket with no known channel for ligand migration to
other internal cavities or into the solvent. From time-resolved crystallography
data,?*® it is known that there are 4 Xe site inside dimeric Hbl, named as
Xeda, Xedb, Xe2 and Xel. The Xe4 sites are lined by B, G and E helix. Xe2
cavity lies in the plane of heme and Xel cavity is below the plane of heme,
occupied by the Phe97 residue in unliganded HbI. All these cavities are shown
in Figure 5.1b for a single monomer unit. In our present study, number of
observations has been made regarding the migration of CO in the internal
cavities of dimeric HbI: (1) Leu36 residue acting as a gate for the migration of
ligand (CO) from the distal pocket to the other internal cavities. (2) Trp135
residue which connect the Xe4 and Xe2 cavities and (3) dynamical asymmetry
present due to different occupation states of CO in those internal cavities as
well as difference in the time scale for the migration of CO in the individual
subunits of protein. What follows now is the result obtained for different
studied systems.

1b2u: In this studied system migration of CO in the unbound unit is observed
around 5 ns to other internal cavity of the protein, mainly Xe4 and remain
there for 40-45 ns, after which it return back to the distal pocket and then
migrates back to Xe4. However it doesn’t stay in Xe4 pocket for long time and
migrates to Xe2 and stay there for rest of the simulation time (B — Xe4 — B
— Xed — Xe2). This migration dynamics of CO is observed by the change in
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Figure 5.4: The data shown here is for 5 different systems. a)- 1b2u, b)- 1u2b, c)-
le2u, d)- 1u2e, e)- 1u2u subunit P1 and f)- 1u2u subunit P2. Each of these figures
contain a)- distance between Fe and CO b)- dihedral angle of Leu36 and c)- dihedral
angle of Trp135.
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Figure 5.5: Surface representation of Leu36, Ile114, Ile118, Leu77 and Leu73 residues
and changes regarding the dihedral angle of Leu36. a, b, ¢ shows the side view of the
CO molecule and the residues forming the gate between protein internal cavities and
distal pocket and d, e, f shows the front view before, during and after the migration
of CO from distal pocket. Figure b clearly shows the change in Leu36 dihedral angle
as the Leu36 surface gets broaden during the migration and comes to the initial state
as shown in a and ¢. CO molecule is shown in CPK representation in red color. All
the residues around the heme pocket is labeled.

the distance between Fe and CO molecules together with the conformational
change observed in side chain dihedral angle of Leu36 and Trp135 residue which
link the migration of CO molecule from the distal pocket to either Xe4 or Xe2
cavity, shown by an arrow in Figure 5.4a. The change in the dihedral angle of
side chain of the Leu36 (Cn, Cs, Cy, Cs1), from 60° to 160°, shown by an arrow
in Figure 5.4a, around 5 and 45 ns, provide spatial freedom for CO molecule
to migrate in and out of the distal pocket. This is clearly shown in Figure 5.5,
where the surface representation of residues forming the distal pocket is shown.
From Figure 5.5, one can observe the opening and closing of the gate due to
conformational change in Leu36 residue, which is also observed in the oxy and
deoxy crystal structure of HbI.2%° Migration of CO molecule to Xe2 cavity
happens due to conformational change in Trp135 residue. The change in the
dihedral angle (C,, Cg, C,, Cs2) of side chain of Trp135 from -60° to -160°
create a passage for CO to move into Xe2 cavity. This change can be observed

around 95-100 ns as shown in Figure 5.4a. The arrow indicative of the solvent
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in Figure 5.4a shows the attempt made by CO to reach the exterior of Xe4
cavity connected to the solvent. Figure 5.6(a) shows a pictorial representation
for the unbound subunit of protein with occupation of CO inside protein for

entire 100 ns simulation.

Figure 5.6: The data reported here is for 5 different systems. a)- 1b2u, b)- 1u2b, c)-
le2u, d)- lu2e, f)- 1u2u-P1 and g)- 1u2u-P2 system. Dynamics of CO molecule taken
as a snapshot in the unbound monomer unit over the entire 100 ns trajectory. CO
molecules are represented by red balls.
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Figure 5.7: It shows the data for the dihedral angle of Trp135 and Fe-CO distance for
1u2b system for 10 ns during the constraint dynamics of 1u2b system. a)- represent
the Fe-CO distance and b)- represents the change in the dihedral angle of Trp135 as
a function of time.

1u2b: Migration of CO in this system is different from 1b2u discussed above.
From Figure 5.4b it can be seen that migration of CO from distal pocket
to Xed occurs around 20 ns, followed by the migration of CO to Xe2. This
migration to Xe2 happens due to the conformational change in Trp135 residue,
shown by an arrow in Figure 5.4b. The Fe-CO distance plot in Figure 5.4b
shows frequent migration of CO between Xe4 and Xe2 cavities within 50
ns. This is clearly shown in Figure 5.6(b) where the occupation state of CO
molecule over the entire trajectory is plotted. There is frequent migration of
CO between Xe2 and Xe4 in 1u2b compare to 1b2u system as shown in Figure
5.6(b). This is due to frequent fluctuation in the conformation of Trp135 side
chain. Comparing the initial migration time between 1b2u and 1u2b from our
simulation shows the presence of asymmetry in the time scale of migration.
This time-asymmetry for CO migration is also observed in the time-resolved
crystallographic study as well.2!6 From Figure 5.6(b) it can be also be seen
that CO shows tendency to migrate through another route between helix G
and H, not found in 1b2u. In order to make sure that conformational change
in the dihedral angle of Trp135 residue is responsible for the migration of CO

from Xe4 to Xe2 cavity, we performed a test simulation for 10 ns in which the
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diheral angle of Trp135 residue was held constant around -80°. This data is
reported in Figure 5.7, which gives clear indication that CO remain in Xe4
pocket and never migrated to Xe2 pocket. This also indicates that change
in the side chain dihedral angle of Trp135 is an essential component for CO

migration to Xe2 pocket.

le2u: Migration behavior of CO in this system is very similar to 1b2u. Figure
5.4c shows the Fe-CO distance together with the behavior of Leu36 and Trp135.
The data clearly indicates high propensity for CO to occupy Xe4 cavity compare
to Xe2. It can be observe from Figure 5.4c that conformational change in Leu36
around 5-10 ns initiate CO migration to the Xed pocket. However after 45
ns first conformational change in Trp135 led CO to reach the Xe2 pocket but
never stay there for long. Figure 5.6(c) shows a pictorial representation for the
unbound subunit of protein with occupation of CO inside protein during entire
100 ns simulation. It can be observed from Figure 5.4c that CO ligand diffuses
into the solvent after 90 ns through Xe4 cavity. This cavity is speculated
as the major pathway (BG pathway)?*® for the CO migration but had not
been explicitly observed before, either in photolysis experiments or in MD

simulations.

1u2e: Similar to the 1le2u, migration of CO is restricted to Xe4 for most of
the simulation time as can be seen from the Fe-CO distance profile in Figure
5.4d. This suggest that CO occupy Xe4 with higher probability to compare to
Xe2 during 100 ns of simulation time. Occupation state of CO observe from
le2u or lu2e is restricted to Xe4 when one of the subunits of protein is in the
deoxy state. Figure 5.6(d) shows a pictorial representation for the unbound
subunit of protein with occupation of CO inside protein during entire 100 ns

simulation.

1u2u: From the Fe-CO distance data plotted in Figure 5.4e and 5.4f, it can
be observed that migration of CO is observed only in one of the subunits (P1)
and in the other subunit (P2), CO remains in the distal pocket. This is quite
surprisingly as CO is unbound in both the subunits and have equal probability
to migrate to either of these Xe cavities. Comparing Figure 5.4e and 5.4f one
can observe that although the Leu36 conformational behavior are almost same
in both subunit, however CO doesn’t migrate in one of the subunits. This

indicate that opening of Leu36 gate doesn’t guarantee the migration of ligand
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however for each migration of ligand, Leu36 gate must be open. Figure 5.6e
and 5.6f, shows the occupation states of CO in different cavities over 100 ns
time scale.

It would be of interest to understand the dynamics of one individual monomer
units either in 1u2b or 1b2u to find out whether the unbound/bound units
behaves similarly or independent of the overall state of the system. In order
to find out the differences we calculated the RMSF of individual residues
in the bound and unbound units of both 1b2u and 1u2b systems and made
one-to-one comparison. The data for this comparison is shown in Figure 5.8
(top) and Figure 5.8 (bottom). From Figure 5.8 (top) one can observe that the
difference in the RMSF value for the C, atoms in the bound subunits of 1b2u
and 1u2b are relatively small and the difference for residues 38-45 is due to
the random loop slightly being twisted and residues 110-116 is due to spatial
movement of small part of helix. This data is compared with the RMSF value
evaluated from the experimental B-factor data from the PDB of oxy state.
Figure 5.8 (bottom) shows the compared RMSF data for unbound subunits in
1b2u and 1u2b systems. For the unbound states the differences lies mainly in
the residues 40-60 which is due to spatial movement of the random loop and
residue 110-116 which is due to same helix movement as in the bound state.
This RMSF data obtained from simulations is compared with the RMSF value
obtained from experimental B-factor data of protein.

From all the above studied system it can be concluded that (1) time
scale regarding migration of ligand CO to Xe pockets is not same in both the
subunits of protein and early migration of CO is preferred in subunit 1, (2)
CO has higher probability to occupy Xe4 compare to Xe2 and (3) Xel is never
visited by CO during the entire simulation, because this cavity is surrounded
by 3 phenyl ring which makes the space crowded and reduce the probability
to be occupied by CO molecule. Similar trend for occupation of CO ligand
is observed in time-resolved crystallographic experiment,?!® however these
experiments doesn’t shows the clear indication for the key residues responsible
for the ligand migration inside the protein. This difference in the occupation
of CO in internal Xe cavities state leads to inherent asymmetry within the
subunits regardless of the global symmetry of the entire protein. The main
cause of this different migrating behavior lies in different dynamics of specific
residue (Trpl135) within a monomer unit of protein. Similar asymmetrical
observation for ligand diffusion was reported before by Chiancone et. al.??”

and Knapp et. al.2!6
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Figure 5.8: top- RMSF value for each C, atoms of the protein and the comparison
is made between the bound units in 1u2b and 1b2u systems, i.e. 2biu2b VS 1bip2u
The B-factor is taken from the oxy state of the protein. bottom- RMSF value for
each C, atoms of the protein and the comparison is made between the unbound units
in 1u2b and 1b2u systems, i.e. luiuob vs 2uib2y The B-factor is taken from the deoxy
state of the protein.
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5.3.2 [ Presence of water in distal pocket

The presence of single water molecules in the distal pocket of the deoxy state
crystal structure suggest the possibility of water molecule to enter inside the
protein either through the solvent or through the distal histidine gate present
at the dimeric interface. It is likely that a swinging distal histidine gate in the
dimeric interface could accommodate the entry of water molecules, suggesting a
more direct route for water to enter the distal pocket. This diffusive behavior of
interfacial water molecule into the distal pocket is observed in 1b2u system as
shown in Figure 5.9 (top). Similar behavior for water diffusion to distal pocket
is also observed for 1u2b system as shown in Figure 5.9 (bottom). However
migration of water from the interface doesn’t neglect the possibility of water
diffusion from the solvent to the distal pocket. From our simulations it is
also found that water from the solvent diffuses inside the protein shown as
snapshots from the simulations in Figure 5.10, through the “BG pathway”.2!6
Diffusion of water from the solvent to the distal pocket in the presence of CO
inside the protein suggest multiple ligand occupancy. However both water and
ligand don’t occupy the same cavity at the same time inside the protein which
can be seen in Figure 5.10. Water diffusion inside the protein found in our
simulations suggest different possible pathways and a qualitative explanation
for the presence of crystallographic water in the distal pocket in the crystal

structure of deoxy state.

5.3.3 | Structural changes at the dimeric interface

As for human hemoglobin, the X-ray crystallographic studies on deoxy and
liganded-HbI reveal the details of the structural rearrangements that occur
upon ligand binding. The backbone atoms of the deoxy- and oxy species are
very similar in structure with an RMSD difference of 0.6 A, indicating that
no significant ligand-related quaternary changes takes place.20?:246 Tertiary
structural transitions include the movement of Phe97 (F4), which is tightly
packed against the proximal histidine His-101 in the deoxy state (2GRF), but
extrudes into the dimer interface in the oxidized species (2GRH), where it
disrupts the well ordered water molecules. The dihedral angle (x) for Phe97
{C, Cq, Cs, Cy} is &~ 42° and 162° for deoxy and oxy state of hemoglobin.
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Figure 5.9: The data reports 1)- 1b2u and 2)- 1u2b systems. It shows the snapshots
for the migration of CO to Xed pocket and occupation of crystallographic water
molecule(W2) to distal pocket in 1u2b. W1 and W2 are the crystallographic water
molecule close to histidine residue, W2 forming hydrogen bond with histidine and
W1 forming hydrogen bond with histdine and propionate group. W1 molecule is very
stable and don’t migrates during the whole course of simulation. a)- showing the CO
molecule and position of crystallographic water molecule (W1 and W2), b)- water
molecule(W2) and CO both in the distal pocket and c)- water occupying the distal
pocket and CO migrates to Xe4. Bond between proximal histidine and Fe is not
shown.
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Figure 5.10: It shows the snapshots for the migration of a single water molecule
from the solvent to the internal cavities through BG pathway in of one monomer
occupying the distal pocket after the migration of CO to Xe4 pocket. L represent
the CO molecule, W represent water. A)- shows the water(W) outside the protein,
B)- represent the water within the B and G helix, C)- represent water occupying the
Xe4 pocket D)- water close above the distal pocket below the helix B, E)- shows the
migration of CO from the distal pocket F)- shows the CO molecule in Xe4 pocket
and water occupying the distal pocket.

Thus 6 out of 17 water molecules that characterize the dimeric interface are
absent in the liganded (oxidized) protein. Thus the salt bridge of Asn100
with propionates in the deoxy derivative, is no longer present in the liganded
species, whereas at the same time rupture of salt bridges of Lys96 from one
heme propionate to other. These residues are shown in Figure 5.2. Therefore
the structural changes underlying the cooperative binding appeared to be more
localized within a symmetrical unit at the interface including two heme pockets.
These known facts regarding the change in number of water molecules at the
dimeric interface, dihedral angles () of Phe97, distance between center of mass
between two heme units , iron-iron distance and other structural parameters

are observed for different systems and are discussed below.

1b2u: This intermediate state corresponds in which first subunit is in the oxy
state while the other subunit is oxidized but the CO is in the unbound state.
To check the stability and the presence of large movement of the protein the

RMSD is calculated for protein and has value around 2 A (not shown here).
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Figure 5.11: These data are shown for 1b2u system a)- Number of water molecules
at the dimeric interface, b)- distance between the COM of monomer units (red) and
Fe-Fe center (black) of two heme subunits and c)- change in dihedral angle of Phe97.
The word “unbound” corresponds to the dihedral angle of Phe97 in the deoxy state
of the protein. Data shows the correlation between the flipping of Phe97 and number
of water molecules at the dimeric interface.

The dihedral angle change for Phe97 is observed and plotted as a function
of time in Figure 5.11c. Change in the dihedral angle is accompanied by the
slight increment of water molecules at the interface as shown in Figure 5.11a.
These results are manifestation of coupled dynamics associated with flipping of
the Phe97 side-chain and intrusion of water molecules at the dimeric interface.
The final conformation for Phe97 observed from our simulations indicate the
tendency of the unbound subunit to attain the deoxy state once the bond
between CO and Fe is removed. The distance between the heme units also
changes after the conformation of Phe97 and number of water at the interface

increased, plotted in Figure 5.11b, during the time scale of our simulation.

1u2b: This intermediate state corresponds in which first subunit is oxidized
but CO is in the unbound state while the second subunit is in the oxy state. To

check the stability and large movement of the protein the RMSD is calculated
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Figure 5.12: These data are shown for 1u2b system a)- Number of water molecules
at the dimeric interface, b)- distance between the COM of monomer units (red) and
Fe-Fe center (black) of two heme subunits and c)- change in dihedral angle of Phe97.
The word “unbound” corresponds to the dihedral angle of Phe97 in the deoxy state
of the protein. Data shows the correlation between the flipping of Phe97 and number
of water molecules at the dimeric interface.

for protein (not shown here), with its value around 2 A. There are cascade of
processes happening at the dimeric interface as observed from our simulations.
The change in the conformational state of side-chain Phe97 dihedral angle (x)
led the phenyl ring to move underneath the heme ring which consequently
increases the number of water molecules at the dimeric interface and slightly
reduce the Fe-Fe distance between two protein subunits. These results are
plotted in Figure 5.12. From Figure 5.12a and 5.12c it can be observed that the
number of water molecules at the interface mostly remains between fully oxy or
fully deoxy states, however when there is conformational change in the diheral
angle of Phe97, intrusion of water molecules starts at the dimeric interface
and the value reaches around 17, found in the crystal structure of deoxy state.
These changes are shown by black arrow in Figure 5.12. The increase of water

molecules at the dimeric interface followed by conformational change in Phe97
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is rather slow, indicative of breaking and formation of hydrogen bonds among
waters and side chains of the protein at the interface. These changes are

consistent with the data for the 1b2u system mentioned above.
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Figure 5.13: These data are shown for 1e2u system a)- Number of water molecules
at the dimeric interface, b)- distance between the COM of monomer units (red)
and Fe-Fe center (black) of two heme subunits and c¢)- change in dihedral angle of
Phe97. Data shows the correlation between the flipping of Phe97 and number of
water molecules at the dimeric interface.

le2u: This intermediate state correspond in which the subunit 1 is in deoxy
state while subunit 2 has unbound CO present in the distal pocket. RMSD data
for this protein (not shown) has value around 2 A during 100 ns of simulations,
which suggest that there is no large quaternary structural changes in the protein
on this time scale. Time series data for the number of water molecules at
the interface, change in the dihedral angle of Phe97 and distance between Fe
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Figure 5.14: These data are shown for 1u2e system a)- Number of water molecules
at the dimeric interface, b)- distance between the COM of monomer units (red) and
Fe-Fe center (black) of two heme subunits and c¢)- change in dihedral angle of Phe97.
Data shows that subunit 1 has conformation characteristic of deoxy state.

centers are plotted in Figure 5.13. From the data shown in Figure 5.13 shows
the presence of coupled dynamics between Phe97 and water at the interface,
similar to the other two above mentioned systems, however flipping of the

Phe97 side chain took place around 95 ns.

lu2e: This intermediate state correspond in which the subunit 2 is in deoxy
state while subunit 1 has unbound CO present in the distal pocket. The change
in the number of water molecules at the interface, dihedral angle of Phe97
and distance between Fe centers are plotted in Figure 5.14. In this system the

Phe97 conformation in the one of the system was initially set to deoxy state
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conformation. The number of water molecules at the dimeric interface was
found on average greater than that of other above mentioned system, due to

the conformation of Phe97 residue.
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Figure 5.15: These data are shown for 1u2u system a)- Number of water molecules
at the dimeric interface, b)- distance between the COM of monomer units (red) and
Fe-Fe center (black) of two heme subunits and c)- change in dihedral angle of Phe97.
In this studied system the conformational change for Phe97 was not observed for long
time.

1u2u: This intermediate state correspond in which both the subunits are in
unbound state. The change in the number of water molecules at the interface,
dihedral angle of Phe97 and distance between Fe centers are plotted in Figure
5.15. From the data plotted, one can observe that conformational change made
by Phe97 was not consistent for long time, which also doesn’t allow more

number of water to accommodate at the interface. The data for water shown
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has some inconsistencies around 15 and 35 ns. This water molecules are not
the one at the interface, but one which get close to heme bottom from other
side and are over counted in the calculations.

From the data regarding structural changes discussed above, one un-
derstand how conformational change in the Phe97 dihedral angle leads to
inclusion of water molecule at the interface, which is the only conformational
change known from the crystal structures. Other important structural
observable is the distance between the iron centers known from the crystal
data which is shown in Figure 5.11 as well. However within the time scale of
the simulations we haven’t observed the decrease in the distance between iron
centers. One possible reason for the decrement in the distance might be related
to the small rotation (3.3°) of one monomer unit with respect to other as
found in the crystal structure or the conformation for both the Phe97 residue
should be similar as in the deoxy state (45.6°). Which of these processes
triggers each other is still a valid and an open question. Apart from this we
can see from Figure 5.11, number of water molecules at the interface, change
in dihedral angle of Phe97 and distance between two iron centers are slightly
off the experimental value from the crystal structure, shown as a brown dash
line. One possible explanation could be the final state of the dynamic system,
which never sample the complete deoxy state, in which both the subunits the
Phe97 residue is found below the heme plane. Another experimental reason
could be the crystal packing and the temperature at the which the crystal
data was obtained, whereas we observed data at 300K in our simulations.
Apart from these structural changes inside the protein there are some global
structural changes which leads towards the progression of R — T transition.
Two of these important parameters are the iron-iron distance and the change
in the rotation angle between two monomer units in R and T state.??” Within
the time scale of our simulations we observed 1 A of decrement in the iron-iron
distance for 2 of our studied system, which is half the value of experimental
difference. However the experimental data is for oxy or deoxy state. This
suggest that for the difference of 2 A, the Phe97 conformation in the other
subunit should be similar to deoxy state. These observations are consistent
al.,237

with the experimental observation made by Knapp et. where the

distance change start occurring at around 1us and a rotation of 0.6° from the

R state is observed by 80 pus.??3
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Figure 5.16: Free energy profile for migration of CO to Xe2 and Xe4 pockets in
1u2b and 1b2u systems. A)- free energy profile for migration of CO from distal pocket
to Xe2 pocket in 1u2b and B)- free energy profile for migration of CO from distal to
Xed pocket in 1u2b and C)- free energy profile for migration of CO to Xe4 in 1b2u
system. Magenta and green color represent profile for CO migration without and
with multipole, while black and blue represent the average profile.
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5.3.4| Free energy simulations

To understand the energy landscape of CO migration in different Xe cavities, it
was important to calculate the change in free energy associated with different
migration pathway. This is computationally performed by umbrella sampling
for the process of CO migration from distal pocket to Xe2 and Xed pocket.
The free energy data from umbrella sampling are shown in Figure 5.16. From
Figure 5.16b we can observe that barrier for Xe4 migration is high compare to
Xe2 in 1u2b , while for 1b2u system the barrier for Xe4 cavity is low compare
to distal pocket, which makes CO migration to Xe4 energetically favorable
(Figure 5.16¢). The same calculation is repeated by changing the seed number
and with different initial structures. The energy profile looks exactly same,
except for some energy refinements. The calculated value of free energy change
suggests that the barrier height for CO migration changes from 3.0 kcal/mol
in 1b2u to ~ 1.5-2.0 kcal/mol in 1u2b state. Although the free energy barrier
itself doesn’t account for the underlying mechanism for migration of CO, but
it shows the presence of asymmetry in the energy landscape. This is quite
surprising that the subunits in Scapharca inaequivalvis hemoglobin has different
affinity for Xe pockets although they are identical. In order to make correlation
between CO migration and protein dynamics we plotted the RMSD for each
residues in different windows of the umbrella sampling. We have selected 4
windows which shows the average flexibility of protein residues for different
locations of CO ligand within protein in Figure 5.17. From Figure 5.17 one can
see that the RMSD of the protein individual residues is changing depending
upon the location of CO ligand inside the protein. In Figure 5.17a it shows
that helix E and F are rigid when CO is present in the distal pocket compared
to other helices, however as CO migrates from distal pocket the helix E and
F become more dynamic. Interestingly helix B which has the Leu36 residue
which acts as gate for the distal pocket and other region inside the protein
has increased RMSD compared to the initial stage which is indicative of the
influence of CO movement on the individual residues (Figure 5.17b). Helix A,
B and G line up to form Xe4 pocket and there RMSD values has increased
compared to the initial stage when CO is present in Xe4 pocket (Figure 5.17c,
d). From this analysis one can easily follow protein motion at different time
and find the correlated moves coupled with the migration of ligand inside the
protein. This provides time average local fluctuations mediated from one part

of the protein to other.
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Figure 5.17: RMSD value of individual residues of protein in different umbrella
windows which depends on the location of CO inside the protein. The different color
coding for the RMSD value is shown in the figure.

Conclusion

From the present molecular dynamics study we looked at structural and
dynamical changes occurring inside and at the dimeric interface of the protein
and correlate it to the migration behavior of CO ligand. Unlike Xe3 cavity
found in myoglobin all other cavities are present in HbI, however there location
are slightly different compared to myoglobin. Xe4 cavity is surrounded by A,
B and G helices. Xel is filled by Phe97 side chain in deoxy state and Xe2
cavity lies in the heme plane. These pockets are known from high pressure Xe
experiments. It had been observed from photolysis experiments that unbound
CO resides in these pockets before geminate rebinding or diffusing to the
solvent. From all the experimental and simulation studies till now not much
information is known about the binding pockets and key residues responsible
for CO migration within internal pockets. From our simulations qualitative
informations about the key residues responsible for CO migrations within these
internal cavities, the pathway for CO migration into the solvent and dynamics

of water at the interface are known. First time from the simulation studies
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made so far, we have observed the flipping of Phe97 residue on the time scale
of 80-100 ns, followed by the water inclusion at the interface, migration of
CO in Xe cavities, which quantitatively shows the coupled dynamics of Phe97
flipping and water inclusion at the dimeric interface. The possible pathways
for water insertion inside the protein at the distal pocket is observed in our
simulations which quantitatively describe how the water molecule initially
bound to the interfacial side of distal histidine moves inside the protein. These
information are the signatures to quantify the deoxy and oxy state. However
other structural transitions like change in the iron-iron distance and rotation
of monomer subunits with respect to each other are not observed, which occur

on the time scale of several us known from experiments.

Observing the intermediate dynamic states of protein in which one subunit
has unbound CO while the other is in oxidized or deoxidized states shows the
presence of dynamical asymmetry regarding the time scale of CO migration
observed in experiments by Royer et. al., inherent in the protein, although the
protein has global Cy symmetry. This local asymmetry of individual monomer
units is due to different behavior of residues as known for the Scapharca dimeric
hemoglobin where major changes are observed inside the protein, unlike human
hemoglobin. From the CO migration dynamics we can say that Xe4 is the
most preferred site for occupation compare to other internal cavities (Xe2
and Xel) as found in time-resolved crystallographic studies as well. One of
the possible reason for higher occupancy of Xe4 compare to Xe2 is because
distal pocket is directly connected to Xed4 through Leu36 gate, as well as
it provides the direct route for CO to migrate into the solvent. In two of
the above studied system (1b2u and 1u2e), we observed CO migrates to the
solvent through Xe4 cavity which was predicted as the possible pathway (the
BG pathway) from other previous computational analysis, however we can’t
neglect the possibility of minor pathway which is through G and H helices
and exit at the dimeric interface. Few attempts has been made by CO to
exit through G and H helix however it never exit through this minor route.
The other important observation is that migration behavior of CO does not
depend on the occupation states of the other heme subunit. Observations
made by our simulations explicitly address many of the questions from the
literature, and provides qualitative understanding mainly the coupled dynamics
of Phe97 flipping and water inclusion at the dimeric interface, important
residues responsible for CO migration and presence of water at the distal site in
the deoxy state. Many of the other questions which where not addressed in the

present work will be the motivation for the future study of the present system
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for longer time scale in order to extract more quantitative understanding of the
phenomenon occurring at the atomistic level to complement the experimental
results.
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Quaternary structural transition in HbA

Conformational changes in oligomeric proteins are related to their biolog-
ical functionality. The change in the conformational state is mediated

247249 o1 mutation

through several reasons, which includes ligand binding
of a residue.2?0252 This part of the chapter will discuss about the quaternary
conformational change in Human hemoglobin. There are number of experimen-
tal studied on human hemoglobin based on thermodynamic data.??® These

data discuss properties like linkage between dimer and tetramer association?>*

258,259 11 the

and oxygen binding,2°° 256 the effects of pH2*" and chloride ion
dimer-tetramer reaction and properties of isolated chains, including their ligand
binding. Based on the thermodynamic data by Ackers et. al.,26° the deoxy
state of hemoglobin is more stable than oxy state by 6.3 Kcal/mol. These data

are largely derived from x-ray analysis. Recent simulation?6! 263

studies by
several groups has shown that structural transition in hemoglobin takes place
within ns time scale. These results shows contradiction with experimental data

based on thermodynamic.

Computational methods

The starting structure to perform the MD simulations were taken from the
protein data bank (PDB). The X-ray structures with the PDB code 2DN2264 and
2DN3264 were taken for simulating the deoxy and oxy states. The protonation
states of the histidines were evaluated by the program WHATIF 265 which
were different for the deoxy and oxy state. The protein was solvated with
water and neutralized by adding the counter ions. The total number of atoms
in the simulation for the deoxy state (2DN2) was 72081, having 20981 water
molecules and 42 sodium ions (Na™) and 36 chloride ions (C17), while for
oxy state (2DN3) the total number of atoms were 67610, having 19490 water
molecules and 40 sodium ions (Na™) and 34 chloride ions (Cl17). There were
other two systems prepared from 2DN3 structure with bound CO removed, one
with heme in planar form (using the six coordinated heme potential) and other
in which heme with domed structure as in five coordinated deoxy state using

the five coordinated heme potential. These states with removed CO from 2DN3
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are called as deoxy-6 and deoxy-5 states in our simulations. All the simulations
were carried out with NAMD?3? package and with CHARMM force field using
TIP3P water model. The energy of the system was minimized with conjugate
gradient method by fixing the protein atoms and let the water and ions relax
around the protein and then another minimization was done with no atoms
fixed in the system. The entire system was heated up from 0 to 300 K at the
intervals of 25 K, while the protein atoms were kept fixed. The whole system
was then equilibrated for 250 ps, while removing the constraints on the protein
atoms every 50 ps. After this the entire system was equilibrated for another 1 ns
with no constraints on the system, except the constraint on water bonds which
were kept fixed during the entire simulation. The electrostatic interactions were
computed every fourth step with particle-mesh Ewald summation algorithm.266
Short-range repulsive and attractive interactions were described by a Lennard-
Jones potential with a cut-off of 12 A. The MD simulations were carried out
at constant temperature and pressure (NPT) of 300 K and 1 atm with a time

step of 1 fs. Each simulation was performed for 100 ns till now.

Results

2DN2 This PDB file represents the deoxy state of tetrameric hemoglobin
(HbA) in which all the four monomer units are in the unbound state. Figure
5.18 contains data regarding the RMSD of the entire protein, RMSD of each
monomer unit (a1, B1, as, B2) and distance between Ca carbon atoms of
terminal histidine residues in the two (§ units, compared with the starting
structure (2DN2) of the protein simulation. Figure 5.19a, b plots the distance
between iron of the heme center and nitrogens of the distal histidine (NE2
and ND1). From Figure 5.19 it is clear that in one of the monomer units
(P2), the distal histidine residue has more flexibility compare to other subunits
in which the Fe and N distances fluctuates around the average value in the
crystal structure (2DN2). Figure 5.19¢ shows the probability distribution of
distance between Fe and center of mass (COM) of 4 nitrogens of porphyrin ring
and Figure 5.19d shows the distance between Fe and the NE2 of the proximal
histidine. Figure 5.19¢ clearly shows that in the deoxy state there is zero

probability of iron to be in the plane of porphyrin ring.
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Figure 5.18: RMSD data for deoxy state (2DN2). a)- RMSD data is calculated by
aligning each of the monomer units with their starting crystal structure considering
all atoms except hydrogens b)- RMSD data is calculated by aligning each of the
monomer units with their starting crystal structure considering only backbone atoms
and c)- distance between C atoms of 2 histidine residue present at the terminal of 2

[ chains.
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Figure 5.19: a)- shows the distance between Fe of heme and NE2 of the distal
histidine and b) - shows the distance between Fe of heme and ND1 of the distal
histidine in the deoxy state compared with the initial structure 2DN2. ¢) - It shows
the probability distribution of the average distance between Fe and center of mass
(COM) of 4 nitrogens of porphyrin ring in the deoxy state (2DN2) for all the four
monomer units. d) - shows the distance between the nitrogen of proximal histidine
(NE2) and Fe atom of heme.
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Figure 5.20: RMSD data for deoxy state (2DN3). a)- RMSD data is calculated by
aligning each of the monomer units with their starting crystal structure considering
all atoms except hydrogens b)- RMSD data is calculated by aligning each of the
monomer units with their starting crystal structure considering only backbone atoms
and c)- distance between Cy atoms of 2 histidine residue present at the terminal of 2
[ chains.
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Figure 5.21: a)- shows the distance between Fe of heme and NE2 of the distal
histidine and b) - shows the distance between Fe of heme and ND1 of the distal
histidine in the deoxy state compared with the initial structure 2DN3. c)- It shows
the probability distribution of the average distance between Fe and center of mass
(COM) of 4 nitrogens of porphyrin ring in oxy state (2DN3) for all the four monomer
units. d) - shows the distance between the nitrogen of proximal histidine (NE2) and
Fe atom of heme.
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Figure 5.22: RMSD data for 2DN3 deoxy-6 protein (tetramer). a)- RMSD data is
calculated by aligning each of the monomer units with their starting crystal structure
considering all atoms except hydrogens b)- RMSD data is calculated by aligning each
of the monomer units with their starting crystal structure considering only backbone
atoms and c)- distance between C, atoms of 2 histidine residue present at the terminal
of 2 B chains. All these data are made in comparison with the starting structure
(2DN3) in which CO was removed.

2DN3 This PDB file represents the oxy state of the tetrameric hemoglobin in
which all the four monomer units were oxygenated. Figure 5.20 contains data
regarding the RMSD of the entire protein, RMSD of each monomers (a1, S,
ag, B2) and distance between Ca carbon atoms of terminal histidine residues
in the two f units, compared with the starting structure of the protein (2DN3).
Figure 5.21 plots the distance between iron at the heme center and nitrogens
of the distal histdine (NE2 and ND1). Figure 5.21c shows that probability
distribution of distances between Fe and center of mass (COM) of 4 nitrogens
of porphyrin ring in four monomer units and Figure 5.21d shows the distance
between Fe and the nitrogen (NE2) of the proximal histidine. Figure 5.21c
clearly shows that in the oxy state there is zero probability of iron moving out

of the plane of porphyrin ring.
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Figure 5.23: a)- shows the distance between Fe of heme and NE2 of the distal
histidine and b) - shows the distance between Fe of heme and ND1 of the distal
histidine in the deoxy state compared with the initial structure (2DN3 deoxy-6). c)-
It shows the probability distribution of the average distance between Fe and center
of mass (COM) of 4 nitrogens of porphyrin ring in oxy state (2DN3 deoxy-6) for all
the four monomer units. b) - shows the distance between the nitrogen of proximal
histidine (NE2) and Fe atom of heme.
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2DN3 deoxy-6 It represents the deoxy state of tetrameric hemoglobin in
which all the four CO groups bound to the Fe is removed and the let the heme
to be in planar form with six coordinated potential. Figure 5.22 contains data
regarding the RMSD of the entire protein, RMSD of each monomers (a;, f1,
ag, f2) and distance between Cax carbon atoms of histidine residues in the two
B units, compared with the starting structure of the protein (2DN3) but with
removed CO. Figure 5.23 plots the distance between iron at the heme center
and nitrogens of the distal histdine (NE2 and ND1). Figure 5.23c shows that
probability distribution of distances between Fe and center of mass (COM) of
4 nitrogens of porphyrin ring in four monomer units and Figure 5.23d shows
the distance between Fe and the NE2 of the proximal histidine. Comparing
this data with 2DN3 oxy state, we found that there is no substantial difference
in the RMSD of entire protein or in the monomer units. Apart from this it
seems that after removing the bound CO there is more space in the distal
pocket which leads to more spacial freedom for distal histidine, which is clearly
represented in increased distance between Fe and nitrogens of distal histidine

as compared in Figure 5.21 and 5.23.

2DN3 deoxy-5 It represents the deoxy state of tetrameric hemoglobin in
which all the four CO groups bound to the Fe is removed and heme is made
non-planar by applying five coordinated heme potential. Figure 5.24 contains
data regarding the RMSD of the entire protein, RMSD of each monomers
(a1, B1, ag, B2) and distance between Ca carbon atoms of terminal histidine
residues in the two S units, compared with the starting structure of the protein
(2DN3) but with removed CO. Figure 5.25 plots the distance between iron at
the heme center and nitrogens of the distal histdine (NE2 and ND1). Figure
5.25a shows that probability distribution of distances between Fe and center
of mass (COM) of 4 nitrogens of porphyrin ring in four monomer units and
Figure 5.25b shows the distance between Fe and the NE2 of the proximal
histidine. Comparing the data from the fully deoxygenated state 2DN2, there
are substantial difference in the RMSD of entire protein or in the monomer
units. Comparing the RMSD data from Figure 5.18 and 5.24 it seems that
changing the potential from six coordinated heme to five coordinated heme the
overall behavior of the protein (global structure) doesn’t changes to complete
deoxy state after 50 ns, apart from local changes in the distal pocket which is
observed in the calculated distances between Fe and nitrogens of distal histidine
in Figure 5.19 and 5.25.
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Figure 5.24: RMSD data for 2DN3 deoxy-5 protein (tetramer). a)- RMSD data is
calculated by aligning each of the monomer units with their starting crystal structure
considering all atoms except hydrogens b)- RMSD data is calculated by aligning each
of the monomer units with their starting crystal structure considering only backbone
atoms and c)- distance between C, atoms of 2 histidine residue present at the terminal
of 2 8 chains. All these data are made in comparison with the starting structure in
which CO was removed and the Fe was moved out of plane.
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Figure 5.25: a)- shows the distance between Fe of heme and NE2 of the distal
histidine and b) - shows the distance between Fe of heme and ND1 of the distal
histidine in the deoxy state compared with the initial structure (2DN3, deoxy-5) in
which CO wa removed and Fe was moved out of plane. c)- It shows the probability
distribution of the average distance between Fe and center of mass (COM) of 4
nitrogens of porphyrin ring in oxy state (2DN3 deoxy-5) for all the four monomer
units. It shows that there is zero probability of Fe atom to move in the porphyrin
plane. b) - shows the distance between the nitrogen of proximal histidine (NE2) and
Fe atom of heme.
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Figure 5.26: left)- It shows the dihedral angle formed by the atoms C3A, C2B,
ND, NC of heme unit. right)- It shows the probability distribution of the dihedral
angle formed by the atoms C3A, C2B, ND, NC of heme unit. a) - Probability
distribution for 2ND2 (deoxy state) b) - Probability distribution for 2ND3 (oxy state)
¢) - Probability distribution for 2ND3 (deoxy-5 state) and d) - Probability distribution
for 2ND3 (deoxy-6 state). These It shows the probability distribution of the dihedral
angle formed by the atoms C3A, C2B, ND, NC of heme unit. These probability
distributions show that heme unit maintain the planarity during the simulation.

Rigidity of heme units The overall planarity of heme units is also an important
measure compare to in-plane movement of Fe during T to R transition. There
are many ways of measuring the planarity of the whole heme units. We measure
the dihedral angle formed by four atoms around the Fe atom of the heme unit.
These atoms are shown in Figure 5.26. The probability distribution of these
dihedral angles are shown in Figure 5.26 for all the 4 systems discussed above,
which gives us an idea of the overall planarity of the heme units during the
entire simulation time. These data show that these four atoms tend to maintain

the planarity of the heme units in all the four studied system.

Reason for high RMSD of deoxy state From the RMSD of deoxy protein
(2DN2) it seems that there is large structural changes (tertiary/quaternary),
which leads to such high value of RMSD around 30 ns but the RMSD value at
the 50 ns is lower in comparison to value at 30 ns 5.18. It is not understood,
how much the rotation of one dimer with respect to the other contributes to
the overall RMSD. Figure 5.27 shows comparison of starting structure and
the structures at 30 and 50 ns. From Figure 5.27a and b (top), which shows
the front and side view of the 30 ns structure superimposed on the initial

structure (2DN2), we can see that there is rotation of the whole protein dimer
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Figure 5.27: Color code: red - represent the initial crystal structure, yellow -
represent the structure at 30 ns and grey - represent the structure at 50 ns. Top -
represents the superimposed structure between initial structure (2DN2) and after
simulation at 30 ns while bottom row - represents the superimposed structure between
initial structure (2DN2) and after simulation at 50 ns. a) - shows the front view and
b)- shows the side view of the superimposed structure after 30 ns. ¢) - shows the front
and d) - shows the side view of the superimposed structure after 50 ns. Bottom- a)-
represent the starting structure for deoxy state (2DN2), b) - structure after 30 ns. c)-
represent the starting structure for oxy state (2DN3) and d)- structure after 30 ns.
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Figure 5.28: a)- RMSD of the deoxy state (2DN2) simulation for all protein heavy
atoms relative to X-ray 2DN3 (reference) structure. b)- RMSD of the oxy state
(2DN3) for all protein heavy atoms relative to X-ray 2DN2 (reference) structure. All
protein heavy atoms were align to the reference structure. Time series for the change
in the number of water molecules and ions (Cl~ or Na™) present at the interface
formed by 4 subunits of protein. a)- number of water molecules in the deoxy state
(2DN2), b)- number of ions in the deoxy state, c)- number of water molecules in the
oxy state (2DN3) and d)- number of ions in the oxy state.

(quaternary structural change) with respect to other dimer. However, from
Figure 5.27c and d (top), which is superimposed structure at 50 ns it is observed
that after global rotation there is tight packing of the structure which leads to
reduced value of RMSD compare to 30 ns structure. On measuring the rotation
between the structure at 30 ns and initial structure, the overall rotation of
the protein itself is around 14°, but the relative rotation of one dimer with
respect to other is around 4°. This small rotation may contribute and give
rise to higher RMSD value. The rotation angle is measured by the CHIMERA
package. This small relative rotation observed in the simulation corresponds
to more flexibility observed in deoxy state (T) compare to oxy state (R) as

1 262

predicted in the published work done by Yusuff et. a recently.
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Dynamical comparison between the oxy and the deoxy state DPG (2,3-
diphosphoglycerate) is found in human red cells in approximately equimolar
concentration to that of Hb. It regulates the oxygen transport by binding
preferentially to deoxy Hb. This DPG binding site is located at the entrance
of the central cavity with val 1, lysine 82 and histidine 143 of both S-chains.
In the case of deoxy form (2DN2); this binding site has large structural change
which is due to the rotation of S-chains relative to each other, shown in Figure
5.27. However large structural change is not observed in the oxy state (2DN3).
Comparing the structure of deoxy state (2DN2) after 30 ns, Figure 5.27b
(bottom) with the structure of the oxy state, Figure 5.27d (bottom), it can be
observed that both the structures look similar. This implies that deoxy state
is unstable in the absence of DPG. One way to observe this behavior is to plot
the distance between Ca atoms of the terminal histidine residue of -chains,
shown in Figure 5.28. Data in Figure 5.28b suggest that after the distance is
reduced to 14 A between two Car atoms, it fluctuates around this mean value.
This distance is quite close to the value observed in the oxy state as shown in
Figure 5.28a. The other observable is the number of water molecules (Nyater)
or ions at the interface formed by 4 subunits of protein. This result is shown
in Figure 5.28¢c, d. From Figure 5.28d we can observe that Nyater in the deoxy
system fluctuates around 140 and 2 Cl~ ions are found at the interface as well,
however in the starting structure for the deoxy state (2DN2) contains only
60 water molecules. This increase in the number of water molecules can be
attributed to large structural changes observed in the deoxy state around f; -
B2 interface where DPG binds. On contrary to this, Nyater at the interface in
the oxy state (2DN3), Figure 5.28c, fluctuates around 120, where the starting
structure for oxy state contain 118 water molecules and there is no C1~ or Na*

observed at the interface.

Addition of chloride ions at (313, interface

Addition of 4 chloride ions: Starting the simulations from the 2DN2 structure
and intensely adding 4 chloride ions at the ;2 interface, to observe the effect
of chloride ions at structural transition (T—R). These chloride ions were placed
in the cavity were the DPG is found in T-state crystal structure. Initially the
whole protein was constrained except the two helices lying at the 132 interface,

where chloride ions are placed, shown in Figure 5.29 (top) and simulations
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Figure 5.29: Starting structure for the protein simulations with 4 chloride ions
present at the 312 interface. 2 8 chains are shown in orange with 4 chloride ions in
blue and 2 « units in transparent gray color. a)- RMSD data for deoxy state (2DN2),
starting with 4 chloride ions at the (3182 interface where RMSD data is calculated by
aligning each of the monomer units with their starting crystal structure, considering
all atoms except hyrogens. b)- RMSD data for deoxy state (2DN2), same as a) above,
but considering only Ca atoms for alignment. c)- distance between Cy, atoms of 2
histidine residue present at the terminal of 2 8 chains. The dashed line shows the
time scale for the constrained dynamics. The black dash line represent the time scale
for constrained dynamics and red line represent the complete removal of chloride ions
at the (182 interface.
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was run for 10 ns. After this we removed the constrain on the protein and
run the simulations further upto 60 ns. The RMSD calculation from this
simulation is shown in Figure 5.29 (bottom). From the RMSD data it is clear
that after removing the constrain the RMSD value start increasing, however it
is stable around 2-2.2 A. RMSD data is shown considering all atoms except
hydrogens and only for Ca atoms in Figure 5.29a and Figure 5.29b. Once all
the chloride ions are pushed out of the 5152 interface, which is around 45 ns in
our simulations there is abrupt quaternary change in protein which is followed
by measuring the distance between 2 terminal histidine residue present in 2 8
chains, shown in Figure 5.29 (top). From this simulations we can infer that
presence of chloride ions at the interface slow down the structural transition.
Snapshots of the presence of chloride ions at the (515, interface at different
time during the simulations is shown by there resid in Figure 5.30. As far as
the chloride ions are present at the interface the structure of T-state is quite
stable. In these snapshots important residues are highlighted (HSE:146, VAL:1
and LYS:82). These residues are part of 8 chains and are found interacting
with chloride ions at the interface. The same residues interact with DPG (2,3
diphosphoglycerate), allosteric effector found at the interface of T-state crystal

structure.

Number of water molecules inside the protein: The number of water
molecules present inside the protein formed by 4 monomer units is shown
in Figure 5.31. We can observe that as the constrained is removed the amount
of water start increasing and reaches around 160 which start decreasing after the
chloride ions start diffusing from the interface and due to structural transition
the cavity at the interface becomes smaller and number of water decreases and

saturates around 150.

Addition of 2 chloride ions with the positional constraint: In order to slow
down the structural T—R transition we put a harmonic distance constraint
between 2 chloride ions and interfacial residues like VAL1 and LYS82 on the
two S units. The RMSD and the distance data for the terminal HSE Ca atoms
for 60 ns simulations are shown in Figure 5.32. From the simulation result we
can observe that after 50 ns the protein start to have structural transition and

by the end of 60 ns it is more close to the R structure.

Comparison between chloride ions and DPG: We observe that chloride ions

at the interface provide some stability to the T-state structure compare to bare
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Figure 5.30: Snapshots for whole protein monomer units and chloride ions (blue)
at the (182 interface. (182 units are shown in orange while ajae in transparent
gray color. Time scale for the snapshots are written below the figures and important
residues (HSE:146, VAL:1 and LYS:82) interacting with ions are shown in Licorise
representation.
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Figure 5.31: Number of water molecules present inside the protein. The change
in the number of water molecules is due to changes occuring at the interface due to
diffusion of chloride ions in solvent followed by the structural changes.

interface having no chloride ions. On adding more chloride ions (8 in number)
at the interface, due to strong electrostatic repulsion they diffuse out quickly
and were not stable. Comparing with DPG having 10 oxygens, out of which 8
oxygens are part of phosphate groups and 2 of acidic group, is a large molecule
compare to chloride ions. Large size of DPG with more electronegative atoms
provide more interacting sites at the interface compare to chloride ions and fits
well into the cavity. In order to put more chloride ions at the interface, close
to residues as in case of DPG, one can reduce the charge of chloride ions from
-1le which would reduce the electrostatic repulsion and have more interaction
which can bind the § units together stronger than 4 chloride ions. One can
understand that due to less number of chloride ions/less interactions the size
of the cavity gets larger which allow more water diffusion through the interface

which can easily replace chloride ions as appeared in our simulations.

5.8.1 | Reducing the force constant (k) between Fe and N

Reduction by 10%: This simulation setup was prepared exactly as the deoxy
state simulation with the only difference that force constant for the Fe-N
(nitrogen of porphyrin ring) bond was reduced by 10%. This was done to
look at the possibility that weakening the bond at the center of the monomer
unit will slow down the global structural changes, however it appears from the

simulations result that reducing the force constant for Fe-N bond doesn’t have
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Figure 5.32: Top- a)- RMSD data for deoxy state (2DN2), starting with 2 chloride
ions with harmonic constraint at the ;82 interface where RMSD data is calculated by
aligning each of the monomer units with their starting crystal structure, considering
all atoms except hyrogens. b)- RMSD data for deoxy state (2DN2), same as a) above,
but considering only backbone atoms for alignment. c)- distance between C, atoms
of 2 histidine residue present at the terminal of 2 8 chains. The dash lines in the
figure corresponds to the distance found in the crystal structure of R (which is 30 A)
and T (which is 12 A ) state. Bottom- a)- RMSD data for deoxy state (2DN2), with
reduced force constant for Fe-N (nitrogen of porphyrin ring) bond. RMSD data is
calculated by aligning each of the monomer units with their starting crystal structure.
b)- distance between Cy atoms of 2 histidine residue present at the terminal of 2 38
chains.
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much effect on the structural transition. The RMSD data and the distance
between C, atoms of histidine residues are shown in Figure 5.32 (bottom).

Reduction by a factor of 10: This simulation setup was prepared exactly as
the deoxy state simulation with the only difference that force constant for the
Fe-N (nitrogen of porphyrin ring) bond was reduced by a factor of 10 (from
272.2 to 27.2 kcal/mol/A?). This was done to look at the possibility that
weakening the bond at the center of the monomer unit will slow down the
global structural changes, however it appears from the simulations result that
reducing the force constant for Fe-N bond slow down the structural transition.
From the RMSD data (not shown here), it is evident that the protein structural
transition has frozen upto 60 ns. After 60 ns the structural transition begins

and distance between two terminal histidines starts to decrease.

Reduction by a factor of 10 and having additional harmonic distance con-
straint of 2 chloride ions: This simulation was performed to observe the
combined effect of the presence of chloride ions as well as reduced force con-
stant for the Fe-N bond. The RMSD and the distance data (not shown here),
suggest the stability of the structure upto 75 ns. The stability of T state
structure is maintained upto 50 ns and after that structural change starts to
take place however the the two end of the histidine residues don’t completely

collapse as in case of 2DN2 structure due to the presence of chloride ions.

Ml 2DN2 state in the presence of 2,3-DPG

As pointed out in the article by Benesch et. al.2” that DPG bind deoxy-
hemoglobin in a ratio of one mole of DPG per mole of tetramer hemoglobin
and energy required to dissociate DPG from tetramer-DPG complex is 6.4
Kcal/mol, same energy difference found between T and R state structure. In
order to the look at the dynamics of 2DN2 state of protein in the presence of
DPG we perform the simulation with DPG at the ;-2 interface with harmonic
constraint to stay close to the interfacial residue. However, this constraint
was not enough strong after 40 ns. Later, we completely fix the phosphate
group and then further run the dynamics upto 100 ns. The RMSD data for
2DN2+DPG is shown in Figure 5.33. From Figure 5.33 one can observe that
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Figure 5.33: a)- RMSD data for deoxy state (2DN2), with DPG present at the
interface. RMSD data is calculated by aligning each of the monomer units with their
starting crystal structure considering all atoms except hydrogens b)- RMSD data by
aligning each of the monomer units with their starting crystal structure considering
only backbone atoms. c)- distance between C, atoms of 2 histidine residue present at
the terminal of 2 8 chains.
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the distance between 2 C,, of terminal histidine residues decays to 20 A within
50 ns and after that it fluctuates between 16 and 20 A till 110 ns. Even with
the presence of DPG at the interface we found that T state has a tendency
to move towards R state however it doesn’t completely collapse to R due to
the presence of DPG at the interface which block the movement of terminal

histidine towards each other as in R state.

G  Outlook

From these new simulations with additional structural constraints on the 2DN2
state provide insight into parameters which can tune the stability of the T
state however these parameters can’t hold the system completely to T state.
So far we have looking into the protein through thermodynamic point of view
but one can also consider the kinetics of the whole process. As pointed out by
W. A. Eaton et. al.?%% the transition state of T — R conversion has more R
like features. It may be possible that the barrier for T — R conversion is small
compare to R — T. From the previous work of Hub et. al.?5! they have tried
different structural constraints like us except trying with chloride ions at the
interface or reduction in the force constant value of Fe-N bonds. From their
work one can see that with constraint on all the salt bridges present in the
system T state is stable upto 200 ns with this constraint dynamics and when

they remove this constraint the system collapse completely to R state.
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