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Summary 

 
B- Summary of the Thesis 
 
Fear conditioning is one of the most powerful and widely used paradigm to investigate 

the mechanisms of associative learning in animals (LeDoux, 2000; Maren, 2001). 

Behavioral and in vivo electrophysiological evidence indicate that induction of long-term-

potentiation (LTP), a form of associative, activity-dependent synaptic plasticity in the 

lateral amygdala (LA), a brain structure tightly controlled by GABAergic inhibition,   

underlies the acquisition of fear conditioning (Lang and Pare, 1997; Pare et al., 2003). 

Dopamine (DA), the most abundant catecholemine in the brain, is released in the 

amygdala upon stress. DA receptor activation is required for the potentiation of sensory 

evoked neuronal activity in the LA during conditioning (Rosenkranz and Grace, 2002). 

Conversely, intra-amygdala injections of DA receptor antagonists prevents the 

acquisition of fear conditioning (Greba et al., 2001; Greba and Kokkinidis, 2000; 

Guarraci et al., 2000; Guarraci et al., 1999). The cellular and synaptic mechanisms 

underlying the dopaminergic modulation of fear conditioning and synaptic plasticity are, 

however, still unknown. In the first part of my work, I showed that DA gates the 

induction of LTP in the mouse LA by supressing feed-forward inhibition mediated by 

local interneurons. The action of DA on synaptic plasticity depended on the activation of 

D2 receptors and appeared to be twofold. First, it reduced the quantal content at 

inhibitory synapses, thereby decreasing inhibitory synaptic transmission and second, it 

facilitated inhibition onto interneurons by depolarizing interneurons involved in 

disinhibition. In the second part of my work I investigated the role of DA on spontaneous 

inhibitory network activity. Consistent with previous in vivo data showing that systemic 

administration of DA agonists in the LA increases the spontaneous firing of interneurons 
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(Rosenkranz and Grace, 1999), we found that bath application of DA increased the 

frequency of spontaneous inhibitory transmission recorded from projection neurons. In 

contrast to the gating of LTP, this effect required the activation of D1 and D2 receptors in 

synergy. Preliminary data suggested that the D1 receptor-mediated increase in 

spontaneous inhibitory transmission did not involve cAMP-mediated intracellular 

signaling mechanisms. 
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1-Introduction 

1.1. The Emotional Brain 

Whether you are happy, sad or frightened, emotions in general have an undeniable grip 

on your life. However, in the history of neuroscience, understanding the brain 

mechanisms involved in emotion was not always of primary interest. During the first half 

of the 20th century, many researchers, including pioneers of neuroscience like Hebb, 

Sherrington or Cannon, were immensely interested in brain mechanisms underlying 

emotional behavior. Later on in the 50th however, the amount of interest dedicated to this 

area started to decline with the emergence of cognitive science. Thus, research interests 

shifted towards processes like perception or memory that were thought to perform in a 

similar way to computers. In addition, cognitive questions seemed more tractable and less 

influenced by subjectivity than emotional ones. Another factor that contributed at the 

time to the decline of research on emotions, was the "limbic system" concept, developed 

by MacLean in 1952. This concept reintroduced Broca's term "limbic" to describe a 

neuroanatomical circuit involved in emotional functions. At the time, this seemed a 

reasonable answer to the problem on how the brain makes emotions (Maclean, 1952). His 

theory was based on two concepts: First, that the neocortex was a mammalian 

specialization and that therefore all the cognitive processes such as thinking, reasoning or 

memory, had to be mediated by this brain area. Second, the limbic system, that comprised 

at the time the old cortex and related subcortical areas, was responsible for mediating old 

aspect of behavior such as mental life and emotions. Based on these two facts, MacLean 

concluded that the neocortex was responsible for the processing of cognitive functions 

whereas the limbic system would process emotions.   

Soon after its emergence, the limbic system explanation of emotions started to be 

questioned, especially with the discovery that the equivalent of mammalian neocortex 

was also found in non-mammalian vertebrates (Nauta, 1979). Today, even if there is quite 

some understanding on the limbic system as an anatomical concept and as a 

neuroanatomical circuit involved in emotion processing, the exact brain areas involved in 
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this system still remain a matter of debate. Moreover, very little is known on how it 

actually produces emotions. Some of the original notions of MacLean, however, seem to 

be still holding true. Especially the idea that emotions are primitive circuits and that they 

are conserved throughout mammalian evolution emerged as a framework. One exception 

that was made concerning the amount of interest dedicated to the understanding of 

emotion processing was the circuitry of fear reactions. Fear is a particularly good model 

to study because it is well conserved across human and non-human species. In animals, 

the behavioral reactions produced by fear are a direct read out of the activation of the 

processing circuits that detect and respond to fearful situations. Thus, it is an attractive 

and experimentally tractable model. The fact that the emotional significance of a stimulus 

can be manipulated was showed for the first time by Pavlov (1915) in a food conditioning 

experiment. In this experiment, he made dogs salivate just by presenting them with a 

stimulus that had been associated with the delivery of food. In an other set of 

experiments, the dogs also exhibited conditioned reflexes as a protection against harmful 

stimuli which were referred to by Pavlov as conditioned reflexes, or fear conditioning. In 

the early 1900's, another set of experiment was carried out by Watson who conclusively 

demonstrated that Pavlov's model of behavior and learning could also apply in human 

(Watson, 1920). In his test, Watson and his graduate student Rosalie Rayner took an 

infant orphan, best known now as little Albert, who was scared of nothing except of loud 

and abrupt noises, and attempted to condition him to fear rats. In order to achieve this, 

they hammered a steel bar every time little Albert was reaching out to play with the rat. 

Since little Albert was scared of the noise, he learned that the rat was associated with the 

loud hammering noise and started to exhibit extreme fear to the rat alone. Since then, fear 

conditioning has become one of the most robust and widely used paradigm to study the 

mechanisms of associative learning in animals and humans. In a classical fear 

conditioning experiment, the animal, a rat or a mouse for example is subjected to a 

conditioned stimulus (CS) like a light or a tone, followed by an unconditioned stimulus 

(US) such as a mild electric footshock. After a few CS-US pairings, a fear response can 

be elicited by the CS presentation alone. The fear reactions induced by the CS 

presentation include freezing (absence of movement) (Blanchard and Blanchard, 1972; 
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LeDoux et al., 1984), autonomic reactions (heart rate, blood pressure) (Cohen and 

Randall, 1984), endocrine reactions (Van de Kar et al., 1991) and changes in pain 

sensitivity (Fanselow and Helmstetter, 1988). The effect of fear conditioning can also be 

measured by the potentiation of reflexes like eyeblink or startle reflexes (Weisz et al., 

1992). Because it is possible to fear condition a wide variety of species, it was possible to 

study the neural system underlying Pavlovian fear conditioning. In a similar way that a 

animal can learn the association between the CS and the aversive US, it can also learn 

that the CS is not associated anymore with the US. This type of learning is more 

commonly referred to as extinction learning (Davis et al., 2003; Quirk, 1998).  

Mouse learns to fear tone
Mouse freezes in response to tone
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FIG. 1  A typical fear conditioning experiment: A. The noxious unconditioned stimulus (US), typically a 
footshock, is presented at the end of the presentation of the conditioned stimulus (CS) such as light or tone. 
B. After the conditioning training, the CS by itself induces a wide range of behaviors and physiological 
responses C. Illustrated example shown here with a mouse that receives an auditory CS and an electrical 
footshock in a typical fear conditioning experiment. D. After CS-US pairing, the presentation of the CS 
only elicits a typical freezing response. Adapted from LeDoux, 2000. 
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1.1.1  Neural Circuits Underlying Associative Fear Conditioning 

The first idea about the brain circuitry involved in fear originated from observations that 

actually preceeded the discovery of fear conditioning by Pavlov. Brown and Schäfer 

(1888) reported that temporal lobe injuries in monkeys resulted in profound alterations in 

emotional reactivity. In parallel to behavior experiments done in the early 1900's, Klüver 

and Bucy (1937) described many behavioral changes including a striking loss of fear in 

monkeys subjected to temporal lobe damage. Subsequent work showed that the loss of 

fear in monkeys resulted from a damage to the amygdala, a brain structured buried deep 

in the temporal lobe (Weiskrantz, 1956; Zola-Morgan , 1989). Subsequently, a number of 

studies reported that damage to the amygdala in many species, including humans, 

resulted in a fear reduction similar to the one observed by Klüver and Bucy (Aggleton, 

1992; Aggleton, 1993). These observations were corroborated by other studies 

demonstrating that amygdaloid seizures, as well as electrical stimulation of the amygdala 

resulted in changes in behavior resembling states of fear (Davis, 1992). Moreover, 

amygdala lesions were shown to be sufficient to suppress the freezing reactions in 

response to a conditioned stimulus (Blanchard and Blanchard, 1972). It was then clear 

that the amygdala played an pivotal role in the regulation of fear. The amygdala was also 

shown to be important for fear-motivated learning where an animal learns to avoid an 

aversive stimulus by making the appropriate behavioral response (Robinson, 1963). 

These results were extended by the work of the Blanchards in 1972 who also reported a 

pivotal role for the amygdala in conditioning experiments where the the animal learned 

that cues about the environment can predict the occurrence of the footshock. Similarly to 

fear conditioning, active avoidance responses (escape from fear) were also disrupted by 

amygdala lesions (Campenot, 1969; McNew and Thompson, 1966; Poremba and Gabriel, 

1999). Since then, a large body of evidence consistently reported the amygdala as a 

crucial structure in the circuitry of fear conditioning (LeDoux, 1994; Maren, 2001). In 

recent years, the emergence of neuroimaging techniques also revealed a crucial role for 

the amygdala for emotion processing and fear conditioning in human (Buchel and Dolan, 

2000; Davidson and Irwin, 1999). 

1.2.  The Amygdala 
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1.2.1 Brief History 

Two centuries ago the latin name amygdala was given by the anatomist Burdach 

(Burdach, 1819-1922) to describe a cluster of brain nuclei in the anterior portion of the 

human temporal lobe whose shape resembled that of an almond. The subsequent work of 

Völsch and Johnston (Jonston, 1923) together with the development of histological 

techniques, set the landmark of what was going to be a hundred years later one of the best 

studied brain structure for understanding association and sorting of emotional signals and 

their resulting pathologies.  

 

1.2.2. Amygdala Terminology 

The mass of cells within the temporal lobe as first described by Burdach only consisted 

of six nuclei that are now better known as the basolateral complex. Since that time, a 

large number of structures surrounding this complex have been discovered in many 

species including monkeys, cats and rats, and form what is called today the amygdaloid 

complex (Amaral, 1992; Price, 1987). The amygdaloid complex consists of thirteen 

nuclei that are themselves divided into subdivions. Each area exhibits unique connections 

with other amygdaloid nuclei and brain areas. Some confusion still remains today on the 

anatomical nomenclature but the purpose of this thesis, I will use the one that was 

proposed by Price in 1987 and recently reviewed by Sah (2003). The amygdala is 

classified into three areas: The basolateral nuclei, the cortical-like nuclei and the 

centromedial nuclei (summarized in the figure below) 
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FIG. 2 Nuclei of the rat amygdaloid complex. Coronal sections are drawn from rostral (A) to caudal (D). 
The different nuclei are divided into three groups as described in the text. Areas in blue form part of the 
basolateral group, areas in yellow are the cortical group, and areas in green form the centromedial group. 
Abbr: ABmc, accessory basal magnocellular subdivision; ABpc, accessory basal parvicellular subdivision; 
Bpc, basal nucleus magnocellular subdivision; e.c., external capsule; Ladl, lateral amygdala medial 
subdivision; Lam, lateral amygdala medial subdivision; Lavl, lateral amygdala ventrolateral subdivision; 
Mcd, medial amygdala dorsal subdivision; Mcv, medial amygdala ventral subdivision; Mr, medial 
amygdala rostral subdivision; Pir, piriform cortex; s.t., stria terminalis. Adapted from Sah, 2003. 
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1.2.3. Amygdala Connectivity. 

Most of the studies investigating connections to and from the amygdala have used 

anterograde and retrograde tracers injected into various amygdaloid, cortical and 

subcortical regions of the rat brain (McDonald, 1998; Pitkanen, 2000). From these 

studies, the amygdala clearly appeared as a multiconnected structure receiving 

convergent inputs from multiple and very different brain areas. As mentioned above, 

most of the information carried by afferents reach the amygdala at the level of the 

basolateral nuclei (BLA; containing the LA, BL, and AB). Subsequently, they get 

processed locally, and exit at the level of the central nucleus (CeA). The nuclei that have 

been best characterized in the context of fear learning are the BLA, the CeA and the 

connections between them (LeDoux, 1993). Therefore, in the rest of this chapter I will 

mainly focus on the anatomy and connectivity of these nuclei.  

The LA, the main sensory interface of the amygdala, is further divided in three parts, the 

dorsolateral (Ladl), ventrolateral (Lavl) and medial (Lam) subnucleus. Only the Ladl 

projects to the other two subdividions as shown in Fig.3. The LA in turn sends 

projections to the BL, AB and CeA (Pitkanen et al., 1995). All these nuclei except for the 

CeA, have reciprocal connections (Jolkkonen, 1998) that terminate mostly in the medial 

and ventrolateral parts of the LA. All of these intra-amygdaloid connections use 

glutamate as the major neurotransmitter. 

The figure below summarizes the intra-amygdaloid connections. 

 

 

 

 

 

 

 

               
 
 
 

 -16-



 
Introduction  
 
 D  A B C 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3. Main connections of the LA: A. Intra-nucleus connections in the LA. The LA is divided in three 
parts, the LAdl, LAvl and the LAm. The LAdl sends projections to the LAdl and  the LAm. These 
connections are not reciprocal. B. Intra-amygdala connections. The LA projects to the BL and to the CeA 
as well as to the AB. These connections mostly originate from the medial division of the LA. C and D. 
Intra-amygdala connections. All the projections of the LA to other amygdaloid nuclei are reciprocal and 
terminate mostly in the LAvl and the LAm. Adapted from Sah et al, 2003. 
                                                                                                        

The extra-amygdaloid inputs to the amygdala can be separated into those originating 

from the cortex and those from thalamic structures. These inputs carry sensory and 

memory-related information. In contrast, inputs from the hypothalamus and the 

brainstem, carry information related to behavioral and autonomic output. The LA is the 

nucleus that receives the strongest inputs from a large number of sensory processing 

cortical areas (McDonald, 1991; McDonald, 1998). These cortical inputs convey 

gustatory, visceral, somatosensory, auditory and visual information (Sah et al., 2003). 

The LA also receives projections from the perirhinal cortex, the frontal cortex, the 

hippocampal formation, the olfactory system, the thalamus, the hypothalamus, the basal 

forebrain, striatum, midbrain, pons and the medulla. Most of these connections are 

reciprocal, in particular those to the medial temporal lobe memory systems and to the 

prefrontal cortex (Pitkanen et al., 1995).The main extra-amygdaloid inputs and outputs to 

LA are summarized in the figure below (Fig.4). 
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B. Outputs A. Inputs 
 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
Fig.4. Summary of the main extra-amygdaloid inputs and outputs of the LA. A. The LA receives 
substantial inputs from sensory processing lateral cortical areas, prefrontal cortex, hippocampal formation, 
midline and posterior thalamic nuclei and the hypothalamus. B. The LA provides projections to the medial 
temporal lobe memory system (hippocampal formation and perirhinal cortex), and the prefrontal cortex.  
Adapted from Sah et al, 2003. 
 

The BL is divided in three parts, the magnocellular (Bmc), parvicellular (Bpc) and 

intermediate (Bi) nucleus. In contrast to the LA, the Bmc and the Bpc have reciprocal 

connections whereas the Bi only gets inputs from the Bpc (Fig. 5A). The BL projects 

reciprocally to the LA and CeA, mostly from the Bpc subdivision (not shown). 

The most substantial input to the BL originates in the sensory-related lateral cortical 

areas, medial and lateral prefrontal cortex, and the hippocampal formation. In turn, the 

BL projects to the medial prefrontal cortex, the hippocampal formation, the bed nucleus 

of stria terminalis, the substantia innominata, the nucleus accumbens and the caudate-

putamen (McDonald, 1998). 
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Fig.5. Intranuclear connections of the BL and summary of the extra-amygdaloid inputs and ouputs 
of the BL. A. The three sub-divisions of the BL, the Bmc, Bpc and Bi and their intranuclear connections. 
The BL has dense intradivisional projections except for the medial and intermediate divisions which are not 
heavily connected.  B. Summary of the input to and output from the BL. The most substantial inputs to the 
BL originate in the sensory processing cortical areas, medial and lateral prefrontal cortex and the 
hippocampal formation. The BL substantially projects, in turn, to the medial prefrontal cortex, hippocampal 
formation, the bed nucleus of stria terminalis, the substantia innominata, the nucleus accumbens and the 
caudate-putamen. Adapted from Sah et al, 2003. 
 

The CeA is the main output of the amygdala and is composed of the capsular (CeC), 

lateral (CeL) and medial (CeM) parts with each of the connections terminating in the 

CeM (Fig. 6A) . As described above, the CeA receives inputs from the LA and the BL. In 

summary, outputs from the CeA project to the bed nucleus of stria terminalis, many 

hypothalamic nuclei, several nuclei in the midbrain, the pons and the medulla (Pitkanen, 

2000). These inputs are particularly important for fear expressions (see 2.3.3). The intra-

CeA connections as well as its major input and output connections are summarized in the 

figure below: 
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Fig.6. Intranuclear connections of the CeA and its extra-amygdaloid inputs and outputs. 
A. The CeA is subdivided in three parts: The CeC, CeL and the CeM. The CeL innervates both the CeC 
and the CeM. The CeC projects to the CeM which sends a light projection back to the CeC (not shown). 
The CeL does not receive inputs from other divisions of the central nucleus. B. Summary of the inputs to 
and outputs from the CeA. The CeA receives moderate to heavy inputs from the lateral sensory-processing 
areas, the hippocampal formation, the medial and lateral prefrontal cortex, the bed nucleus of the stria 
terminalis, the substantia innominata, some thalamic nuclei, the hypothalamus and the pontine nuclei. In 
turn, the CeA provides inputs to the bed nucleus of the stria terminalis, many hypothalamic nuclei and 
several nuclei in the midbrain, pons and medulla. Adapted from Sah et al. 2003 
 

1.3. The Amygdala and Pavlovian Fear Conditioning 

1.3.1 Pathways Transmitting Information About the CS 

The pathways through which the CS reaches the amygdala have been a focus of research 

for the past years. In 1984, LeDoux et al showed,  using lesion studies, that the CS exits 

the auditory thalamus at the level of the medial division (MGm) of the medial geniculate 

body ( MGB), the posterior intralaminar nucleus (PIN) and the suprageniculate nucleus. 

Information carried about an auditory CS are transmitted to the amygdala via two 

pathways: Either directly via thalamo-amygdala projections, or indirectly via thalamo-

cortico-amygdala projections (Romanski, 1992). Information transmitted by the thalamo-

cortico-amygdala pathway, originate from the same thalamic nuclei as described above, 
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as well as from the ventral (MGv) and, dorsal (MGd) divisions of the MGB. They then 

exit the thalamus to terminate in the temporal neocortex and the perirhinal periallocortex. 

These regions in turn, project to the dorsolateral and medial lateral part of the LA (see 

2.1.2, Fig. 4) (LeDoux et al., 1991; McDonald, 1998; Roger and Arnault, 1989; Turner 

and Herkenham, 1991). Lesion of either pathway does not impair the acquisition of fear 

conditioning to a simple tone, implying that each of the two routes are sufficient for CS 

transmission. Lesions of both pathways however, impairs fear conditioning dramatically 

(Romanski and LeDoux, 1992b). These results indicate that CS transmission to the LA is 

necessary for fear conditioning to occur (LeDoux et al., 1984; Romanski and LeDoux, 

1992a; Romanski, 1992). The main difference of the thalamo-cortico-amygdala system 

over the thalamo-amygdala pathway has been suggested to be that information carried by 

the CS have access to the higher processing capacities of the neocortex making it a more 

suitable pathway to process elaborate auditory information (Jarrell et al., 1987). It is 

generally believed that more complex processes occur in cortical areas rather than in 

thalamic ones, but the exact conditions requiring cortical discriminative processes during 

fear conditioning are still poorly understood (Armony et al., 1997). In addition, the 

thalamo-cortico-amygdala pathway is slower at transmitting information to the LA since 

it involves several cortico-cortico synapses. This suggest complementary properties of 

the two pathways with respect to the speed and the accurancy of transmitted information. 

Although much of the studies on fear conditioning have used an auditory CS, some 

studies have also used a visual CS (Aggleton, 1992; Davis, 1987). Visual fear 

conditioning, even if it is a less frequently used paradigm, can also be acquired by pairing 

a light with a footshock (Shi and Davis, 2001).  

In addition to cued fear conditioning (CS-US association), a rat can also exhibit fear just 

by being placed back into the environment where the conditioning previously occurred. 

This type of conditioning is called contextual fear conditioning (Maren and Fanselow, 

1995). Information about the spatial context are provided by the CA1 area and subiculum 

of the ventral hippocampus, that project monosynaptically to the B and AB nucleus of the 

amygdala (Canteras and Swanson, 1992). Damage to either of these areas interferes with 

the acquisition of contextual conditioning (Maren et al., 1997; Phillips and LeDoux, 
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1992). The hippocampus has been hypothesized to be the link between emotional 

learning and the contextual information associated with it (Phillips and LeDoux, 1992; 

Selden et al., 1991). Once acquired, contextual conditioning allows for discrimination 

between fearful events, where defense is necessary for survival, and situations where 

defense is not necessary (eg: snake on a path or snake at the zoo).  

 

1.3.2. Pathways Transmitting Information About the US 

A nociceptive stimulus such as a footshock or a tail pinch, is processed by somatosensory 

cortical areas which project to the three subdivisions of the LA (McDonald, 1998; Turner 

and Herkenham, 1991). The posterior thalamus also receives information about 

nociceptive stimuli via the spino-thalamic tract and, projects in turn to the LA (LeDoux et 

al., 1987). Romanski et al (1993) could show that most cells in the LA are responsive to 

both nociceptive and auditory stimulations suggesting that both the CS and the US 

converge in the LA. However, the exact pathway by which information about the US are 

reaching the amygdala is not clear (Romanski et al., 1993). Lesion studies indicated that 

damage to the posterior intralaminar nuclei of the thalamus alone is not enough to block 

the acquisition of fear conditioning, implying that additional pathways contribute to the 

transmission of footshock information to the LA (LeDoux et al., 1987; LeDoux, 1990; 

Turner and Zimmer, 1984). In 1999, Shi and Davis could show that combined lesions of 

the parietal insular cortex, which is especially involved in aversive pain sensation, and of 

the posterior intralaminar nuclei of the thalamus, were sufficient to disrupt footshock 

transmission and acquisition of fear conditioning. Therefore, conditioning can be 

mediated by US inputs to the amygdala also via cortical and thalamic  pathways. 

Similarly to the CS, these two pathways mainly terminate in the LA, emphasizing the fact 

that the LA is a site for CS-US association. 

 

1.3.3.  Expression of Fear Conditioning: Output Pathways 

The CeA, which is the main output nucleus projects to a number of brain areas (described 

in paragraph 2.2.2) mediating the expression of fear responses (Davis, 1992; LeDoux et 

al., 1988). Lesion studies targeting either the CeA or the brain areas it projects to, such as 
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the hypothalamus, the peraqueductal gray or the bed nucleus of the stria terminalis, 

interfere with the expression of fear. More specifically such lesions can interfere with the 

expression of distinct fear responses such as freezing, increased heart and blood pressure 

(Hitchcock and Davis, 1986; Kapp, 1979; LeDoux et al., 1988). Fig. 7 summarizes the 

different convergent routes of the CS and the US to the amygdala.  
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Fig.7. Anatomy of Fear Conditioning in the Brain. The amygdaloid nuclei shown in the middle are 
divided into. the LA, BL (forming the BLA) and the CeA (CE on the picture). The BLA receives and 
integrates sensory information from a variety of sources. This includes the MGm and MGv for auditory and 
the perirhinal cortex (PRh, visual), primary auditory cortex (TE), the insular cortex (INS, gustatory and 
somatosensory), the thalamic posterior intralaminar nucleus (PIN, somatosensory), the hippocampal 
formation (spatial and contextual) including the CA1, the ventral subiculum (vSUB), the entorhinal cortex 
(ENT), and the piriform cortex (PIR, olfactory). Thus the BLA is a locus of sensory convergence and a 
plausible site for CS-US association to the CE, where divergent projections to the hypothalamus and 
brainstem mediate fear responses such as freezing (periaqueductal gray, PAG) potentiated acoustic startle 
(nucleus reticularis ponits caudalis ,RPC) , increased heart rate and blood pressure (lateral hypothalamus, 
LH; dorsal motor nucleus of the vagus, DMN), increased respiration (parabrachial nucleus, PB), and 
glucocorticoid release (paraventricular nucleus of the hypothalamus, PVN; bed nucleus of the stria 
terminalis, BNST). For simplicity, all projections are drawn as unidirectional connections, although in 
many cases these connections are reciprocal. Adapted from Maren, 2001 .  
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1.4. Synaptic Transmission in the LA 
The amygdala as compared to the hippocampus or the cortex, does not display a 

structured or layered anatomy. The lack of architectural orientation makes it a difficult 

task to explore its physiological role in learning and memory. In the next chapter, I will 

review what is known about the network in the LA, a necessary step to understand 

amygdala function in fear conditioning. 

 

1.4.1. Cell Types 
Correlation between Golgi-stained neurons and neurons identified with retrograde 

labeling, revealed two main cell types in the LA. 1) Spiny pyramidal (projection) neurons 

representing the majority of the cells and 2) Spine-sparse non pyramidal neurons forming 

a minority (10%). The latter mainly function as local circuit neurons (McDonald, 1992). 

Intracellular recordings characterized the spiking properties of these two classes of 

neurons. Prolonged injection of depolarizing current into projection neurons induces a 

train of low frequency action potentials (APs), accomodating with time (Washburn and 

Moises, 1992a). In contrast, the spine-sparse neurons exhibit a non-accommodating firing 

pattern associated with a higher firing frequency (Rainnie et al., 1993; Washburn and 

Moises, 1992a). The spiny projection neurons, exhibit large pyramidal shapes and utilize 

glutamate as the neurotransmitter (Maren et al., 2001; McDonald, 1982; Rainnie et al., 

1991a; Rainnie et al., 1993). The spine-sparse interneurons which utilize GABA as the 

transmitter, have a smaller and rounder morphology (Rainnie et al., 1991b; Washburn 

and Moises, 1992a; Washburn and Moises, 1992b) 

Lesions of afferents to the LA produced very small decrease in the levels of glutamic acid 

decarboxylase, the main enzyme for GABA synthesis suggesting that local GABAergic 

interneurons provide the main source of inhibition in the LA (Le Gal La Salle, 1978). 

More recently, GABA immunoreactivity and glutamic acid decarboxylase (GAD) 

staining confirmed the presence of local interneurons in the LA (Carlsen, 1988; 

McDonald and Mascagni, 2001; Pitkanen and Amaral, 1994) 
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Fig.8.  Morphological and Electrophysiological Properties of Projection Cells and Interneurons, the  
Two Main Cell Types Contained in the LA.  
A. Fluorescence micrograph of a Lucifer yellow (LY) labeled projection neuron exhibiting a pyramidal-like 
cell body. Inset, Higher magnification micrograph of the dendrite of the same cell showing mushroom-like 
dendritic spines. Scale bars 20µm, inset: 10 µm. B. Fluorescence micrograph of LY-filled spine-sparse 
interneuron. Inset, Higher magnification micrograph showing the aspiny dendrites of the same cell. Scale 
bars 20 µm, inset: 14 µm. C. Example of a spiking pattern of an individual projection neuron evoked by a 
450 msec depolarizing current pulse (0.5 nA) showing a regular low rate of firing with a progressive 
accomodation over time. D. Typical somatic response of an interneuron evoked by a similar depolarizing 
current pulse showing a high-frequency spike discharge with no sign of accomodation. Adapted from 
Washburn et al , 1992. 
 

Similarly to interneurons found in the cerebral cortex, subpopulations of interneurons in 

the LA can be distinguished on the basis of the calcium-binding proteins or peptides they 

express. For example, a small subset of interneurons in the LA (8 to 17%) were shown to 

express somatostatin, neuropeptide Y, cholecystokinin or the vasoactive intestinal peptide 

(VIP) (McDonald and Pearson, 1989). A majority (41%) of interneurons however, 

express Calbindin (CB). Most of the CB+ interneurons co-localise with the expression of 
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Paravalbumin (PV) (19%). Other subtypes were also shown to express Calretinin (CR) 

(20%) (McDonald and Mascagni, 2001) (see Fig. 9). In the cortex, PV + interneurons  

innervate the perisomatic region of pyramidal neurons. Similarly, in the hippocampus this 

subpopulation has been implicated in feedback inhibition and the regulation of rhythmic 

activity (Freund and Buzsaki, 1996; Smith et al., 2000). In the LA, most of the CB + 

interneurons that do not co-localize with the expression of PV have been shown to 

contain somatostatin (McDonald and Mascagni, 2001). Interneurons expressing CB and 

somatostatin were mainly localized at inhibitory synapses in the LA that contact distal 

dendrites (Aylward, 1993). The functional relevance of only CR+ interneurons in the LA 

is not clear but in the hippocampus it was suggested that such interneurons could be 

involved in the dishinibition of pyramidal neurons (Whittington, 1995). The figure below 

summarizes the different calcium binding proteins expressed within the interneuron 

population.  

 

 

 

 

 
 
 
 
 
 
 
 
Fig.9. Diagram Showing the Overlap and Relative Proportions of CB+, PV+ and CR+ containing 
GABAergic interneurons.  
Percentages are the proportion of the GABAergic neuronal population comprised by each of the calcium-
binding protein-containing subpopulation. 41% of interneuron population expresses CB and a majority of 
PV+ interneurons also express CB. 20% of interneurons express CR. This subtype of interneurons does not 
overlap with the population expressing CB or PV. Adapted from McDonalds et al , 2001.  
  
 
Local inhibitory circuits in the LA exhibit a very powerful control over excitation 

resulting in extremely low spontaneous firing rates of projection neurons recorded in vivo 

from anesthetized rats and cats (Collins and Pare, 1999; Gaudreau and Pare, 1996). This 

results suggest a key role for local interneurons in information processing whithin the LA 
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(Lang and Pare, 1998; Mahanty and Sah, 1999). During fear conditioning, auditory 

information coming from the thalamus reaches the LA through the internal capsule 

whereas auditory information coming from cortical areas access the LA via the external 

capsule (Romanski et al., 1993).These two inputs to the LA are excitatory and electrical 

stimulation of either afferents gives rise to excitatory postsynaptic potentials (EPSPs) at 

both interneurons and pyramidal cells (Szinyei et al., 2000), supporting the existence of 

feed-forward and feed-backward inhibitory micro-circuits (Li et al., 1996) (Lang and 

Pare, 1998; Woodson et al., 2000).  

 

1.4.2. Excitatory transmission in the LA  

Release of glutamate, the major excitatory neurotransmitter of the central nervous system 

(CNS), mediates synaptic transmission by binding to four different types of postsynaptic 

glutamate receptors: α-amino-3-hydroxy-5-methyl-4-isoxazolepropianate (AMPA), 

Kainate, N-methyl-D-aspartate (NMDA) and metabotropic postsynaptic receptors 

(mGlurs). The first three belong to the ionotropic class of receptors whereas mGlurs are 

metabotrophic receptors triggering the activation of second messenger cascades. Under 

resting conditions, AMPA receptors open in response to L-glutamate binding and are 

underlying the fast excitatory postsynaptic current (EPSC) seen at most excitatory 

synapses. These receptors are tetramers composed of the GluR1 to 4 subunits. They are 

permeable to monovalent cations Na+ and K+ and are impermeable to Ca2+ in the presence 

of the GluR2 subunit in the receptor composition (Washburn et al., 1997). NMDA 

receptors are heteromeric complexes composed of several subunits: the NR1 subunit, 

which is required for channel function and the NR2 subunits (NR2A/B/C/D), responsible 

for channel gating and glutamate binding (Cull-Candy et al., 2001). Functional NMDA 

receptors are usually composed of multiple NR1 subunits in combination with at least 

one type of NR2 subunit (Monyer et al., 1992). NR2B and NR2D subunits predominate 

in the neonatal brain but during development, they are replaced by NR2A or NR2C 

subunits depending on the brain region (Monyer et al., 1992). NMDA receptors exhibit 

three unique properties: 1) They are high conductance receptors (50 pS), permeable to  
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Ca 2+, Na+ and K+ 2) They require glycine as a co-factor. 3) The opening of the channel is 

voltage-dependent. The voltage dependency is due to the fact that at the resting 

membrane potential (~ -70 mV) the channel is blocked by Mg2+ (Nowak et al., 1984). 

These Mg2+ ions are only removed when the postsynapse is depolarized (Coan and 

Collingridge, 1985; Nowak et al., 1984). Therefore, during normal low-frequency 

transmission glutamate released from the presynapse will bind to both NMDA and 

AMPA receptors but transmission will only occur through AMPA receptors. At 

depolarized membrane potentials NMDA receptors, released from the Mg2+ block, open 

upon glutamate release and give rise to the late phase of EPSCs. Interestingly, NMDAR 

receptors that integrate NR2B subunits generate longer EPSCs than the ones containing 

NR2A subunit (Monyer et al., 1992; Szinyei et al., 2003). 
Stimulation of both thalamic and cortical inputs to projection cells in the LA activate a 

fast decaying inward current that is fully blocked by 6-cyano-7-nitroquinoxaline-2,3-

dione (CNQX), a specific non-NMDA receptor antagonist. At more depolarized 

membrane potentials, the same afferent stimulation reveals a slower current, blocked by 

the specific NMDA receptor antagonist 2-amino-5-phosphonovaleric acid (D-APV) 

(Rainnie et al., 1991a). The AMPA-receptor mediated response shows a linear current-

voltage relation reversing at 0 mV whereas, the NMDA-receptor mediated component 

has a region of negative slope resistance between -70 to -20 mV consistent with a Mg2+ 

block (Coan and Collingridge, 1985; Nowak et al., 1984). NMDA receptors are expressed 

at both thalamic and cortical inputs (Li et al., 1995) but the relative contribution of 

NMDARs at these two inputs remains unclear (Mahanty and Sah, 1999; Weisskopf and 

LeDoux, 1999). Stimulation of cortical inputs to LA interneurons were reported to 

activate synapses that only contain AMPA receptors which in addition lacked the GluR2 

subunit (Lopez de Armentia and Sah, 2003; Mahanty and Sah, 1998). These receptors, 

that are Ca2+ permeable, enable faster excitatory transmission and have recently been 

implicated in NMDAR-independent forms of plasticity expressed at interneuron synapses 

(McMahon and Kauer, 1997) Interneurons in the LA also contain functional NMDA 

receptors which participate in basal synaptic transmission at both thalamic and cortical 

inputs (Szinyei et al., 2003). In addition NR2B subunits were found to be critically 
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involved in the NMDAR mediated signaling at both input pathways onto interneurons 

and projection cells of the LA (Szinyei et al., 2003). All these intrinsic properties confer a 

stronger and reliable transmission onto interneurons important for their role in the 

regulation of output activity. 

 

1.4.3. Inhibitory Transmission in the LA 

γ-amminobutyric acid (GABA) is the major inhibitory transmitter in the brain and acts on 

three classes of receptors, ionotropic GABAA and GABAC receptors, and metabotropic 

GABAB receptors (Chebib and Johnston, 1999). Most of the fast inhibitory synaptic 

transmission is mediated via GABAA receptors that form ligand-gated choride (Cl-) 

channels. GABAA receptor channels are composed of five subunits α, β, γ, δ, and ε. 

These subunits can assemble in various combinations but the presence of the α and the β 

subunits are essential for GABA binding (Tretter et al., 1997). GABAA receptors are 

important for drug binding in particular, they have a binding site for benzodiazepines that 

once bound, increases the affinity of the receptor for GABA and increases its opening 

probability (Sigel and Buhr, 1997). GABAB receptors are G-protein-coupled receptors 

(Bowery et al., 1983). Their postsynaptic activation mediates a prolonged 

hyperpolarisation due to an increased potassium (K+) conductance (Bowery, 1989) giving 

rise to the late IPSP observed at GABAergic synapses (Bowery, 1989). GABAB receptors 

are also found presynaptically where they reduce neurotransmitter release at inhibitory 

and excitatory synapses (Pierau and Zimmermann, 1973; Thompson and Gahwiler, 

1989). Presynaptic GABAB autoreceptors are activated by spillover of synaptically 

released GABA and their action on neurotransmitter release has been attributed to an 

inhibition of voltage-dependent Ca2+ channels at GABAergic nerve terminals and to 

Ca2+channel-independent mechanisms at glutamatergic terminals (Scanziani et al., 1992; 

Wojcik et al., 1990). 

The large hyperpolarization that dominate the spontaneous and stimulus-evoked synaptic 

response of projection cells are the results of combined action of synaptic conductances 

(IPSPs) and synaptically activated intrinsic membrane conductances Indeed, consistent 

with local interneurons forming feed-forward circuits within the LA, in vitro  stimulation 
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of sensory afferents onto projection cells induces an initial EPSP followed by a fast 

GABAA and a slow GABAB mediated IPSPs (Rainnie et al., 1991b). Similar to in vitro  

studies, in vivo experiments also reported the presence of large IPSPs truncating stimulus 

evoked or spontaneously occuring EPSPs (Lang and Pare, 1997a). In addition, in vivo 

stimulation of the MGB eliciting short latency single unit responses in the LA (see 2.5) 

were increased upon blockade of GABAA receptor antagonist (Li et al., 1996). 

Furthermore, the cells that were not responsive to MGB stimulation also elicited a 

response after blockade of GABAA receptors (Li et al., 1996). The tight control of 

excitation by synaptic inhibition results primarily from the relatively low level of 

inhibition directed towards interneurons (Smith et al., 2000). This low level of inhibition 

of interneurons results from several factors. First, inhibitory responses in interneurons 

appear to lack GABAB IPSPs or the synaptically activated Ca2+-dependent K+(Kca) found 

in projection cells (Lang and Pare, 1997b; Martina et al., 2001). In addition, the reversal 

potential of GABAA IPSPs in interneurons is depolarized compared to that in projection 

cells (Martina et al., 2001). All these factors contribute to the relatively high excitable 

states of interneurons also reflected by a depolarized resting membrane potential (Lang 

and Pare, 1998). Considerable mechanisms in the LA are devoted to control the 

excitability of projection cells and limit their responsiveness. This powerful inhibitory 

control might also be important for gating the induction of synaptic plasticity.  

 

 
1.5. Long-Term Changes in Synaptic Strength: A Model for Fear 
Learning 
 
Fear learning in the amygdala has been studied in three main intertwined ways. First, the 

areas of the amygdala whose role in fear conditioning had been derived from lesion 

studies (see 2.3.1/2.3.2/2.3.3) were investigated using single-unit recording experiments 

in vivo. In this type of experiments, single cell activity in defined brain regions can be 

measured in vivo by chronically implanting placing recording electrodes. Different 

filtering techniques enables the detection of population spike such as the ones observed in 

extracellular field recordings or single cell activity observed in single-unit recordings. in 
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vivo recordings of freely moving animals strongly support the idea for the LA being a site 

of integration and storage of fear memories (see below) (Rogan and LeDoux, 1995; 

Rogan et al., 1997). Second, long-term-potentiation (LTP), a widely studied form of 

synaptic plasticity thought to be the cellular correlate of associative learning processes, 

was assessed in the areas of the amygdala important for fear conditioning. Third, the 

main strategy for linking LTP to learning and memory involves the disruption of its 

induction mechanism and assessing the consequences of this disruption on behavior. In 

order to achieve this, drugs that block LTP in other brain structures where infused in 

relevant areas of the amygdala and their effects were assessed on the acquisition of 

conditioned fear. 

The next paragraph introduces the concept of LTP and its relevance for the understanding 

of the cellular mechanisms underlying fear learning  

 

1.5.1. Hebbian Theory of Plasticity 

The idea that the cellular changes that occur during learning involve alterations in 

synaptic transmission goes back to the beginning of the twentieth century (Cajal, 1909; 

Eccles, 1965; Hebb, 1949; Kandel and Spencer, 1968). One of the most influential 

theories came from Donald.O. Hebb (1949) who proposed that if two interconnected cells 

fire at the same time, the synaptic connections between them will be strengthened. 

Accordingly, synaptic plasticity induced by coincident pre-ane postsynaptic activity is 

referred to as Hebbian plasticity..   

 

1.5.2 Synaptic Plasticity: LTP in the hippocampus 

Exploration of neurobiological evidence corresponding to the Hebbian theory of 

plasticity started with Bliss & Lomo (1973) who discovered long-term-potentiation (LTP) 

in the hippocampus. They provided the first evidence that high-frequency stimulation of 

excitatory connections made by perforant fibers onto granule cells of the hippocampus  

could induce a long-term increase in synaptic efficacy at these synapses that they called 

LTP (Bliss and Lomo, 1973). Subsequently, most of the work that aimed at 

understanding the mechanisms of LTP was performed on excitatory synapses in the 
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hippocampus. In particular the synapses made by the axons of CA3 pyramidal cells 

(Schaffer collaterals) onto apical dendrites of CA1 pyramidal cells have been studied 

extensively (Fig. 10). LTP in the hippocampus has since become the most important 

experimental model to study synaptic changes thought to underly learning and memory 

processes (Bliss and Collingridge, 1993; Martin et al., 2000).  
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Fig.10.  LTP in the Hippocampus. 
A. Simplified diagram of a transverse section through the hippocampus showing inputs from the entorhinal 
Cortex (EC) that form connections to the dentate gyrus (DG) and CA3 pyramidal neurons via the Perforant 
Path (PP-split into lateral and medial). CA3 neurons also receive input from theDG via the mossy fibers 
(MF). CA3 pyramidal cells send axons to CA1 pyramidal cells via the Schaffer Collateral Pathway (SC), as 
well as to CA1 cells in the contralateral hippocampus via the Associational Commissural pathway (AC). 
CA1 neurons also receive input directly from the Perforant Path and send axons to the Subiculum (Sb). 
These neurons in turn send the main hippocampal output back to the EC, forming a loop. B. An example of 
LTP in the perforant pathway recorded in vivo. The graph plots the slope of the rising phase of the evoked 
response (population e.p.s.p), recorded from the cell body region in response to constant test stimuli, for 1 
hour before and 3 hours following a tetanus (250 Hz, 200 ms), delivered at the time indicated by the arrow. 
Representative traces before and after the induction of LTP are illustrated above the graph. Adapted from 
Bliss et al , 1993.  
 

The activity-dependent potentiation that occurs following LTP induction can last many 

hours in vitro and many days when induced in freely moving animals, supporting again a 

potential role for LTP in memory formation. The first hint on the mechanisms underlying 

the induction of LTP came from the discovery by Collingridge et al (1983) that the 

selective NMDA antagonist DL-2-amino-5-phosphononalerate (APV) blocked the 

induction of LTP at schaffer collaterals (SC)-CA1 synapses. In 1983, Lynch et al showed 
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that intracellular injection of EGTA, a calcium chelator, into pyramidal cells of the CA1 

region of the hippocampus also blocked the induction of LTP at SC-CA1 synapses. The 

work of Nowak et al (1984) provided a explanation for both the voltage dependent 

properties of NMDAR activation as well as for the criteria that had to be met for the 

induction of  LTP. LTP is characterized by three main properties that were already 

predicted by Hebb's theory: Cooperativity, Associativity, and Input-specificity. These 

three properties can be better explain by the constrain set by NMDAR activation. 

Cooperativity is required to achieve enough postsynaptic depolarisation in order to 

release the Mg2+ block of NMDARs and activate them. If the tetanus protocol applied at 

afferent fibers is too weak not enough postsynaptic depolarization will be achieved to 

activate NMDARs and trigger potentiation (McNaughton et al., 1978). LTP is associative 

because coactivation of a weak input and a strong input to the same neuron will lead to 

activation of NMDARs at the weak input and its subsequent potentiation. The 

associativity provides a key link to the hebbian theory and supposes that a synapse will 

be potentiated if and solely if it is activated at the time when the region of dendrite on 

which it terminates is depolarized enough. Stimulation of the weak input alone is not 

enough to achieve sufficient postsynaptic depolarisation (Levy, 1979; McNaughton et al., 

1978). Finally, LTP is input specific as it will only occur at the synapses that reach 

enough postsynaptic depolarization during the tetanus (Andersen et al., 1977; Lynch, 

266).  The figure below summarizes the three properties associated with LTP induction. 
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Fig.11.  Basic Properties of LTP. 
A. Experimental arrangements in the CA1 region of the hippocampal slice preparation. Two independent 
sets of afferent fibers converging on a common population of cells are activated by stimulating electrodes 
(S1 and S2) placed either side of the extracellular recording electrode. The stimulus intensities are adjusted 
so that S1 activates fewer fibers than S2. B. Top and bottom graphs. The slope of the population e.p.s.ps in 
response to stimuli delivered alternately to S1 and S2 at 15-s intervals, are plotted as a function of 
time.Arrows denote episodes of tetanic stimulation to S1 (the weak pathway, open arrows) or S2 (the 
strong pathway, solid arrows). The tetanus to S1did not produce a stable increase in synaptic transmission; 
the intensity of the tetanus was below the cooperativity threshold of LTP. The stronger tetanus to S2 (first 
filled arrow) produced a robust LTP, but there was not transfer of the effect to the first input, demonstrating 
the input specificity of LTP. Finally tetani to S1 and S2 are delivered together. The coincident activation of 
a weak and a strong input induced associative LTP at the weak input. The traces above the graph illustrate 
field e.p.s.ps, evoked by test shocks in S1 and recorded in the synaptic layer, before and after the induction 
of associative LTP. Taken and adapted from Bliss et al , 1993.  
 

LTP in the hippocampus has been induced using three main type of protocols: tetanic 

stimulation, pairing stimulation, and spike timing dependent induction. During tetanic 

stimulation (eg: 100 HZ for 1s) the cell receives one set of stimulation, strong enough to 

provide postsynaptic depolarization and NMDARs activation (Bliss and Lomo, 1973; 

McNaughton et al., 1978). LTP can also be induced using a pairing stimulation protocol 

where a low frequency afferent stimulation is coupled with a concurrent postsynaptic 

depolarization (Kelso and Brown, 1986; Malenka and Nicoll, 1999; Sastry et al., 1986)  

Under physiological conditions, the postsynaptic cell fires action potentials that can back 

propagate into the dendritic tree and reach individual synapses (Stuart and Sakmann, 

1994). Subsequently these events might support a physiological depolarization at the 
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postsynapse resulting in the removal of the . This notion led to the so-called spike timing 

dependent plasticity (STDP) protocol in which a presynaptic stimulation is paired with a 

postsynaptic action potential (AP), induced by brief current injection. In 1983, Levy & 

Steward studied the temporal requirements for the induction of associative LTP by 

stimulating a weak and a stronger input from the entorhinal cortex to the dentate gyrus of 

the hippocampus at different time intervals. These studies revealed that induction of 

associative LTP did not require perfect synchronous activation of the two pathways 

(Levy and Steward, 1983). Similarly, LTP induced by STDP does not require perfect 

synchronization for coincident pre and postsynaptic activity. In interconnected cortical 

layer 5 pyramidal cells, STDP triggers LTP only when the postsynaptic spikes are 

induced 10 ms after the onset of the EPSP (Markram et al., 1997).Similarly, in cultures of 

dissociated rat hippocampal neurons a persistent potentiation could be induced using 

STDP only when repetitive postsynaptic spiking were triggered within a window of 20 

msec after presynaptic stimulation (Bi and Poo, 1998). At schaffer colleterals in the CA1 

region, plasticity can be induced also by pairing pre and postsynaptic activation but LTP 

is only triggered if the EPSP arrives before the BPAP (Nishiyama et al., 2000). These 

results suggest that back-propagating spikes provide a precise signal informing the 

synapse of postsynaptic activity and may play an active role in associative synaptic 

modification.  

The next chapter focuses on the cellular mechanisms underlying these synaptic changes     

 

1.5.3. Hippocampal  LTP: Mechanism. 

Since the discovery of Novak (see 1.5.2) on the properties of NMDARs (Nowak et al., 

1984) it is well accepted that induction of LTP requires NMDAR activation. During 

normal low frequency transmission, glutamate released from the presynapse will bind to 

both NMDA and non-NMDARs but transmission will only occur through AMPA 

receptors due to the Mg2+ block at NMDARs. During high frequency stimulation or 

postsynaptic depolarization, the Mg2+ block is released (1.4.2). As a consequence, Ca2+ 

flows into the dendritic spine and triggers calcium-dependent processes (Fig. 12). This is 

turn results in the activation of serine kinases like protein kinase C (PKC), protein kinase 
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A (PKA) and calcium/calmodulin-dependent protein kinase (CaMKII) (Malenka et al., 

1989; O'Dell et al., 1991; Silva et al., 1992a; Silva et al., 1992b) (Lledo et al., 1995; 

Lledo et al., 1998) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A key role was given to CaMKII in the induction LTP (Lledo et al., 1995; Nicoll and 

Malenka, 1999). CaMKII is activated by Ca2+- Calmodulin (Ca-Cam) which is itself 

activated by an increase in postsynaptic Ca2+ levels. Upon activation, CaMKII can 

autophosphorylate itself, thereby becoming independent of Ca2+ levels. 

Autophosphorylation triggers the translocation of CaMKII to the postsynaptic density 

(PSD) through interactions with NMDA receptors (Lisman et al., 1997). In hippocampal 

and cortical pyramidal neurons, these various postsynaptic changes due to calcium influx 

and activation of CaMKII can lead to an increase in the number of AMPA receptors 

expressed at the postsynapse or/and changes in the channel conductance following GluR1 

phosphorylation (Benke et al., 1998; Derkach et al., 1999; Luscher et al., 1999; Malinow 

Fig.12.  Model for the induction of LTP. 
 During normal synaptic transmission, glutamate (Glu) is released from the presynaptic bouton and acts on both
AMPA receptors (AMPARs) and NMDA receptors (NMDARs). However, Na+ flows only through the AMPA
receptor, but not the NMDA receptor, because Mg2+ blocks the channel of the NMDA receptor. Depolarization of the
postsynaptic cell relieves the Mg2+ block of the NMDA receptor channel, allowing Na+ and Ca2+ to flow into the
dendritic spine by means of the NMDA receptor. The resultant rise in Ca2+ within the dendritic spine is the critical
trigger for LTP. Adapted from Malenka et al,1999. 
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and Malenka, 2002). These processes eventually results in an enhancement of glutamate-

evoked postsynaptic responses. Associative LTP can be blocked by intracellular injection 

of the Ca2+ chelator EGTA  There are two major molecular mechanisms underlying 

calcium influx into the postsynapse during LTP induction. First, NMDA receptors 

mediated (see above) and the second involves voltage gated calcium channels (VGCCs). 

Indeed, NMDA-independent LTP has been observed in the hippocampus at mossy fibers 

(see 2.5.1.4) and requires calcium entry via activation of postsynaptic VGCCs (Grover 

and Teyler, 1990). Since LTP is an associative and synapse specific process, it raises the 

possibility that VGCCs like NMDAR are able to function as hebbian coincidence 

detectors for postsynaptic activity. Six types of VGCCs have been cloned to date, (L, N, 

P, Q, R, I) that can be separated by their voltage dependency for activation and 

pharmacologically by the use of specific toxins.(Catterall, 2000). L, N, P, Q and R types 

are high voltage activated channels and T types are low voltage activated channels  Under 

physiological conditions, VGCCs are thought to open in response to strong depolarization 

arising from BPAPs that spread along the dendrite (Stuart et al., 1997). Contradicting 

data suggest, however, that BPAPs might be too fast for the slow kinetic of L-type 

VGCCs (Mermelstein et al., 2000). Stuart et al (2001) could show that BPAPs can be 

prolonged and amplified in the dendrite when they collide with EPSPs triggered by the 

postsynaptic cell. This coincidence enlarges the time window during which VGCCs can 

be activated and can lead to the entry of Ca2+(Stuart and Sakmann, 1995; Stuart and 

Hausser, 2001). VGCCs participate in the induction of LTP at SC-CA1 synapses but their 

contribution is typically only detectable when strong tetanic stimulation is used (Grover 

and Teyler, 1990).   

LTP can be divided into several temporal stages, short-term potentiation (STP) lasting 

only for 15 to 30 min, the early phase of LTP (E-LTP) which is stable for up to 2 to 3 

hours and the late phase of LTP (L-LTP) that have been shown to last up to 8 hours in 

hippocampal slices(Bailey, 1996). The L-LTP is associated with gene expression, de 

novo protein synthesis and formation of new synaptic connections. Consistently, protein 

synthesis inhibitor can block L-LTP but leave STP and E-LTP unaffected (Lynch, 2004). 
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1.5.4. Long-term-depression (LTD) 

LTD is a persistent activity-dependent reduction in synaptic efficacy that has typically 

been observed following low frequency afferent stimulation (eg: 900 pulses at 1HZ). 

Because of the role of the hippocampus in certain forms of memory storage and retrieval 

the study of LTD in this area has been the subject of particular interest. In the CA1 region 

of the hippocampus, LTD is NMDAR dependent and requires an increase in postsynaptic 

calcium levels (Bear, 1996). The postsynaptic Ca2+ increase induced by low frequency 

pairing activate calcineurin (PP2B) through a calcium-calmodulin-dependent process. 

Once activated, PP2B dephosphorylates and inactivates inhibitor 1, resulting in the 

activation of protein phosphatase 1 and/or 2 (PP1/2) and LTD induction (Dou et al., 

2001; Kemp and Bashir, 2001). LTD expression is thought to result from the 

dephosphorylation of AMPA receptors by PP1/2, followed by the internalization of the 

receptors and a decrease in the single-channel conductance (Beattie et al., 2000; Ehlers, 

2000; Luscher et al., 1999). PP1/2 activation can also target and dephosphorylate 

CaMKII which in turn cannot phosphorylate AMPA receptors, favoring the induction of 

LTD over LTP. Indeed, CaMKII antagonist have been shown to facilitate the induction of 

LTD in the CA1 region whereas PP1/2A inhibitors block it (Mulkey et al., 1994; 

Schnabel et al., 1999). 

   

1.5.5. LTP versus LTD 

From the above, it is clear that the temporal order of pre and post-synaptic spiking is of 

crucial importance and can determine in the order of milliseconds whether LTP or LTD is 

induced (Bi and Poo, 1998; Debanne et al., 1998). Both homosynaptic LTP and LTD 

require pre and postsynaptic coincident activation and postsynaptic calcium elevation. 

There is some evidence that distinct properties of the Ca2+ signal may determine whether 

LTP or LTD results (Bi, 2001; Malenka and Nicoll, 1999). However, the Bienenstock, 

Cooper and Munro (BCM) theory and recent studies on STDP also predict that the 

activity-dependent changes in synaptic strength depend on the frequency and timing of 

presynaptic and postsynaptic activity (synaptic plasticity) as well as the history of activity 

at those synapses (metaplasticty) (Jedlicka, 2002; Sjostrom and Nelson, 2002; Sjostrom 
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et al., 2001) predicts that high levels of calcium elevation favor LTP induction whereas 

low calcium levels favor LTD (Bi, 2001; Malenka and Nicoll, 1999).However, a recent 

studies by Sjöström and colleagues (2001) Different properties related to synaptic 

modification might serve specific functions relative to the distinct role of each brain 

structure in the neural processing of information.    

 
1.6. The amygdala and fear conditioning : pharmacological studies 
 
1.6.1. NMDA Receptors 

In an attempt to link the mechanisms of fear learning with long-term-synaptic changes 

observed in the hippocampus, some groups started to assess the role of NMDA receptors 

in the acquisition of fear conditioning.   

Some experiments demonstrated that infusion of NMDA antagonists into the LA and BL 

before training was enough to block the acquisition of fear conditioning, without 

affecting basal synaptic transmission (Gewirtz and Davis, 1997; Miserendino et al., 

1990). Other groups, however, showed that NMDA receptor blockade after training but 

before testing prevented the expression of fear conditioning (Lee et al., 2001; Maren et 

al., 1996). The apparent discrepancies in these results have been suggested to result from 

the presence of NR2B containing NMDA receptors in the BLA at both projection 

neurons and interneurons. The NR2B subunit appears to be crucial in synaptic changes 

underlying fear conditioning independently from its role in synaptic transmission 

(Szinyei et al., 2003). Such a specific role for the NR2B subunit could not be distinguish 

for when using APV, a competitive NMDA receptor antagonist. Conversely, systemic 

injections of ifenprodil, a NR2B antagonist, before training impaired the acquisition of 

fear conditioning whereas injections after training had no effect (Blair et al., 2001). These 

results clearly demonstrated a role for the NR2B subunits in the acquisition of fear 

conditioning. In particular the NR2B subunit appear to be crucial in synaptic changes 

underlying the acquisition of fear conditioning (Rodrigues et al., 2001)  
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1.6.2. VGCC and Fear Conditioning 

Infusion of the L-type VGCC blocker verapamil into the LA during training blocked the 

acquisition of fear conditioning, but did not impair the expression of previously learned 

conditioned fear responses (Bauer et al., 2002). NMDA receptors and VGCCs seem to be 

necessary for fear learning to take place, emphasizing similarities to induction 

mechanism of hebbian plasticity observed in the hippocampus. 

 

1.6.3. Protein Synthesis and Fear Conditioning 

Interfering with signal transduction cascades and gene transcription mechanism in the 

hippocampus  blocks the long term maintenance of LTP.  Similarly, infusion of PKC and 

PKA inhibitors in the LA prior to training attenuated the long term expression of fear 

memory. This effect was specific for the LA as similar infusion in the CeA induced no 

changes in fear expression (Goosens et al., 2000). Infusion of inhibitors of extracellular 

signal-regulated kinase (ERK) or mitogen activated kinase (MAPK) which have been 

shown to be activated and phosphorylated in the amygdala during learning also impair 

the long-term maintenance of fear memories (Schafe et al., 2000). Extinction of fear 

learning parallels a reduction in extracellular field potentials observed in the LA ((Davis 

et al., 2003).This depression can be blocked by infusion of calcineurin inhibitor in a 

similar way to that observed in the hippocampus during blockade of LTD (Lin et al., 

2003). Taken together, these data show that fear learning in the amygdala and 

mechanisms underlying synaptic plasticity in the hippocampus share similar mechanisms. 
 
1.7. Physiological Plasticity in the Amygdala Related to Fear  
       Conditioning.  
 
1.7.1. Single Unit Recordings and Sensory Pathway Stimulation in Freely Moving 
Rats 
Upon CS-US pairing, during fear conditioning, the CS induced activity in the LA is 

enhanced. To understand the nature of plasticity within the amygdala that might underlie 

fear learning, single-unit recordings from LA projection neurons were obtained from 

freely behaving animals before and after auditory fear conditioning. Quirk et al (1995) 

reported that fear conditioning significantly increased the magnitude of tone-elicited 
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responses, converted unresponsive cells into tone responsive ones and changed the 

functional coupling between LA neurons. In addition, they reported that this increase was 

greater on the short latency (less than 15 ms) component of the tone-elicited responses. 

Since auditory information reach the amygdala directly via the thalamo-amygdala 

pathway and indirectly via the cortico-amygdala pathway the following studies were 

undertaken to elucidate the origin of the short latency response observed in LA projection 

neurons. Quirk et al (1997) demonstrated, using single cell recordings, that during fear 

conditioning, auditory cortex neurons took more trials to potentiate and responded more 

slowly than LA neurons. These results suggested that the short-latency plasticity 

observed in the LA reflects inputs from the auditory thalamus rather than the auditory 

cortex (Quirk et al., 1997). These observations were confirmed by the group of Rogan et 

al (1995) who observed a similar potentiation of evoked potentials in the LA upon high 

frequency stimulation of the MGm/PIN (thalamic nucleus conveying information about 

the CS to the LA). Thus, fear conditioning mediates plasticity in the amygdala and it 

appears that rapid conditioned responses are mediated by inputs from the thalamus 

whereas cortical areas may be involved in higher cognitive processing of fear experience 

(Quirk et al., 1997).  

 

1.7.2. Amygdala Neurons Exhibit LTP. 

The first observation of synaptic plasticity in the amygdala was obtained by Racine and 

colleagues in awake behaving rats. In their experiments, they induced LTP, as measured 

by a long-term enhancement of stimulus-elicited extracellular field potentials in the 

amygdala, by high-frequency stimulation of the pyriform cortex (Racine et al., 1983). 

Subsequent work demonstrated that LTP could also be induced at thalamo-amygdala and 

hippocampo-amygdala projections in vivo (Clugnet et al., 1990; Maren and Fanselow, 

1995; Rogan et al., 1997). Probably one of the strongest link between LTP and fear 

learning came from in vitro and in vivo  studies by Mckernan and Shinnick-Gallagher and 

Rogan et al who provided direct evidence that fear conditioning alters auditory CS-

evoked responses in the LA in a similar way as LTP induction (McKernan and Shinnick-

Gallagher, 1997; Rogan et al., 1997). More recently, single-unit activity recorded in the 
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dorsal subnucleus of the LA (LAd) revealed that during fear conditioning, the neuronal 

activity of two type of cells were changed. The first type, located in the dorsal tip of the 

LAd only exhibited transient changes whereas the second type, located more ventrally, 

had longer enhanced responses that lasted even throughout extinction (Repa et al., 2001). 

These results all together give strong evidence that fear learning alters neural activity in 

the LA a way consistent with an LTP-like process . Furthemore, distinct cell types in the 

LAd seem to be differentially involved in the initiation of learning and long-term 

memory storage (Repa et al., 2001).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.7.3. Mechanisms of Synaptic plasticity in the LA 

Fig.13. Behavioural LTP is induced in the lateral nucleus of the amygdala by Pavlovian Fear Conditioning 
A. A recording electrode was placed in the lateral nucleus of the amygdala (LA, dark gray) to measure auditory-
stimulus-elicited extracellular field potentials in awake rats. B. Brief tone stimuli elicited a biphasic extracellular  
field potential with a short latency negative component (pre-training indicated by the black dots). Unpaired traces 
refer to control experiments where the CS was not paired with the US. Pre-training, Training and Testing refer to 
traces recorded before, during and after fear conditioning. Adapted from  Rogan et al , 1995. 
 

The cellular mechanisms of homosynaptic LTP in the amygdala were mostly investigated 

in the LA in vitro using field or whole-cell recordings. Changes in the excitatoty 

postsynaptic potentials (EPSPs) or field EPSPs in the LA were measured upon 

stimulation of the internal capsule or the external capsule. LTP induced by tetanic 

stimulation of either pathway was reported to be NMDA-dependent (Bauer et al., 2002; 

Huang and Kandel, 1998; Huang et al., 2000) and to require the entry of calcium into the 

postsynaptic cell. These results implied that hebbian plasticity underlies fear memory 
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acquisition in the amygdala. These findings are consistent with in vivo data reporting that 

infusion of an NMDA receptor antagonists into the LA prior to conditioning interfered 

with learning (Gewirtz and Davis, 1997; Miserendino et al., 1990). Pairing protocols of 

weak stimulation of cortical or thalamic afferents with strong postsynaptic depolarization 

can also efficiently induce LTP in the LA. For example, Huang and Kandel (1998), 

induced LTP at cortical afferents by pairing low-frequency stimulation (0.2 Hz) with 

prolonged postsynaptic current injection (2-4 nA for 50ms). This LTP was blocked 

partially by NMDAR antagonists and entirely by VGCCs and NMDAR antagonists 

(Huang and Kandel, 1998). Weisskopf et al (1999), using a different pairing protocol, 

induced an associative and synapse specific LTP at the thalamo-amygdala pathway. This 

type of LTP, however, was not affected by NMDAR antagonists but was completely 

blocked by bath application of the L-type VGCC antagonist, nifedipine and by 

postsynaptic perfusion of BAPTA, a calcium chelator (Weisskopf and LeDoux, 1999). In 

contrast, LTP induced by tetanic protocol at the same synapses was found to be NMDA 

receptor dependent (Bauer et al., 2002). Studies by Lee et al (2002) and our own studies 

further demonstrated that an NMDAR and VGCCs -dependent LTP could also be 

induced at these syanpses (Bissiere et al., 2003; Lee et al., 2002). Thus, it seems that in 

the LA, weak pairing protocol (STDP) induce a NMDAR and VGCCs-dependent LTP 

whereas strong pairings trigger VGCCs-dependent only LTP. Finally tetanic stimulation 

that do not require postsynaptic APs, induce NMDAR-dependent only LTP. These data 

suggest that there are pharmacologically distinct form of LTP can be induced in pathways 

that transmit the CS to the LA (Bauer et al., 2002). Furthemore, the drugs that interfere 

with LTP in the LA also shown to disrupt behavioral fear conditioning (see 1.6). 

 A cellular hypothesis has been put forward by Blair et al (2001) to explain how neural 

responses to the CS and US in the LA could induce LTP-like changes that store 

memories during fear conditioning. In their model, they propose that the CS evokes 

EPSPs at sensory input synapses onto LA projection neurons while the US strongly 

depolarizes the same neurons. This depolarization in turn  activate NMDARs by releasing 

the Mg2+ block and can, if strong enough, cause the LA neuron to spike. APs can back-

propagate in the dendrites where they can collide with CS-evoked EPSPs activating 
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VGCCs and the subsequent calcium influx (Blair et al., 2001). In addition they 

hypothesize that NMDARs activation support the short-term fear memory whereas 

activation of both NMDARs and VGCCs is needed to initiate molecular processes that 

consolidate synaptic changes into long-term memory (Blair et al., 2001) . Rosenkranz and 

Grace (2002), provided direct evidence that a footshock can elicit depolarization of 

postsynaptic in vivo and that if strong enough can also elicit spiking. However, they could 

also show that for CS-US association to occur (in this case an odor associated with a 

footshock) postsynaptic spiking induced by the US presentation is not necessary 

(Rosenkranz and Grace, 2002), indicating that the Blair model might not be able to 

explain all types of conditioning. Thus, it is important next to investigate the temporal 

constraint for CS-US association during fear conditioning in the LA.  

 

1.7.4.  LTP and Synaptic Inhibition.in the LA 

The role of inhibition in the amygdala was discussed in chapter 1.4.3. Consistent with in 

vivo data showing very low firing rates of projection neurons, local inhibitory processes  

play a crucial role in the overall excitability of the amygdala. In the hippocampus, 

GABAAR antagonists greatly increase the time window of EPSPs, allowing them to 

summate over a larger period of time and give rise to an AP (Pouille and Scanziani, 

2001). Consistently, the induction of LTP in the hippocampus was shown to be greatly 

diminished in the presence of synaptic inhibition (Whittington, 1995; Wigstrom and 

Gustafsson, 1983). In the amygdala such a tight control of excitatoty processes could also 

prevent the postsynaptic depolarization required for LTP and thereby reduce the time 

window in which learning or synaptic modification can occur. Our own data provided 

direct evidence that in the presence of inhibition, LTP could not be induced at thalamo-

amygdala synapses. Since learning occurs during fear conditioning there must be some  

modulator mechanisms that can suppress synaptic inhibition in vivo. The existence of 

such a mechanism would renable the temporal summation of excitatory processes leading 

to postsynaptic depolarization and LTP induction. 
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1.8. Neuromodulation of Inhibition 

 

1.8.1.  The Dopaminergic System: An Introduction 
Dopamine (DA) is the predominant catecholamine neurotransmitter in the mammalian 

brain. It has been shown to play a important role in a variety of functions ranging from 

locomotor activity to cognition, emotion, positive reinforcement of drug to endocrine 

regulation.  The dopaminergic systems have been the focus of research over the past 30 

years mainly due to Parkinson's disease or schizophrenia, disorders associated with a 

disregulation of dopaminergic transmission. The first evidence for the existence of DA 

receptors in the CNS came from biochemical studies reporting that DA was able to 

stimulate adenylyl cyclase (AC) (Kebabian, 1979). Subsequently, six major types of 

dopamine receptors have been cloned in human: D1, D2L&S (splice variant) , D3, D4,  and 

D5. The amino acid sequence of each of the cloned subtypes encodes for a seven-trans 

membrane G-protein coupled receptor (Probst et al., 1992). These receptors are divided 

into the D1 and D2 subfamilies. D1 and D5 form the D1-like family whereas D2, D3, and 

D4 compose the D2-like family. Dopaminergic neurons are divided between the 

substanstia nigra, which give rise to the nigrostriatal pathway, and the ventral tegmental 

area, which give rise to the mesocorticolimbic projection. The nigrostriatal pathway is 

part of the striatal motor system and its degeneration leads to Parkinson's disease. The 

mesocorticolimbic pathway plays a key role in reinforcement of positive experiences and 

emotional expression. Studies in these brain areas consistently reported that D1-like 

receptor family activation activates Gs / olf  proteins, which eventually activate PKA. In 

contrast, D2 receptors activate Gi/o proteins resulting in the inhibition of PKA  (Memo et 

al., 1992; Memo, 1986).  
  
1.8.2. A Modulatory Role for Dopamine 

The amygdala receives strong dopaminergic innervation originating from the A9 and A10 

cells of the VTA and substantia nigra (Swanson, 1982). Dopamine projections from the 

VTA to the BLA have been shown to be strongly activated during stressful stimuli (Inglis 

and Moghaddam, 1999). A number of in vivo studies pointed at dopamine as being 
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involved in the acquisition of fear conditioning (Paré, 2002; Rosenkranz and Grace, 

2002). Indeed, infusion of D2 antagonists into the amygdala prior to conditioning, block 

the CS association to the US (Greba et al., 2001). It was further demonstrated that D2 

antagonist rather than devaluating the US, block the retrieval of the learned CS-US 

association (Nader and LeDoux, 1999). Similarly, blocking of D1-receptors with 

SCH23390 also interfered with the expression of conditioned fear. This effect however 

seemed to be specific for the expression of conditioned reactions retrieved from long-

term memory suggesting that dopamine might also be involved in the formation and/or 

consolidation of long-term memory (Guarraci et al., 1999; Lamont and Kokkinidis, 

1998). The way dopamine is able to modulate the outcome of amygdaloid response is not 

clear. Immunocytochemical studies indicated that dopaminergic fibers synapse on the 

dendritic spines of projection neurons whereas they form pericellular baskets around the 

cell body of PV+ interneurons (Brinley-Reed and McDonald, 1999). The physiological 

relevance of this innervation for the modulation of synaptic transmission was emphasized 

by the studies of Rosenkranz and Grace (1999). Indeed, they showed that in vivo, 

dopamine increases the spontaneous firing rate of interneurons modulating indirectly the 

excitability of projection neurons (Rosenkranz and Grace, 1999).The medial prefrontal 

cortex (mPFC) is an important structure involves in the extinction of fear conditioning. 

The mPFC modulates the activity of the LA by increasing the excitability of interneurons 

(Rosenkranz and Grace, 1999). Dopamine release in the LA was shown to be very 

important during the acquisition of fear conditioning. Indeed, it was reported that D1 

receptor activation can suppress the inhibitory action of the mPFC over the BLA, while 

D2 receptor activation enhance the sensory-related inputs from the cortex by increasing 

the excitability of projection neurons (Rosenkranz and Grace, 1999). These data suggest a 

crucial role for dopamine in controlling the excitability state of the amygdala. However, 

to date the exact mechanisms underlying these differential effects are not well define. 

This is due in part to the fact that the signaling cascade mediated by the D1 receptor 

activation in this brain area differs from what is known elsewhere. Indeed, D1 receptors 

in the BLA do not signal through cAMP. The exact mechanism is still unknown and 

leaves important implication for the neurobiology of dopamine in this area.  
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2.Aim of the Thesis 

LTP mechanisms in the LA are thought to underlie the acquisition of fear learning. Most 

of the previous work investigating the role of LTP in the LA have used pharmacological 

tools to block inhibition. However, in vivo data support an important role for inhibitory 

circuits in this area. Our first data revealed that in the presence of synaptic inhibitory 

transmission, LTP in the LA could not be induced at thalamo-amygdala synapses. 

Dopamine has been shown to modulate GABAergic transmission and synaptic plasticity  

in many brain areas. In addition, perfusion of dopamine antagonists into the LA, block 

the acquisition of fear conditioning. Therefore, we decided to investigate the role of 

dopamine on the induction of plasticity in the LA. We also investigated the potential 

modulatory action of dopamine on inhibitory circuits within the LA.  
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3-Results 
 
3.1.Published Results  
 

Dopamine Gates LTP Induction in the Lateral Amygdala by 
               Supressing Feedforward Inhibition 
 
      Stephanie Bissière, Yann Humeau & Andreas Lüthi 
 
      Nature Neuroscience, Vol.6, N.6, 587-592 (2003) 

 

Fear conditioning involves the induction of long-term potentiation (LTP) of 

excitatory synaptic transmission in the lateral amygdala, a brain structure which is 

tightly controlled by GABAergic inhibition. Here we show that dopamine gates the 

induction of LTP in the mouse lateral amygdala by suppressing feed-forward 

inhibitory control mediated by local interneurons. Our findings provide a cellular 

mechanism for the dopaminergic modulation of fear conditioning and indicate that 

suppression of feed-forward inhibition represents a key mechanism for the 

induction of associative synaptic plasticity in the lateral amygdala. 

During fear conditioning, one of the most powerful and widely used paradigms to 

investigate the mechanisms of associative learning in animals, the subject is exposed to 

an aversive stimulus such as a foot-shock, in conjunction with a neutral stimulus such as 

a tone. As a consequence, the tone acquires aversive properties and will, on subsequent 

exposure, elicit a fear response (LeDoux, 2000; Maren, 2001). Behavioral and in vivo 

electrophysiological evidence indicate that induction of long-term potentiation (LTP), a 

form of associative, activity-dependent synaptic plasticity (Bliss and Collingridge, 1993), 

and concomitant activation of dopaminergic afferents to the lateral nucleus of the 

amygdala (LA) underlie the acquisition of fear conditioning (Blair et al., 2001; Collins 

and Pare, 2000; Greba et al., 2001; Greba and Kokkinidis, 2000; Guarraci et al., 2000; 

Guarraci et al., 1999; Inglis and Moghaddam, 1999). Dopamine is released in the 
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amygdala upon stress (Inglis and Moghaddam, 1999), and intra-amygdala injection of 

dopamine receptor antagonists prevents the acquisition of conditioned fear (Greba et al., 

2001; Greba and Kokkinidis, 2000; Guarraci et al., 2000; Guarraci et al., 1999). In 

addition, dopamine receptor activation is also required for the potentiation of sensory-

evoked neuronal activity in the LA that occurs during conditioning (Rosenkranz and 

Grace, 2002). However, the cellular and synaptic mechanisms underlying dopaminergic 

modulation of fear conditioning and synaptic plasticity are unknown. Since dopaminergic 

afferents innervate LA interneurons (Brinley-Reed and McDonald, 1999), and the activity 

of LA projection neurons is tightly controlled by γ-aminobutyric acid (GABA)-releasing 

local interneurons (Lang and Pare, 1997; Li et al., 1996; Sugita et al., 1993), we reasoned 

that dopamine might enable the induction of LTP by modulating inhibitory synaptic 

transmission. 

 
 
Results: 
 

Dopamine Gates LTP induction 

We have addressed this issue using whole-cell current-clamp recordings that were 

obtained from projection neurons exhibiting spike frequency adaptation upon 

depolarizing current injection and located in the dorsal subdivision of the LA (Weisskopf 

et al., 1999) (Fig. 14a and 14b). LTP was induced at afferent synapses from the internal 

capsule (containing thalamic afferents)(Weisskopf et al., 1999) by pairing short bursts of 

afferent stimulation with bursts of postsynaptic action potentials (APs) induced by 

depolarizing current injection. Induction of LTP at these synapses is occluded by 

classical fear conditioning (McKernan and Shinnick-Gallagher, 1997; Weisskopf et al., 

1999). To limit activation of NMDA receptors during baseline synaptic transmission, 

cells were held at –80 mV, which is close to their resting membrane potential (–77.4 ± 

1.4 mV; n = 70). In the presence of the GABAA receptor antagonist picrotoxin (100 µM) 

pairing pre- and postsynaptic activity potentiated the slope of the monosynaptic 

excitatory postsynaptic potential (EPSP) to 130 ± 11 % of baseline (n = 6; P < 0.05; Fig. 

1c). However, in the absence of picrotoxin, the identical protocol did not induce LTP (95 

 50



Results  

± 6% of baseline; n = 7; Fig. 14d). There were no significant differences in baseline slope 

or input resistance between the two groups. Thus, the induction of associative plasticity 

of excitatory synaptic transmission in the LA is tightly controlled by local inhibitory 

interneurons. 

 

 

 

 

 

 

 

 

 

 
 
 
 
Fig. 14:  Inhibitory synaptic transmission prevents the induction of LTP. 
 (a) Schematic illustrating the placement of stimulating and recording electrodes. (b) Accommodating 
action potential firing recorded from a projection neuron in response to depolarizing current injection (400 
ms, 0.4 nA).  (c) Top: Example experiment of LTP induced by EPSP-AP pairing in the presence of the 
GABAA receptor antagonist picrotoxin (100 µM). Traces show average EPSPs for 2 min of baseline and 2 
min of LTP (16 sweeps each; scale bar 10 ms / 1 mV and 0.5 ms for slope). Bottom: Summary graphs 
illustrating the time course of LTP induced in the presence of picrotoxin (n = 7) and stability of series 
resistance during experiments. (d) Same as (c) except that experiments were performed in the absence of 
picrotoxin. The same protocol as in (c) does not result in LTP (n = 7). To limit activation of NMDA 
receptors during baseline transmission, cells were held at –80 mV, which is close to the chloride 
equilibrium potential under our conditions. Therefore, IPSPs cannot be resolved. However, EPSP slope was 
not affected by picrotoxin (see Fig. 15b). 
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Bath-application of dopamine (100 µM) during pairing enabled the induction of LTP 

even in the presence of functional synaptic inhibition (135 ±  9% of baseline; n = 9; P < 

0.01; Fig. 15). This effect was not due to a delayed potentiation of excitatory synaptic 

transmission by dopamine itself, since dopamine application in the absence of pairing did 

not lead to potentiation of the EPSP slope (94 ±  8% of baseline;  n = 11; Fig. 15c). In 

addition, dopamine did not facilitate the induction of LTP in the presence of picrotoxin, 

but rather seemed to induce a transient depression of excitatory synaptic transmission (88 

±  15% of baseline;  n = 4; Fig. 15c). The finding that dopamine blocked LTP in the 

presence of picrotoxin indicates that the processes triggered by the pairing protocol 

differ, depending on the presence or absence of functional synaptic inhibition. 

Dopaminergic gating of LTP induction was mediated by D2 receptors. LTP could be 

induced in the presence of the D2 receptor agonist quinpirole (quin; 10 µM; 131 ±  5% of 

baseline; n = 3; P < 0.05; Fig. 15c), but not in the presence of the D1 receptor agonist 

dihydrexidine (DH, 10 µM; 98 ±  6% of baseline; n = 4; Fig. 15c). Thus, our data 

demonstrate that, if functional synaptic inhibition is present, dopamine and D2 receptor 

activation is necessary for the induction of LTP. 
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Fig. 15:  Dopamine enables the induction of LTP in the absence of picrotoxin.   
(a) LTP induced in the absence of picrotoxin and in the presence of dopamine (DA; 16 sweeps each; scale 
bar 50 ms / 2 mV and 1 ms for slope). (b) Summary graph illustrating the time course of LTP induced in 
the presence of dopamine (DA; n = 8) and the stability of series resistance during experiments. (c) 
Summary graph showing that dopamine does not affect EPSP slope in the absence of pairing (n = 11), and 
that dopaminergic gating of LTP induction is mediated by D2 receptors. The dopamine (DA) effect is 
mimicked by the D2 agonist quinpirole (quin; 10 µM; n = 3), but not by the D1 receptor agonist 
(dihydrexidine (DH), 10 µM; n = 4). In the presence of picrotoxin, DA application blocks the induction of 
LTP (n = 4). P* < 0.05; P** < 0.01. 
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Suppression of Feedforward Inhibition 

To investigate dopaminergic modulation of inhibition, we assessed the effect of 

dopamine on disynaptic inhibition evoked by excitatory afferent stimulation (Li et al., 

1996; Sugita et al., 1993; Szinyei et al., 2000). At a membrane potential of –55 mV, 

which corresponds to the depolarization during pairing (–53.4 ±  0.8 mV), low-intensity 

afferent stimulation elicited a biphasic synaptic response in projection neurons consisting 

of a short-latency EPSP followed by a picrotoxin-sensitive inhibitory postsynaptic 

potential (IPSP; Fig. 16a). EPSP/IPSP sequences were abolished by application of the 

glutamate (AMPA/kainate) receptor antagonist 6-cyano-7-nitroquinoxaline-2,3-dione 

(CNQX; 10 µM; Fig. 16b), demonstrating disynaptic activation of local interneurons. 

Disynaptic inhibition markedly constrained the time-course of single evoked EPSPs and 

the temporal summation of bursts of EPSPs (Fig. 16c), which is characteristic for feed-

forward inhibitory circuits (Pouille and Scanziani, 2001) that have also been described in 

the LA (Pouille and Scanziani, 2001) . Moreover, similar to recordings obtained from 

projection neurons in the basolateral amygdala (Rainnie et al., 1991) and from CA1 

pyramidal cells in the hippocampus (Pouille and Scanziani, 2001), we were able to 

observe spontaneous EPSP/IPSP sequences indicating that at least some excitatory 

afferents contact both projection neurons and feed-forward inhibitory interneurons (Fig. 

16d). Although we cannot fully exclude recruitment of a feed-back inhibitory component, 

we think that this is unlikely, because in the presence of synaptic inhibition low-intensity 

stimulation never resulted in the generation of APs in projection neurons even at 

depolarized membrane potential close to threshold. 

Bath application of dopamine (30 - 100 µM) strongly reduced the amplitude of feed-

forward IPSPs recorded in current clamp at –55 mV to 53 ±  8% of baseline (n = 12; P < 

0.001; Fig. 16e and 16f; see methods), thus increasing postsynaptic depolarization during 

pairing, which may critically contribute to the induction of associative LTP (Sjostrom et 

al., 2001; Stuart and Hausser, 2001). Dopamine also reduced feed-forward IPSCs 

recorded in voltage clamp (Vhold: –55 mV; 67 ±  7% of baseline; n = 5; P < 0.05; not 

shown), indicating a decreased inhibitory input onto projection neurons. The D2 receptor 

antagonist sulpiride (20 µM; dopamine + sulpiride: 98 ±  14% of baseline; n = 4), but not  
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the D1 receptor antagonist SCH23390 (10 µM; dopamine + SCH23390: 54 ±  6% of 

baseline; n = 4; P < 0.01) completely blocked the effect of dopamine on the IPSP 

amplitude (Fig. 16g). Consistently, IPSP amplitude was reduced by the D2 receptor 

agonist quinpirole (10 µM; 58 ±  11% of baseline; n = 4; P < 0.05; Fig. 16g), but not by 

the D1 receptor agonist dihydrexidine (10 µM; 99 ±  11% of baseline; n = 6; Fig. 16g), 

indicating that, like the gating of LTP induction, suppression of feed-forward inhibition is 

mediated by D2 receptors. In addition, consistent with in vivo recordings that showed an 

increase in the spontaneous firing rate of interneurons upon application of dopamine 

receptor agonists (Rosenkranz and Grace, 1999), dopamine increased spontaneous 

inhibitory network activity as measured by the frequency of spontaneous inhibitory 

postsynaptic currents (sIPSC; 157 ±  13% of baseline; n = 8; P < 0.01). However, in 

contrast to the suppression of feed-forward inhibition, dopamine still increased sIPSC 

frequency in the presence of the D2 antagonist sulpiride  (134 ±  3% of baseline; n = 3; P 

< 0.05). 
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Fig.16: Dopamine depresses feed-forward inhibition 
(a) Disynaptic IPSP constrains the EPSP time course and is blocked by picrotoxin. (b) EPSP/IPSP 
sequences are blocked by CNQX, demonstrating disynaptic activation of GABAergic interneurons (scale 
bar in a and b: 50 ms / 2 mV). (c) Disynaptic IPSPs inhibit temporal summation of EPSPs at the stimulation 
frequency used for LTP induction (33 Hz; scale bar 10 ms). (d) Spontaneous EPSP (arrow)/IPSP sequence 
recorded from a projection neuron at –55 mV (scale bar 5 ms / 0.5 mV). (e) Experiment illustrating the 
effect of dopamine on EPSP/IPSP sequences (scale bar 50 ms / 2 mV). (f) Time course of the dopamine-
induced decrease in IPSP amplitude (n = 8). (g) Depression of feed-forward inhibition is mediated by D2 
receptors. The dopamine (DA) effect is blocked by the D2 antagonist sulpiride (sulp; 20 µM; n = 4), and 
mimicked by the D2 agonist quinpirole (Quin; 10 µM; n = 4). D1 receptor antagonists and agonists 
(SCH23390 (SCH), 10 µM; n = 4; dihydrexidine (DH), 10 µM; n = 6) have no effect. P* < 0.05; P** < 
0.01; P*** < 0.001. 
 

 56



Results  

To determine the mechanism underlying dopaminergic suppression of feed-forward 

inhibition, we first addressed the question whether dopamine directly acted on inhibitory 

synaptic transmission between LA interneurons and projection neurons. Monosynaptic 

IPSCs recorded from projection neurons and elicited by proximal extracellular 

stimulation within the LA in the presence of CNQX and the NMDA receptor antagonist 

3-((+/–)-2-carboxypiperazin-4-yl)-propyl-1-phosphonic acid (CPP) were reduced  by 

dopamine to 85 ±  7% of baseline (n = 12; P < 0.05; Fig 17a). Consistent with our 

observation that the reduction of disynaptic feed-forward inhibition was mediated by D2 

receptors, we found that monosynaptic IPSCs were also reduced by the D2 receptor 

agonist quinpirole (83 ±  4% of baseline; n = 10; P < 0.01), but not by the D1 receptor 

agonist dihydrexidine (97 ±  4% of baseline; n = 10; Fig. 17b). In addition, dopamine 

decreased the amplitude but not the frequency of miniature IPSCs (mIPSCs) recorded in 

the presence of tetrodotoxin (TTX; 92 ±  3% of baseline; n = 5; P < 0.05; not shown). 

These results could suggests a postsynaptic effect of dopamine. However, postsynaptic 

currents induced by local application of the GABAA receptor agonist muscimol (50 µM) 

using pressure ejection from a nearby patch-pipette were not affected by dopamine 

application (101 ±  3% of baseline; n = 5; Fig. 17c). Furthermore, postsynaptic blockade 

of G-proteins by GDPβS (1 mM in the recording electrode; 50 min. whole-cell perfusion) 

did not interfere with the dopamine-induced reduction in monosynaptic IPSC amplitude 

(82 ±  3% of baseline; n = 5; P < 0.05; Fig. 17d), although postsynaptic currents induced 

by application of baclofen (50 µM) were completely blocked (control intracellular 

solution: 34.3 ±  12.8 pA; n = 3; intracellular solution containing GDPβS: –2.7 ±  2.9 pA; 

n = 3; P < 0.05). Taken together, these results indicate that dopamine presynaptically 

reduces the quantal content of inhibitory synapses by D2 receptor activation. However, 

the relatively small reduction also suggest that additional mechanisms might have 

contributed to the suppression of feed-forward inhibition. 
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Fig. 17:  Dopamine decreases inhibition onto projection neurons.  
(a) Dopamine depresses monosynaptic IPSCs recorded from projection neurons and elicited by proximal 
stimulation within the LA in the presence of glutamate receptor antagonists (n = 12; scale bar 20 ms / 20 
pA).  (b) Summary graph showing that dopaminergic reduction of monosynaptic inhibition is mediated by 
D2 receptors. The dopamine (DA) effect is mimicked by the D2 agonist quinpirole (Quin; n = 10), but not 
by the D1 receptor agonist (dihydrexidine (DH); n = 10). (c) Dopamine does not affect postsynaptic 
currents induced by puff application of the GABAA receptor agonist muscimol (50 µM; n = 5; scale bar 200 
ms / 100 pA).  (d) Blockade of G-protein function by postsynaptic perfusion with GDPβS (1 mM) does not 
interfere with the dopaminergic reduction of monosynaptic IPSCs (n = 4; scale bar 10 ms / 10 pA). GDPβS 
was perfused for at least 50 min. before application of dopamine. P* < 0.05; P** < 0.01. 
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Therefore, we directly recorded from LA interneurons. Interneurons were identified by 

their fast, non-accommodating firing properties upon depolarizing current injection 

(Rainnie et al., 1993; Washburn and Moises, 1992) (Fig. 18a), and by their spine-sparse 

dendrites as revealed by biocytin injections (McDonald, 1982)(Fig. 18a). Low-intensity 

afferent stimulation resulted in the generation of biphasic EPSP/IPSP sequences in 

interneurons that were abolished by application of CNQX (not shown), suggesting that, 

like projection neurons, interneurons receive disynaptic inhibitory inputs(Lang and Pare, 

1998). Dopamine significantly increased the amplitude of disynaptic IPSPs in 

interneurons (162 ± 13% of baseline; n = 6; P < 0.05; Fig. 18b). In addition, consistent 

with the increased sIPSC frequency, we found that dopamine depolarized interneurons 

from resting membrane potential  by 5.3 ± 1.1 mV (n = 7; P < 0.01). To distinguish 

between depolarization (leading to an increased driving-force for chloride currents), and a 

change in synaptic input as an underlying mechanism, we recorded from interneurons 

under voltage-clamp conditions (Vhold: –55 mV). In contrast to the effect seen in 

projection neurons, dopamine increased (in six out of eight cells) the amplitude of 

disynaptically evoked IPSCs in interneurons (149 ± 13% of baseline; n = 6; P < 0.05; 

Fig. 18c), indicating that dopamine exerts a cell type-specific effect on synaptic 

inhibition in the LA. Monosynaptic EPSCs recorded in the presence of picrotoxin were 

not affected by dopamine (100 ± 4% of baseline; n = 4; Fig. 18c). Finally, to assess 

whether the dopamine induced increase in disynaptic inhibition onto interneurons might 

potentially contribute to the gating of LTP, we investigated the relative contributions of 

D1 and D2 receptors. Whereas application of the D2 receptor agonist quinpirole resulted 

in an increase in disynaptic inhibition (140 ± 8% of baseline; n = 6; P < 0.05; Fig. 18d) 

and a concomitant increase in the frequency of spontaneous IPSCs (142 ± 11% of 

baseline; n = 5; P < 0.05), inhibition onto interneurons was not affected by the D1 agonist 

dihydrexidine (98 ± 8% of baseline; n = 6; Fig. 18d).  
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Fig. 18: Dopamine decreases inhibition onto projection neurons.  
 
(a) Dopamine depresses monosynaptic IPSCs recorded from projection neurons and elicited by proximal 
stimulation within the LA in the presence of glutamate receptor antagonists (n = 12; scale bar 20 ms / 20 
pA).  (b) Summary graph showing that dopaminergic reduction of monosynaptic inhibition is mediated by 
D2 receptors. The dopamine (DA) effect is mimicked by the D2 agonist quinpirole (Quin; n = 10), but not 
by the D1 receptor agonist (dihydrexidine (DH); n = 10). (c) Dopamine does not affect postsynaptic 
currents induced by puff application of the GABAA receptor agonist muscimol (50 µM; n = 5; scale bar 200 
ms / 100 pA).  (d) Blockade of G-protein function by postsynaptic perfusion with GDPβS (1 mM) does not 
interfere with the dopaminergic reduction of monosynaptic IPSCs (n = 4; scale bar 10 ms / 10 pA). GDPβS 
was perfused for at least 50 min. before application of dopamine. P* < 0.05; P** < 0.01. 
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DISCUSSION:                                            
                                                                        
Our data demonstrate that, in the presence of inhibition, LTP cannot be induced at 

excitatory afferents from the internal capsule to the LA. This is consistent with in vivo 

experiments showing that the activity of LA projection neurons is tightly controlled by 

local GABAergic inhibition resulting in extremely low spontaneous firing rates (Lang 

and Pare, 1997; Pare and Collins, 2000; Pare and Gaudreau, 1996). Moreover, behavioral 

experiments indicate that the GABAergic system of the basolateral amygdala tightly 

controls the acquisition and expression of different measures of conditioned and 

unconditioned fear (Davis, 2000). Since dopamine receptor activation is needed for the 

acquisition of fear conditioning and the concomitant potentiation of sensory-evoked 

responses (Greba et al., 2001; Greba and Kokkinidis, 2000; Guarraci et al., 2000; 

Guarraci et al., 1999; Rosenkranz and Grace, 2002), and since dopaminergic afferents 

innervate LA interneurons (Brinley-Reed and McDonald, 1999), we reasoned that 

dopamine might enable the induction of LTP by modulating inhibitory synaptic 

transmission. Our study shows that activation of dopamine D2 receptors suppresses feed-

forward inhibition, and enables the induction of LTP at excitatory afferent synapses.  

The mechanism underlying dopaminergic suppression of feed-forward inhibition appears 

to be twofold. First, monosynaptic IPSCs recorded from projection neurons and elicited 

by proximal stimulation within the LA were reduced upon dopamine application 

indicating that dopamine directly affects inhibitory synaptic transmission. Further 

experiments using either puff application of the GABAA receptor agonist muscimol or 

intracellular application of GDPβS to block postsynaptic G-protein function indicated 

that the dopamine-induced decrease in inhibitory synaptic transmission is due to a 

presynaptic reduction in quantal content (Seamans et al., 2001) (Fig. 19a). Moreover, in 

contrast to the dopaminergic suppression of feed-forward inhibition onto projection 

neurons, we observed that feed-forward inhibition onto interneurons was enhanced upon 

application of dopamine, which may lead to a reduction in feed-forward inhibition onto 

projection neurons. This enhancement was accompanied by an increase in spontaneous 

inhibitory input onto interneurons. This suggests that dopamine facilitates inhibition onto 

interneurons by depolarizing interneurons, or a subpopulation of interneurons 

(Kemppainen and Pitkanen, 2000; McDonald and Betette, 2001), involved in 
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disinhibition (Fig. 19b). Alternatively, dopamine might increase the excitatory drive onto 

disinhibitory interneurons, or directly enhance transmission at interneuron-interneuron 

synapses (Fig. 19b). Thus, dopaminergic neuromodulation of disinhibitory interneurons 

may play a critical role for the induction of synaptic plasticity at excitatory synapses. To 

further investigate the physiological mechanisms by which dopamine increases inhibition 

onto interneurons, the particular subpopulation of interneurons involved in disinhibition 

will have to be identified. Both effects of dopamine, the reduction of inhibition onto 

projection neurons and the increase in inhibition onto interneurons were mediated by D2 

receptors. This indicates that the dopaminergic gating of LTP induction relies on a 

concerted and synapse-specific modulation of inhibitory network activity possibly 

involving different subpopulations of GABAergic interneurons in the LA (Fig. 19). The 

presence of spontaneous EPSP/IPSP sequences indicates that at least some interneurons 

can be activated by excitatory afferents that also impinge onto projection neurons, thus 

constituting a classical feed-forward inhibitory microcircuit (Fig. 19) that could be 

possibly recruited  by activity of sensory afferents to the LA in vivo.  

 

 

 

 

 

 

 

 
 

 
 
 
 
Fig.19. Schematic circuit diagram based on the present results illustrating two mechanisms by which 
dopamine modulates feed-forward inhibitory circuits gating LTP induction in the LA.  
(a) Dopamine D2 receptor activation suppresses feed-forward inhibition by decreasing quantal content at 
inhibitory synapses onto projection neurons. (b) Dopamine D2 receptor activation facilitates inhibition onto 
interneurons. The enhancement of inhibition onto interneurons may involve an increase in excitatory input 
onto disinhibitory interneurons, an increase in their excitability due to depolarization, or a direct effect on 
transmission at interneuron-interneuron synapses. Putative synaptic connections are represented by a 
dashed line. PN: Projection neuron; IN: interneuron. 
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The finding that modulation of feed-forward inhibition is able to control the induction of 

LTP in the amygdala is consistent with previous studies in the hippocampus, indicating 

that LTP induction is facilitated upon blockade of GABAA receptors (Wigstrom and 

Gustafsson, 1983), or GABAB autoreceptors on feed-forward interneurons (Davies et al., 

1991), and may be explained by several possible mechanisms resulting in a reduction in 

postsynaptic depolarization which is required for LTP induction (Blair et al., 2001; Bliss 

and Collingridge, 1993; Sjostrom et al., 2001). First, our own results (Fig. 16a) and a 

recent study on hippocampal feed-forward inhibition indicates that feed-forward 

inhibition constrains the effective temporal summation of EPSPs during repetitive 

afferent activity (Pouille and Scanziani, 2001). Second, since in LA projection neurons 

APs are followed by a pronounced afterdepolarization, feed-forward inhibition may also 

reduce the temporal summation of afterdepolarizations during bursts of backpropagating 

APs (Sjostrom et al., 2001). Third, based on the observation that dendritic EPSPs can 

boost AP backpropagation (Stuart and Hausser, 2001), it is possible that feed-forward 

inhibitory inputs might interfere with AP backpropagation. Finally, rather than acting on 

autoreceptors on inhibitory terminals, GABA released by feed-forward inhibitory neurons 

might activate heterosynaptic GABAB receptors located presynaptically on excitatory 

synaptic boutons (Yamada et al., 1999) thereby reducing the probability of release at 

glutamatergic afferent synapses during pairing. A common consequence of these 

mechanisms would be a decreased activation of NMDA receptors or voltage-gated 

calcium channels during pairing. Indeed, consistent with earlier reports indicating a role 

for NMDA receptors and voltage-gated calcium channels (VGCCs) for the induction of 

LTP at thalamo-amygdala synapses (Bauer et al., 2002; Weisskopf et al., 1999), we found 

that LTP was blocked by NMDA receptor or VGCC antagonists (Y.H. and A.L., 

unpublished results). The finding that both NMDA and VGCC antagonists interfered with 

LTP induction might indicate that, under our experimental conditions, activation of 

NMDA receptors and VGCCs during pairing were not independent processes. 

In addition to the D2 receptor-mediated suppression of feed-forward inhibition, we 

observed a dopamine-induced increase in spontaneous inhibitory network activity 

requiring D1 receptor activation. D1 receptor activation, however, was not necessary for 

the gating of LTP induction. Behavioral experiments indicate that pharmacological 

 63



Results  

 64

blockade of D1 or D2 receptors in the basolateral amygdala interferes with the 

acquisition of fear conditioning(Greba et al., 2001; Greba and Kokkinidis, 2000; Guarraci 

et al., 2000; Guarraci et al., 1999; Rosenkranz and Grace, 2002). One possible 

interpretation is that the D2 receptor-mediated suppression of feed-forward inhibition 

facilitates the induction of LTP in response to sensory input whereas the increase in 

spontaneous inhibitory network activity requiring D1 receptor activation might suppress 

synaptic plasticity induced by random associations. In addition, in vivo 

electrophysiological experiments indicate that sensory inputs to the LA may also be 

enhanced by dopaminergic attenuation of prefrontal cortical inputs suppressing the 

activity of LA projection neurons{Rosenkranz, 2001 #3}.  

In conclusion, our study suggests that dopaminergic suppression of feed-forward 

inhibition represents one key mechanism underlying the acquisition of fear conditioning. 

Furthermore, dopaminergic neuromodulation of inhibitory synaptic transmission seems to 

be pivotal not only for the acquisition, but also for other processes such as retrieval or 

extinction (El-Ghundi et al., 2001; Nader and LeDoux, 1999). This suggests that 

alterations in the dopaminergic projection to the amygdala might have profound effects 

on amygdala-dependent emotional behavior. Such alterations could for instance be 

induced by stress, particularly during early development (Heidbreder et al., 2000), 

thereby contributing to various conditions with emotional dysregulation (Klimek et al., 

2002; Tessitore et al., 2002). 
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Materials and Methods 
 

Slice preparation.  Standard procedures were used to prepare 350 µm thick coronal 

slices from three to four week old male C57BL/6J mice following a protocol approved by 

the Veterinary Department of the Canton of Basel-Stadt. Briefly, the brain was dissected 

in ice-cold artificial cerebrospinal fluid (ACSF), mounted on an agar block and sliced 

with a vibratome at 4°C. Slices were maintained for 45 min. at 35°C in an interface 

chamber containing ACSF equilibrated with 95% O2/5% CO2 and containing (in mM): 

124 NaCl, 2.7 KCl, 2 CaCl2, 1.3 MgCl2, 26 NaHCO3, 0.4 NaH2PO4, 10 glucose, 4 

ascorbate, and then for at least 45 min. at room temperature before being transferred to a 

superfusing recording chamber. 

Whole-cell recordings. Whole-cell recordings from LA projection neurons and 

interneurons were performed at 30-32°C in a superfusing chamber. Neurons were 

visually identified with infrared videomicroscopy. Patch electrodes (3-5 MΩ) were 

normally filled with a solution containing (in mM): 120 K-gluconate, 20 KCl, 10 HEPES, 

10 phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.1 % biocytin, pH 7.25, 295 mOsm. To 

resolve IPSPs at resting membrane potential in interneurons intracellular Cl– 

concentration was lowered to 2 mM by replacing KCl with equi-osmolar K-gluconate. 

For voltage-clamp recordings of sIPSCs and mIPSCs, K-gluconate and KCl were 

replaced by equimolar CsCl. For experiments assessing postsynaptic responses, the 

GABAA receptor agonist muscimol (50 µM) was pressure applied (20 psi; duration 6 ms) 

every 60 s via a puffer pipette (containing 20 µM CNQX and 20 µM CPP), placed near 

the soma. 

Stimulation and analysis. Afferent fibers were stimulated with a bipolar twisted 

platinum/10% iridium wire (25 µm diameter). LTP was induced by pairing 3 

monosynaptic EPSPs with 3 APs (elicited by 0.8 nA, 5 ms current steps; EPSP onset-AP 
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peak delay was 10  ms) at 33 Hz (Weisskopf et al., 1999). This pattern was repeated 15× 

at 0.2 Hz. LTP was quantified for statistical comparisons by normalizing and averaging 

EPSP slopes during the last 10 min. of experiments relative to 10 min of baseline. 

Depolarization during pairing was measured by averaging depolarization during a 1 ms 

time window just before the 2nd and 3rd spike of a spike burst. The reduction in disynaptic 

inhibition was quantified as change in IPSP amplitude relative to baseline, which does 

not include the fraction of inhibitory conductance at membrane potentials positive to the 

holding potential. All membrane potentials have been corrected for a junction potential of 

11 mV recorded with the K-gluconate internal solution. Data were recorded with an 

Axopatch200B, filtered at 2 kHz and digitized at 10 kHz. In all experiments series 

resistance was monitored throughout the experiment by applying a hyperpolarizing 

current or voltage pulse, and if it changed by more than 15%, the data were not included 

in the analysis. Data were acquired and analyzed with: ClampEx8.0, ClampFit8.0 (Axon 

Instruments, Union City, CA, USA), Mini Analysis Program (Synaptosoft, Decatur, GA, 

USA), and the LTP Program (W. Anderson, University of Bristol, UK). The thresholds 

for mIPSC and sIPSC detection were set to 5 pA and 12 pA, respectively. Average 

frequency changes were calculated by averaging in each cell two min. during baseline 

and at the end of dopamine application. A time bin of two min. contained at least 700 

(mIPSCs) or 1400 (sIPSCs) events. Frequency and amplitude of mIPSCs and sIPSCs 

within individual neurons were evaluated using cumulative probability analysis, with 

statistical significance determined by using the Kolmogorov-Smirnov nonparametric two-

sample test. All other statistical comparisons were done with paired or unpaired Student’s 

t-test as appropriate (P < 0.05 was considered significant). All values are expressed as 

means ± s.e.m. CNQX, (S)-(–)-sulpiride, (–)-quinpirole, dihydrexidine, and SCH23390 

were from Tocris-Cookson (Bristol, UK), TTX from Latoxan (Valence, France). CPP and 

CGP54626 were obtained as a gift from Novartis Inc. (Basel, Switzerland). All other 

drugs were from Fluka/Sigma (Buchs, Switzerland). 
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Morphology.  Following immersion fixation of the slices in 4% PFA, biocytin-filled 

neurons were visualized using the standard ABC method (Vector Laboratories,  

Peterborough, UK) and nickel-intensified DAB as a chromogen. 
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3.2-Unpublished Results 
 
Dopaminergic Modulation of Spontaneous Inhibitory Network Activity 
in the Lateral Amygdala. 
 
 
 
The amygdala plays an important role in the association of sensory stimuli with 

aversive outcomes (LeDoux, 2000). Powerful inhibitory circuits exist in the 

amygdala resulting in the low spontaneous firing rates of principal neurons 

observed in vivo (Lang and Pare, 1997; Pare et al., 2003; Quirk et al., 2003). There is 

converging evidence that dopamine (DA) plays a significant role in fear conditioning 

(Lamont and Kokkinidis, 1998; Nader and LeDoux, 1999) and previous studies 

revealed that systemic administration of dopamine agonists increases the 

spontaneous firing rate of interneurons in the LA (Rosenkranz and Grace, 1999). 

However, the effect of dopamine on spontaneous network activity in the LA in vitro 

has never been assessed. Here, we show that bath application of dopamine (100 µM) 

increases the frequency of spontaneous inhibitory postsynaptic currents (IPSCs) 

recorded from pyramidal cells in the LA. Recordings of miniature postsynaptic 

currents (mIPSCs) and direct recordings from interneurons suggest that dopamine 

mediates its action by depolarizing local interneurons. In contrast to the effect of 

dopamine on feed-forward inhibition and LTP induction (Bissiere et al., 2003), the 

increase in the frequency of spontaneous inhibitory networks required the 

activation of D1 receptors in synergy with D2 receptors. Moreover, preliminary 

data revealed that the signaling cascade resulting in this effect does not require the 

activation of conventional downstream targets of G-protein coupled DA receptors. 

 
We have addressed the effect of dopamine on spontaneous inhibitory network activity in 

the LA using in vitro whole-cell voltage clamp recordings at -70 mV obtained from 

projection neurons. Spontaneous inhibitory postsynaptic currents (sIPSCs) were selected 

for using a Cs Cl-based intracellular solution in the presence of blockers of excitatory 

synaptic transmission (10 µM of CNQX and D-CPPene) applied in the extracellular 

solution. Perfusion of DA (100 µM) for 10 min increased the spontaneous inhibitory 
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network activity as measured by the frequency of sIPSCs (157% ± 13% of baseline; n = 

8; P < 0.01; Fig. 19). The role of DA on the spontaneous excitatory network was also 

assessed by measuring the spontaneous excitatory postsynaptic currents (sEPSCs) at -

70mV in the presence of the GABAA receptor antagonist picrotoxin (100µM) and by 

using a K+ gluconate based solution. Bath-application of DA did not affect the frequency 

or the amplitude of the sEPSCs (109% ± 15% of baseline; n = 6; Fig.  20). 

 

Dopamine depolarizes interneurons 

To assess whether dopamine directly affected the properties of  inhibitory synaptic 

transmission, we recorded mIPSCs from pyramidal cells at -70 mv in the presence of 

TTX (1 µM). DA application did not change the frequency of mIPSCs ( 103% ± 2 % of 

baseline; n = 5; Fig. 22A to C). In addition, direct current clamp recordings from LA 

interneurons revealed that DA depolarizes the membrane potential by 5.3 ± 1.1 mV  (n = 

7; P < 0.01; Fig. 22D). These results suggest that dopamine modulates the 

somatodendritic properties of interneurons resulting in an increased excitability and 

higher spontaneous firing rate. 

 

Dopamine receptor subtype mediating the increase in sIPSCs frequency 

To investigate which DA receptor was underlying the above observations, we perfused 

D1 or D2 receptor antagonists during DA application. We found that application of the  

of the D2 receptor antagonist sulpiride (25 µM) with dopamine still induced an increased 

in the frequency of sIPSCs (134 ± 3% of baseline; n = 3; P < 0.05; Fig. 23B). However, 

application of the D1 receptor antagonist SCH 23390 (25 µM) completely abolished the 

DA-mediated increase in the frequency of sIPSCs  (Fig 23.A). In contrast, neither the D1 

receptor agonist, dihydrexidine (10 µM) nor the D2 receptor agonist quinpirole (10 µM) 

were able to reproduce the effect of DA on sIPSCs (Fig. 23C to D). However, co-

application of both agonists could partially mimic the DA effect on sIPSC frequency 

increased in sIPSC frequency (20 µM; 115% ± 8% of baseline; n= 8; P <0.01; Fig. 23E 
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). These results  suggest that the effect of DA on the sIPSC frequency is a D1 receptor 

mediated  process requiring however the concomitant activation of D2 receptors.     

 

Signaling mechanisms mediating the DA-dependent increase in sIPSC frequency 

DA receptors have been demonstrated to be couple to Gi and Gs signaling mechanisms 

(Missale et al., 1998), eventually resulting in the modulation of ligand and voltage-gated 

ion channels. To elucidate which signaling mechanisms resulted in an increased 

frequency of sIPSCs, we first addressed the question whether dopamine receptors in the 

LA were coupled to the Gs subunit. Activation of Gs  leads to an increase in cAMP levels 

which is turn activate protein kinase A (PKA). Preliminary data showed that application 

of DA in the presence of Rp-cAMP (100 µM), a cAMP analogue, still induced an 

increase in the frequency of sIPSCs (24% ± 18 P< 0.007 n = 2 Fig. 24A). Moreover, we 

investigated whether DA activated the enzyme phospholipase C (PLC) via activation of 

the Gq subunit. However, even in the presence of U71322, a PLC inhibitor, DA still 

induced an increase in the sIPSC frequency (38% ± 9  P< 0.0001 n=3 Fig. 24B). Most of 

what we know on the signaling of dopamine receptors through heterotrimeric G-proteins 

was mainly ascribed to the role of the Gα subunits. However, little is known about the 

involvement of the βγ subunit. To assess if the effect of dopamine was mediated via a βγ-

dependent mechanism, we perfused suramin, a drug that interferes with Gα subunit 

signaling, together with dopamine. One single experiment could be performed, and 

recordings from this cell showed  that dopamine was still able to induce an increase in the 

frequency of sIPSCs (Fig. 24C).  

 

DA induces alteration in the burst frequency, synchronization and oscillatory 

inhibitory network activity in the LA. 

In addition to an increase in sIPSCs frequency reflecting a change in the firing of 

interneurons, DA also triggered changes in the pattern of the sIPSCs towards more 

rhythmic activity. In some cells, this sometimes resulted in the induction of multisecond 

oscillations Fig.25 .    
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Discussion: 

Consistent with in vivo studies showing an increase in the spontaneous firing rate of 

interneurons upon systemic administration of DA agonists (Rosenkranz and Grace, 

1999), we observed that bath application of DA increased the frequency of sIPSCs 

recorded from pyramidal neurons in the LA (Fig. 20). This effect was specific as DA did 

not induce changes in the sEPSCs recorded from pyramidal cells (Fig.21). The frequency 

of mIPSCs was not affected by DA suggesting that the properties of the inhibitory 

synapses were unchanged (Fig. 22). In contrast, we found that DA induced a 

depolarization of local interneurons resulting in an increased excitability and a increased 

in the frequency of action potential (AP) firing (Fig. 22D). Overall, these results suggest 

that DA directly modulates the perisomatic properties of  LA interneurons. However, it is 

unclear whether DA depolarizes all interneurons or certain subtypes (McDonald and 

Mascagni, 2001; McDonald and Pearson, 1989). One way to answer that question would 

be to directly record from identified interneuron subpopulations. Pharmacological data 

indicate that DA in the presence of the D2 antagonist sulpiride still induced an increase in 

the frequency of sIPSCs. In contrast DA application in the presence of SCH 23390, a D1 

receptor antagonist could block the effect of dopamine effect on the sIPSCs frequency 

(Fig. 23A,B). Both antagonists induced a decrease in the sIPSCs baseline frequency 

suggesting a certain level of tonic receptor activation in our preparation. In addition, co-

application of D1 or D2 receptor antagonists with DA resulted in opposite modulation of 

the sIPSC frequency (Fig. 23A,B). These results demonstrated that only the activation of 

D1 receptors was able to induce an increase in the sIPSC frequency (Fig. 23A). Next, we 

showed that bath application of the D1 agonist dihydrexidine or, the D2 agonist 

quinpirole alone could not mimic the effect of dopamine (Fig. 23C and D). However, co-

application of the two agonists together, partially mimicked the DA-mediated effect on 

the sIPSC frequency (Fig. 23E). These results indicate that D1 receptor activation are 

required but not sufficient for the increase in the sIPSCs frequency. Rather, a synergistic 

interaction between D1 and D2 receptors seem to mediate this process. Such interactions 

have already been observed to be important for locomotor activity in vivo (Jackson and 

Hashizume, 1986). Similarly, synergy between the two receptors appears to be important 
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for the modulation of firing rates recorded in vivo from basal ganglia neurons (Carlson et 

al., 1987; Walters et al., 1987), with important implications for Parkinson's disease or 

schizophrenia. In the amygdala the ratio of D1 to D2 receptors expressed in different 

neurons, activated during different behavioral states might explain why dopamine does 

not affect the sEPSCs under our experimental conditions. When stimulating thalamic 

afferents to the LA, DA inhibits feed-forward inhibition via D2 receptor activation 

(Bissiere et al., 2003). The different modulatory actions of these two receptors suggests 

opposite roles for DA depending on its concentration and on the relative contribution of 

D1/D2 receptors. During inactivated state of the amygdala, DA would have a filtering 

role by keeping the level of spontaneous inhibition high and the level of random 

association low. This effect would require the simultaneous activation of D1 and D2 

receptors and the subsequent depolarization of interneurons. In contrast, upon the arrival 

of relevant sensory informations, dopamine via a D2 effect supresses feed-forward 

inihibition and allows for associative learning  (Bissiere et al., 2003). Such a bidirectional 

modulation has also been observed in the prefrontal cortex, the nucleus accumbens and 

the striatum (Gorelova et al., 2002; Guzman et al., 2003; Seamans et al., 2001; 

Vanderschuren et al., 1999) where dopamine has differential effects on spontaneous or 

stimulated GABA release by activating different receptor subtypes.  

Our preliminary data suggests that the increase in sIPSC frequency does not require PKA 

or PLC activation (Fig. 24A, B). These findings are consistent with studies demonstrating 

that D1 receptors in the BLA do not couple to the cAMP pathway (Leonard et al., 2003). 

In vitro electrophysiological studies in cortical layer V-VI pyramidal neurons, reported 

that DA increases the frequency of sIPSCs by suppressing an inward rectifier K+ current 

and a resting leak K+ current, leading to a depolarization of  interneurons (Gorelova et al., 

2002; Seamans et al., 2001). Similarly, in the striatum DA, via activation of D1 receptors, 

depolarizes interneurons and increases the excitability of interneurons by supressing K+ 

currents (Bracci et al., 2002). In addition to K+ channels, D1 receptors can also directly 

modulate calcium channels, or physically interact with ionotrophic receptors. Recently a 

certain number of DA receptor associated proteins (DRIPs) have been identified, opening 

new insight on the proteins that might regulate the intracellular activity of dopamine 

receptors (Bergson et al., 2003). In addition, D1 and D2 receptor interactions might lead 
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to unique functional properties as already observed for heterodimers formed by D2 and 

D3 receptors (Scarselli et al., 2001). Finally, we also observed that bath application of 

DA induced synchronization in the firing of interneurons that sometimes resulted in the 

activation of multisecond oscillatory network  activity (Fig.25). In the hippocampus, DA 

was shown to modulate network properties by inducing oscillatory processes important 

for learning and memory function (Lisman and Otmakhova, 2001). In the amygdala, a 

range of slow waves (< 1 Hz) to  fast gamma (γ) oscillations have been observed in  vivo 

and in vitro (Pape et al., 1998; Pare et al., 1995). It has been suggested that oscillatory 

activity in the LA enables consolidation of memory processes and facilitates interactions 

with  neocortical storage sites (Collins et al., 2001; Pare et al., 2002; Pelletier and Pare, 

2004). However, at this point the relevance of these spontaneous oscillations and the 

exact conditions of their occurence, are unclear. One possibility would be that DA, by 

depolarizing a large number of interneurons, would induce network activity mediated by  

synchronization through gap junction. Similarly, DA could directly modulate the 

properties of gap junctions. Such an effect has previously been reported in the 

mammalian retina where DA via D1 receptor activation modulates the gap junctions 

connecting amacrine cells (Hampson et al., 1992).   As a next step, it will be important to 

identify the different interneuron subtypes present in the LA. This can be done by 

analyzing mice expressing GFP under the control of specific promoters. In this way, 

interneurons involved in feed-forward inhibition or in dishinibition could be identifed and 

the role of dopamine assessed in details. In addition, paired recordings from interneurons 

or interneuron-pyramidal cells will also give important informations on the network 

connectivity, inhibitory network and network oscillations of the LA. Here again the use 

of GFP mice should be a very helpful tool. Overall these studies will bring a better 

understanding of the mechanisms underlying the acquisition, storage, extinction and 

recall of emotional information.   
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Fig.20. Dopamine increases spontaneous inhibition 

A. Two sweeps taken from a single experiment showing sIPSCs  before and after 
dopamine application B. Cumulative probability plot before, during and after dopamine 
application. C. Scatter plot of a single experiment D. Summary graph illustrating the time 
course of dopamine action on the sIPSCs frequency normalized to the baseline (n = 8).       
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Fig.21. Dopamine does not effect spontaneous excitatory network activity 
 
All the experiments are carried out in the presence of picrotoxin  
A. Two time frames taken from a single experiment showing sEPSCs during baseline and 
dopamine application. scale as indicated. B. Scatter plot of a single experiment showing 
the effect of dopamine of sEPSCs frequency C. Summary graph of the frequency (open 
circle) and the amplitude (closed circle) of sEPSCs normalized to 100% of baseline of 
dopamine application (n=6). 
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Fig.22. Dopamine increases the spontaneous inhibitory network activity by 
modulating the somatodendritic properties of interneurons. 
 
A. Two sweeps from a single experiment showing mIPSCs during baseline and upon 
dopamine application. B. Summary graph of mIPSC frequency in the presence of 
dopamine (n=5). C. Cumulative plot of the inter-event interval frequency during baseline 
and dopamine application. D. Bottom, an experiment showing the time course of 
dopamine on the membrane potential recorded from an interneuron. Inset, an example of 
two membrane potential recordings before and after dopamine application. 
 

 76



Results 

 
 
 
 
 
 
 
 
 
 
 0

 
 
 
 
 
 
 
 50
 
 
 
 E
 
 
 
 
 
 
 
 
 
 0
 
 
 

Time (min)

0 10 20 30 40 50 60 70

sI
P

S
C

 fr
eq

ue
nc

y 
(%

)

50

100

150

200 DA DA

D1 antagonist

A B

C D

 Quinpirole

Time (min)

0 10 20 30 40 50 60
0

50

100

150

200 DA DA

D2 antagonist

Dihydrexidine

Time (min) Time (min)

0 10 20 30

%
 o

f b
as

el
in

e

0

100

150

200

Time (min)

0 10 20 30

sI
PS

C
s 

fr
eq

ue
nc

y 
%

 b
as

el
in

e

50

100

150

200

 Dihydrexidine + Quinpirole

0 10 20 30

%
 o

f b
as

el
in

e

0

50

100

150

200

Fig.23. Dopamine-dependent increase in sIPSCs requires D1 receptor activation and 
D1/D2 receptor synergy. 
 
A. Summary plot showing the effect of dopamine on the sIPSCs frequency, measured as 
a 100% of baseline in the presence of SCH 23390, a D1 receptor antagonist (n= 4). As a 
control the effect of dopamine was assessed at the begining of the experiment B. Same as 
in A, in the presence of the D2 antagonist sulpiride ( n = 3). C and D Effect of the D2 
and D1 receptor agonits, quinpirole and dihydrexidine on the frequency of sIPSCs (n = 5 
and n= 6 respectively). E. Summary plot showing the effect of  D1 and D2 agonists co 
application the D1 on the sIPSCs frequency (n=8).  
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Fig.24. The increase in the sIPSC frequency does not require the activation of PKA 
or PLC. 
 
A. Summary plot showing the effect of  dopamine on the frequency of sIPSCs, measured 
as a 100% of the baseline, in the presence of RP-cAMP (n = 2). B. Same as in A in the 
presence of the PLC blocker U71322 (n=3).C. a single experiment assessing the effect of 
dopamine on the frequency of sIPSCs in the presence of suramin (n=1). For 
concentrations see text. 
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Fig.25. Dopamine induces inhibitory oscillatory network activity. 

A. A time frame taken from one single experiment, showing rhythmic events in the 
presence of dopamine. B. Selected events at higher magnification, scale as indicated. C. 
An isolated event. D. Auto correlation plot of inter-event intervals found during this 
multisecond oscillations. Each peak represent the population of events separated by the 
same time intervals. 
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Materials and Methods 

Slice preparation.  Standard procedures were used to prepare 350 µm thick coronal 

slices from three to four week old male C57BL/6J mice following a protocol approved by 

the Veterinary Department of the Canton of Basel-Stadt. Briefly, the brain was dissected 

in ice-cold artificial cerebrospinal fluid (ACSF), mounted on an agar block and sliced 

with a vibratome at 4°C. Slices were maintained for 45 min. at 35°C in an interface 

chamber containing ACSF equilibrated with 95% O2/5% CO2 and containing (in mM): 

124 NaCl, 2.7 KCl, 2 CaCl2, 1.3 MgCl2, 26 NaHCO3, 0.4 NaH2PO4, 10 glucose, 4 

ascorbate, and then for at least 45 min. at room temperature before being transferred to a 

superfusing recording chamber. 

Whole-cell recordings. Whole-cell recordings from LA projections neurons were 

performed at room temperature and neurons were visually identified with infrared 

videomicroscopy. sIPSCs were recorded in voltage clamp using a CsCl- based 

intracellular solution containing (in mM) 140 CsCl- , 5 HEPES, 1.1 EGTA, 10 

phosphocreatine, 5 QX-314 Cl- , 4 MgCl2 , pH 7.25, 295 mOsm. For sEPSCs recordings 

a K-gluconate intracellular solution was used containing (in mM): 120 K-gluconate, 20 

KCl, 10 HEPES, 10 phosphocreatine, 4 Mg-ATP, 0.3 Na-GTP, 0.1 % biocytin, pH 7.25, 

295 mOsm.  

Acquisition software and analysis. sIPSCs and sEPSCs were acquired and analyzed 

with ClampEx8.0, Clampfit 8.0  (Axon Instruments, Union City, CA, USA) and Mini 

Analysis Program (Synaptosoft, Decatur, GA, USA), The thresholds for sIPSC and 

sEPSC detection were set to 12 pA.  Average frequency changes were calculated by 

averaging each cell for two minutes during baseline and two minutes at the end of 

dopamine application. Frequency and amplitude of sIPSCs within individual experiments 

were evaluated using cumulative probability analysis, with statistical significance 

determined by using the Kolmogorov-Smirnov nonparametric two-sample test. All other 

statistical comparisons were done with paired or unpaired Student’s t-test as appropriate 

(P < 0.05 was considered significant). All values are expressed as means ± s.e.m. CNQX, 
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(S)-(–)-sulpiride, (–)-quinpirole, dihydrexidine, and SCH23390 were from Tocris-

Cookson (Bristol, UK), sulpiride, U71322, Rp-cAMPs and suramin were from 

Fluka/Sigma (Buchs, Switzerland).    

 



General Discussion  

4- General Discussion 
 
 
In this chapter I will discuss some of our major findings and try to present them in a more 

general context of synaptic plasticity mechanisms. I will first discuss the functional 

implication of LTP at thalamo-amygdala synapses and its relevance for fear conditioning. 

Then, I will discuss inhibitory circuits in the LA and how they may control the 

acquisition and expression of fear conditioning. Finally I will report on the role of 

catecholamine on the modulation of plasticity in the LA compared to other brain areas.  

 

4.1. Thalamic-amygdala plasticity and fear conditioning. 

 

The neural pathways mediating fear conditioning involve the transmission of information 

about the CS and the US to the LA (for review see Blair et al, 2001). In vivo  studies 

provided  evidence that fear conditioning is accompanied by an enhancement of synaptic 

transmission at auditory input synapses to the LA. Rogan and LeDoux (1995), provided 

the first link between fear learning in the amygdala and LTP at thalamo-amygdala 

synapses, in freely moving animals. To explain how neural responses to the CS and the 

US could induce LTP-like changes at these synapses, Blair et al (2001) developed the 

following cellular hypothesis. They proposed that the CS evokes EPSPs at the sensory 

input synapses on LA pyramidal neurons while the US would strongly depolarize the 

same cell (Blair et al., 2001). Therefore, to investigate the mechanisms underlying LTP at 

thalamo-amygdala synapses in vitro, we paired short bursts of thalamic afferent 

stimulation with bursts of postsynaptic action potentials (see Materials and Methods). 

Further experiments indicated that this LTP was dependent on NMDARs and VGCCs 

(Humeau et al, unpublished data). So far, results on LTP at these synapses had been 

contradictory mainly due to the different stimulation protocols used. Weisskopf et al 

(1999) found that LTP induced by trains of thalamic afferent stimulation at 30Hz, with 

brief postsysnaptic depolarization, was dependent on L-type VGCCs but independent of 

NMDAR activation. Also, Bauer et al (2002) induced pharmacologically distinct types of 

LTP at these synapses. They reported that a pairing protocol that included brief 

postsynaptic depolarization, led to a VGCCs-dependent but NMDAR-independent LTP. 
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Conversely, tetanic stimulation of thalamic afferent that produced a prolonged 

depolarization of the postsynaptic cell without spikes, resulted in an NMDAR dependent 

LTP. However, behavioral studies, carried out by other labs  showed that both NMDARs 

and VGCCs are necessary for fear memory acquisition (Borroni et al., 2000; Rodrigues et 

al., 2001; Walker and Davis, 2000). Other behavioral groups suggested that NMDARs, in 

particular the ones containing NR2B subunit, are essential for the short-term of memory 

(STM) (Rodrigues et al., 2001; Walker and Davis, 2000). On the other hand, L-type 

VGCCs would be involved in the long term phase of memory (LTM). A number of 

experiments demonstrated that in vitro, L-type VGCCs are involved in c-AMP response 

binding protein (CREB). L-type VGCCs are therefore capable of influencing the protein 

synthesis required for the long term maintenance of LTP (Schafe et al., 2001). NMDARs, 

on the other hand would play a role in the short term phase of LTP by activating local 

protein kinases that can phosphorylate membrane proteins. The LTP induced by our 

pairing protocol was dependent on both NMDARs and VGCCs (Humeau et al, 

unpublished data) and are therefore in accord with behavioral studies. 

Together, the above findings suggest that hebbian LTP can be induced at thalamo-

amygdala synapses onto projection neurons in the LA and that it requires both NMDAR 

and VGCCs. The exact role of these two coincidence detectors and their interaction 

during LTP acquisition and expression remains to be investigated. 

 

A number of questions have been raised concerning the different timing requirements 

needed for CS-US associations and for LTP formation. VGCCs were shown to be 

activated in the hippocampus when the EPSP precisely coincided with the BPAPs at the 

synapse (Magee and Johnston, 1997). Since both the EPSPs and BPAPs are quite short in 

duration this might impose a natural temporal constraint during learning in the LA. Spike 

timing windows resume the amount of potentiation or depotentiation induced by pairing 

EPSPs and BPAPs at different time intervals and at different frequency. Such graph gives 

indication on the precise pre and postsynaptic coincidence requirements for synaptic 

modification at particular synapses. In the hippocampus or in the cortex, spike timing 

windows revealed that LTP can be induced only when the postsynaptic spike occurs 

within 20 ms of the onset of the EPSP. Conversely, synaptic depression is induced if the 
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BPAPs are generated before the EPSPs, (Bi and Poo, 1998; Markram et al., 1997). Data 

from our lab indicate that in the LA, pairing a single EPSP from thalamic afferent 

stimulation with a single BPAP (x 100 at 0.14 Hz) also results in a narrow plasticity 

window (Humeau et al, unpublished results) . LTP at thalamo-amygdala synapses can 

only be triggered when the BPAPs occur within 15 ms after  the onset of the EPSPs. This 

time window is very precise given the low average firing rates observed for principal 

neurons in the LA in vivo (Lang and Pare, 1997a). In the cortex and in the hippocampus, 

critical spike timing windows for LTP can be increased to 100 ms when the EPSPs are 

paired with  multiple BPAPs (Gustafsson et al., 1987; Paulsen and Sejnowski, 2000). 

This suggests that a burst of APs can offer a means of broadening the window of 

plasticity. However, pairing bursts of EPSPs with bursts of AP at thalamo-amygdala 

synapses did not broaden the spike timing window for LTP. Changing the frequency at 

which the pairing was applied however,  shifted the most efficient timing intervals and 

the absolute magnitude of the LTP (Humeau et al, unpublished results). It remains 

difficult to explain how a process like LTP, where the optimal time window during which 

pre- and postsynaptic activity have to occur within 100ms, can underlie CS-US 

associations that can take place in the range of seconds or even minutes. In vivo studies 

reported that cells in the LA respond with a burst of APs to the  onset of a tone and then 

fire more sparsely until the end of the tone presentation (Collins and Pare, 2000; Quirk et 

al., 1997; Quirk et al., 1995). It is therefore possible that the neurons do not fire just prior 

to the US presentation. Activity of the sensory afferents in this case might still be enough 

to provide glutamate release during the CS presentation until the US is presented. 

Another explanation comes from observations in cortical areas such as the perhirinal 

cortex, where special types of neurons are capable of maintaining sustained firing for up 

to several seconds after depolarization. Based on the presence of these types of neurons 

and their connectivity, models have now been proposed for the amygdala (Faulkner and 

Brown, 1999; Faulkner, 1997). Another criticisms of LTP being a substrate of fear 

conditioning, addresses the discrepancies between the decay of LTP and the decay of 

forgetting. However, by addressing these type of criticisms one might have under-

estimated the involvement of other brain areas in memory processes. It is possible that 

the LTP triggered at one synapse is being compensated at other synapses or even in other 
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brain areas, resulting in no overall potentiation. Therefore, LTP is probably still the best 

mechanism so far to account for long-term memory formation in brain areas including the 

LA. However, in the process of understanding what occurs under natural conditions, a 

effort should be made to incorporate to the current research on local circuits, the 

interactions between the LA and other brain areas.     

 

4.2. Thalamic versus cortical inputs to the LA 

 

Past studies have shown that not all aspects of emotional learning are mediated by  

thalamic projections to the amygdala and that association between complex stimuli and 

their affective representations also requires cortical input to the amygdala (Armony et al., 

1998; Armony et al., 1997; Quirk et al., 1997). Consistent with this idea the burst pairing 

protocol used in our experiment to induce LTP at thalamo-amygdala synapses was input 

specific, and did not induce plasticity at cortico-amygdala synapses (Humeau et al, 

unpublished data). Induction of LTP at cortico-amygdala synapses has precisely been 

shown to be induced by high frequency stimulation (Huang and Kandel, 1998; Huang et 

al., 2000). This LTP required NMDAR activation and postsynaptic Ca2+, influx implying 

that it is Hebbian in nature. In these studies, LTP at cortico-amygdala synapses was also 

induced by pairing weak presynaptic stimulation with prolonged postsynaptic 

depolarization (Huang and Kandel, 1998). This protocol led to a form of LTP, induced 

postsynaptically, but expressed presynaptically via mechanism requiring PKA activation 

(Huang and Kandel, 1998). These data suggest that both pathways are able to support 

conditioning, which is in accord with previous lesion studies (Campeau and Davis, 1995; 

Romanski and LeDoux, 1992). However, the possibility that there could be associative 

interactions between the two afferents had never been looked into until recently. The 

work of Doyère and LeDoux (2003) showed that in awake and freely moving animals, 

both the thalamic and cortical pathways could undergo input-specific LTP. This LTP 

could last for over twenty-four hours which is consistent with long-term memory storage. 

They also found that similarly to associative processes in the hippocampus, these two 

pathways could be reciprocally potentiated by their simultaneous tetanization. They 

suggested that this form of associativity could led to a mutual strengthening during CS-

 85



General Discussion  

US formation (Doyere et al., 2003). Recent work from our lab confirmed these findings 

by showing that only a simultaneous stimulation of thalamic and cortical afferents in 

vitro could restore LTP at cortical inputs (Humeau et al., 2003). The mechanisms 

underlying this form of heterosynaptic associative LTP at cortical afferents were also 

investigated. In their study, Humeau et al found that the repetitive stimulation at thalamic 

afferents increased the probability of release at cortical afferents in a presynaptic 

NMDARs-dependent manner. In addition, this LTP did not require postsynaptic 

NMDARs or Ca2+ influx and did not require network activity indicating that it is entirely 

determined by presynaptic mechanisms (Humeau et al., 2003). These data confirm that 

other forms of synaptic plasticity besides the classical hebbian LTP can be induced in the 

LA. The fact that converging afferents are able to independently support plasticity and 

also influence each other, adds more complexity to the integrative properties underlying 

sensory processes.  

 

4.3 Amygdala and inhibition 

 

During an LTP experiment, the inhibitory network is usually blocked by GABA 

antagonists, in order to focus on the properties of glutamatergic synapses per se. In the 

amygdala the spontaneous firing rates of projection neurons are some of the lowest of the 

brain (Pare and Collins, 2000; Pascoe and Kapp, 1985; Quirk et al., 1997), suggesting the 

existence of a tight inhibitory control. To understand the role of  LTP in the LA under 

physiological conditions, we induced LTP at the thalamo-amygdala synapses in the 

presence of functional synaptic inhibition. Consistent with the idea that inhibition is a 

major determinant of LA plasticity, LTP could no longer be induced. We next stimulated 

thalamic afferents while recording from pyramidal cells in the LA. This, elicited an initial 

EPSP that was truncated by a large amplitude prolonged IPSP. In the presence of 

picrotoxin, the amplitude and the decay time of the evoked EPSPs were much longer. In 

addition, bursts of evoked EPSPs elicited in the absence of inhibition were able to sum up 

over time, bringing the cell closer to firing threshold. In the presence of inhibition 

however, evoked IPSPs were dominant and summation of excitatory events was 

prevented. Similar results were observed in vitro by others (Lang and Pare, 1997a; Lang 
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and Pare, 1998; Washburn and Moises, 1992a; Washburn and Moises, 1992b). In vivo 

studies reported that the spontaneous activity in the LA was similarly dominated by large 

hyperpolarizing currents (Lang and Pare, 1997b). The above observations, together with 

studies showing that auditory afferents synapse on both interneurons and pyramidal cells, 

support the existence of a feed-forward inhibitory circuit in the LA (Szinyei et al., 2000). 

Feed-forward inhibition occurs when an afferent fiber excites both excitatory and 

inhibitory neurons. Activation of inhibitory neurons provides in turn inhibition to the 

same projection neuron population. Feed-forward circuits have been well characterized in 

the hippocampal formation (Buzsaki, 1984; Pouille and Scanziani, 2001) and it was  

suggested that such an arrangement exists to exert a powerful regulatory control over the 

hippocampal network (Jonas et al., 2004). The level of control is not static but rather 

depends on both the nature of transmission at the target neurons, and on the subtype of 

interneurons activated. Interneurons targeting the soma of pyramidal cells respond faster 

and more reliably, enabling a fast shunting of the EPSP and a restriction of spike 

generation. in the hippocampus, common features have been described for interneurons 

directly targeting the axon initial segment or the soma of pyramidal cells (Fujimaru and 

Kosaka, 1996; Fujise et al., 1995; Fukuda et al., 1996) which are thought to be involved 

in feed-forward mechanisms whereas interneurons targetting the dendritic domain are 

generally associated with feed-back mechanisms. Similarly, afferent fibers were also 

shown to target different interneuron subtypes (Buzsaki, 1984). In the LA, the 

topographic organization of inhibitory circuits and the characterization of intereuron 

subtypes are less understood. So far, at least three major subtypes of distinct GABAergic 

interneurons have been identified in the LA based on the expression of calcium binding 

protein and peptides. The somatostatin positive interneurons, which also express 

calbindin and neuropeptide Y, the paravalbumin positive interneurons, most of which 

also co-localize with calbindin and, the calretinin positive interneurons which also 

express vasoactive intestinal polypeptides (McDonald and Mascagni, 2001). Interneurons 

in the rat neocortex, have very similar patterns of calcium binding protein expression 

(gonchar and burkhalter). However, they also express large heterogeneous populations 

with different functional roles among the interneuron subtypes expressing the same 

proteins. In the LA,  paravalbumin (PV+) interneurons are thought to be involved in the 
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targeting of somatodendritic and axon initial segment regions of principal neurons (Smith 

et al., 2000). Our data indicated that some interneurons in the LA also receive input from 

other interneurons, implying the presence of interneurons involved in disinhibition. 

Consistent with the idea that specific interneuron population mediate dishinibition onto 

other interneurons a recent study from Muller et al, reported that in the BLA, 30% of VIP 

positive interneurons innervate interneurons that were themselves either CB positive of 

VIP positive (Muller et al., 2003). It also possible that some interneurons are not 

contacted by sensory afferents but directly by LA projection neurons therefore forming 

part of local fedback circuits. Interneurons involved in feed-forward inhibition however, 

are contacted by sensory fibers and provide a fast and strong inhibition at the soma and  

axon initial segment. In order to elicit spiking of projection neurons and produce a 

sensory ouput, thalamic and cortical afferents need to be strong enough to overcome 

feed-forward inhibition. This differential inhibitory strength in the presence or absence of 

sensory input provide an additional mean to control for the processing of relevant sensory 

information.  

Besides the presence of feed-forward inhibition, other intrinsic factors contribute to the 

strong inhibitory circuit of the LA. Compared to pyramidal cells, interneurons were 

shown to receive relatively low levels of inhibition directed towards themselves (Pare et 

al., 2003). in the LA, IPSPs recorded directly from interneurons revealed the presence of 

a GABAA but not a GABAB component. In contrast, IPSPs observed at pyramidal cells 

are biphasic and comprise both GABAA and  GABAB  components (Martina et al., 2001). 

In addition, the reversal potential of these IPSPs in interneurons was shown to be more 

depolarized relative to the ones of  pyramidal neurons (Martina et al., 2001). These 

results support the fact that interneurons fire at higher rates than projection neurons and 

suggest that they are more readily available to respond to synaptic recruitment (Penttonen 

et al., 1998). Glutamatergic synaptic transmission onto interneurons in the LA is also 

different than onto pyramidal cells. For example, interneurons in the LA contain AMPA 

receptors that lack the GluR2 subunit (Mahanty and Sah, 1998), similarly to some 

interneuron in the hippocampus (Geiger et al., 1995; McBain and Dingledine, 1993). 

These receptors, that are Ca2+ permeable, enable faster excitatory transmission and have 

recently been implicated in NMDAR-independent forms of plasticity expressed at 
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interneuron synapses (McMahon and Kauer, 1997). All these intrinsic properties confer a 

means of rapid signaling important for the role of interneurons in detecting and 

controlling synchronous principal cell population activity. During feed-forward inhibition 

interneurons must activate fast in order to shunt pyramidal cells before they fire. Thus, 

the above connectivity and intrinsic properties of interneurons provide the necessary 

mechanisms to achieve this. It is also possible that thalamic and cortical afferent fibers 

originate from different cells depending on whether they target interneuron or projection 

neuron. One way to check for this would be to trace back afferent fibers that synapse on 

both type of neurons and see if they originate from the same cell.  

During fear memory acquisition, feed-forward inhibition needs to be over-come by 

physiological means. In the hippocampus, a number of neurotransmitters and 

neuromodulators are released during different behavioral states of the animal that can 

selectively regulate the excitability of interneuron subsets. Our results demonstrated that 

in the LA, dopamine, which is normally released in this area upon stress, can play such a 

role thereby facilitating LTP induction. So far, the interneuron subtypes targeted by 

dopamine were not identified. Combining paired recordings of connected interneuron 

/pyramidal cells will give important information on inhibitory network and its regulation 

by dopamine. Imaging studies of mice expressing GFP interneuron under the control of 

specific promoters will identify the interneuron population involve in feed-forward or 

feed-back circuits. Finally, in vivo studies will shed light on the role of inhibitory 

processes and network oscillations during different behavioral states.   

 

4.3 Dopaminergic modulation of synaptic transmission and plasticity 

 

In vivo studies indicated that the activation of dopaminergic afferents to the LA is 

necessary for the acquisition of fear conditioning. This effect requires both D1 and D2 

dopamine receptor activation (Greba et al., 2001; Greba and Kokkinidis, 2000; Guarraci 

et al., 2000; Guarraci et al., 1999; Rosenkranz and Grace, 2002b). The cellular and 

synaptic mechanisms underlying this effect are, however, unknown. Our findings provide 

the first evidence that in vitro, dopamine modulates synaptic plasticity by suppressing 

feed-forward inhibition onto pyramidal cells of the LA. This effect was cell type specific 
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and did not affect the excitatory network. In addition, we could observe that D1 and D2 

receptors acted in opposite ways during the acquisition of conditioned fear. Dopamine 

was also reported to affect the responses of the LA to inputs from the medial prefrontal 

cortex (mPFC). These afferents have been shown in vivo to induce a potent inhibition of 

LA projection neurons via activation of interneurons (Rosenkranz and Grace, 

2002a).When activated, the mPFC has therefore the ability to suppress responses of the 

BLA when an emotional response to a threatening stimulus is not appropriate. D1 

receptor stimulation in the LA, was found to strongly attenuate these mPFC afferent 

inputs to the BLA (Rosenkranz and Grace, 1999). In contrast, D2 receptor activation 

potentiate sensory cortical inputs by increasing the neuronal excitability (Grace and 

Rosenkranz, 2002). Thus when dopamine is released in the LA, D1 and D2 receptors 

support different actions leading to an increased efficiency of sensory cortical afferents 

on BLA excitation. Our data showed that dopamine via D2 receptor activation facilitate 

the induction of LTP by suppressing feed-forward inhibition. This effect is mediated via 

two mechanisms, first via a reduction of the quantal content at inhibitory synapses onto 

pyramidal cells, and second by increasing inhibition onto interneuron. In contrast D1 

receptors, in co-activation with D2 receptors, seem to increase the spontaneous inhibitory 

network frequency by altering the somatodendritic properties of interneurons. These data 

suggest that D2 receptors in the LA, associated with cortical or thalamic inputs, seem to 

consistently affect the neuronal excitability of neurons in a cell type specific manner. The 

role of D1 receptors in the LA is more controversial. Their activation might be dependent 

on DA concentration, the presence or not of sensory afferents and the type of afferent 

inputs. In the mPFC, DA can either facilitate or suppress GABA release. There also, its 

action is complex and depends on a number of factors. Overall, DA by differentially 

regulating inhibition in many brain areas allows for a different type of control eventually 

leading to changes in synaptic plasticity. The involvement of catecholamine influences on 

LTP was first considered when complete depletion of catecholamines modulated the LTP 

observed in the dentate gyrus of freely moving animals (Bliss et al., 1983). Since then, 

the role of dopamine on synaptic plasticity has been examined in many brain areas 

including the striatum, the hippocampus, the prefrontal cortex and recently with our 

studies in the amygdala. These different regions do not appear to recruit the DA system in 
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similar manners (for reviews see (Lisman, 2001; Lovinger, 1996). DA modulation in the 

hippocampus and prefrontal cortex seem to be comparable in the fact that both require D1 

receptor activation for the initiation and consolidation of LTP but not D2 receptors. In the 

amygdala D1 receptor activation does not seem to be necessary for LTP induction. Such 

discrepancies might be explained by the different ratio of D1 to D2 receptor expression 

observed in different brain areas or by the distinct activation of DA systems depending on 

behavioral states. In addition DA action on synaptic plasticity might also depend on the 

history of particular synapses. Indeed, DA has also been involved in depotentiation 

processes in the CA1 region of the hippocampus and in the dentate gyrus (Kulla, 2000).       

Since most of the DA fibers innervating the hippocampus, the mPFC and the amygdala 

originates from the VTA, it is also possible that DA signals are being shaped by activity 

initiated in the VTA during different behavioral states. Several studies have also 

suggested that dopamine is not only important for the acquisition but also for the 

extinction of fear conditioning. The exact mechanisms are unclear but it is thought that 

dopamine would potentiate mPFC input to LA interneurons leading to its inactivation 

during extinction learning (willick and kokkinidis 1995) (Myers and Davis 2002). These 

results suggests that overall, dopamine seems to be able to regulate the activity of 

different brain regions throughout different stages of memory. Future work will define 

more precisely at the cellular level which specific cells dopamine targets and how it 

influences synaptic inhibitory transmission in the LA. Further, the proteins involved in 

DA modulation relevant to plasticity and memory processes will also be investigated.  

 
 
 
 
 
 
 
 
 
 
 
 
 



Conclusion and Outlook 

5- Conclusions and Outlook 
 
The experiments carried out during my thesis have revealed that, under physiological 

conditions, inhibitory circuits in the LA can prevent the induction of LTP in vitro at 

thalamic-amygdala afferents. We have shown that DA, which is released in the amygdala 

upon stress can overcome this inhibition by suppressing feed-forward inhibition and, by 

reducing the quantal content at inhibitory synapses upon thalamic afferent stimulation. 

The DA-dependent suppression of feed-forward was mediated by the activation of D2 

receptors that depolarized directly interneurons involved in dishinibitory processes. The  

mechanisms underlying the D2 receptor mediated depolarization of interneurons is at 

present not clear. In the second part of my thesis I focused on the modulation of the 

spontaneous inhibitory network activity by DA. We observed that bath application of DA 

in the absence of afferent stimulation increases the frequency of spontaneous inhibitory 

postsynaptic currents. These results are consistent with an increased firing rate of 

interneuron upon DA application and required the co-activation of  D1 and D2 receptors 

Under some circumstances, DA even induced some rhythmic oscillatory activity of 

interneurons. This suggests an important role of this catecholamine in the regulation of 

synchronous inhibitory network activity. These results have raised new questions about  

the role of inhibition in the LA: Is there an heterogeneous population of interneurons ? 

Can we differentiate them on the basis of neurochemical markers such as paravalbumin 

or calretinin ? How do they gate plasticity in the amygdala ? How do they contribute to 

network oscillation ? And finally what is the role of interneuron-interneuron interactions 

modulated by DA To investigate disinhibitory circuits in the LA, it is planed to directly 

record from pairs of connected interneurons. Recording of interneuron pairs will also 

provide new insights on how dopamine influences different interneuron subtypes, 

improve the signal to noise ratio in the presence or absence of sensory input and how it 

eventually controls the induction of synaptic plasticity. Overall these experiments will 

provide an important step towards a better understanding of amygdala dysfunction and 

thus of anxiety disorders.   
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