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Summary / Zusammenfassung

Quantification of Spinal Cord Atrophy
in Magnetic Resonance Images

Quantifying the volume of the spinal cord is of vital interest for studying and understanding
diseases of the central nervous system such as multiple sclerosis (MS). In this thesis, which is
motivated byMS research, we proposemethods formeasuring the spinal cord cross-sectional
area and volume in magnetic resonance (MR) images. These measurements are used for de-
termining neural atrophy and for performing both longitudinal and cross-sectional compar-
isons in clinical trials.
We present three evolutionary steps of our approach: In the first step, we use graph cut–

based image segmentation on the intensities of T1-weighted MR images. In the second step,
we combine a continuousmax flow segmentation algorithmwith a cross-sectional similarity
prior and Hessian-based structural features, which we apply to T1- and T2-weighted images.
The prior leverages the fact that the spinal cord is an elongated structure by constraining
its cross-sectional shape to vary only slowly along one image axis. In conjunction with the
additional features, the segmentation robustness is thus increased. In the third step, we com-
bine continuous max flow with anisotropic total variation regularization, which enables us
to direct the regularization of the cross-sectional shape of the spinal cord more flexibly.
We implement the proposed approach as a semi-automatic software toolchain that auto-

matically segments the spinal cord, reconstructs its surface, and acquires the desired mea-
surements. The software employs a user-provided anatomical landmark as well as hints for
the location of the spinal cord and its surroundings. It accounts for the bending of the spine,
MR-induced image distortions, and noise.
We evaluate the proposed methods in experiments on phantom, healthy subject, and pa-

tient data. Our measurement accuracy and precision are on par with the state of the art. At
the same time, our measurements on MS patient data are in accordance with the medical
literature.

Rückenmarksatrophiequantifizierung
in Magnetresonanztomographie-Bildern

Quantifizierungen des Rückenmarksvolumens sind für das Studium und zum Verständnis
von Erkrankungen des Zentralnervensystems, wie zum Beispiel der multiplen Sklerose (MS),
von grundlegendem Interesse. Die vorliegende Arbeit wird durch die MS-Forschung moti-
viert. Sie präsentiert Methoden, mit denen sowohl das Volumen als auch die Querschnitts-
fläche des Rückenmarks in Magnetresonanztomographie-(MR)-Bildern gemessen werden
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Summary / Zusammenfassung

können. Diese Messungen werden wiederum zur Bestimmung von Nervengewebsatrophie
sowie für Vergleiche im Rahmen klinischer Längs- und Querschnittstudien herangezogen.
Der zugrunde liegende Ansatz durchläuft drei Entwicklungsschritte: Im ersten Schritt

wirdGraph Cut zur intensitätsbasierten Segmentierung von T1-gewichtetenMR-Bildern ver-
wendet. Ein zweiter Schritt kombiniert einen Segmentierungsalgorithmus, der auf Continu-
ous Max Flow aufbaut, mit Strukturinformationen, die durch Auswertungen der Hesse-Ma-
trix gewonnen werden. Weiterhin wird im zweiten Schritt zur Vorgabe gemacht, dass sich
der Rückenmarksquerschnitt entlang einer Bildachse nur langsamverändern darf, wobei hier
die längliche Form des Rückenmarks ausgenutzt wird. Dadurch, und durch die hinzugenom-
menen Strukturinformationen, wird die Robustheit der Segmentierung erhöht, welche nun
auf T1- und T2-gewichteten Aufnahmen erfolgen kann. Im dritten Schritt wird Continuous
Max Flow mit anisotroper Variations-Regularisierung (anisotropic total variation regulariza-
tion) kombiniert, womit eine flexiblere Ausrichtung der Rückenmarksquerschnitts-Regulari-
sierung erreicht wird.
Der Ansatz wird als teilautomatische Software implementiert, welche das Rückenmark

segmentiert, seine Oberfläche rekonstruiert und die gewünschten Messungen durchführt.
Als manuelle Eingaben genügen dabei die Markierung eines anatomischen Referenzpunktes
sowie Hinweise auf die Lage des Rückenmarks und seiner Umgebung. Die Software berück-
sichtigt die Krümmung des Rückenmarks, MR-spezifische Verzerrungen sowie Bildrauschen.
Eine Evaluierung der vorgeschlagenen Methoden erfolgt auf Phantomdaten, auf Daten

gesunder Freiwilliger sowie auf MS-Patientendaten. Die Richtigkeit und Präzision der Mes-
sungen erweist sich dabei etabliertenMethoden gegenüber ebenbürtig. Gleichzeitig befinden
sich dieMessungen aufMS-Patientendaten imEinklangmit dermedizinischen Fachliteratur.

x



1 Introduction

Withmore than twomillion patients,multiple sclerosis (MS) is one of themost commonneu-
rological disorders worldwide [45]. The patients, amongwhich two thirds arewomen, usually
show first symptoms in early adulthood and acquire different types of disability throughout
their lifetime. A single causal explanation for MS is still unknown, and so is a cure. Con-
sequently, a lot of research is directed towards understanding the mechanisms of MS and
developing new drugs and therapies.

1.1 Motivation

Multiple sclerosis is a disorder of the central nervous system, that is, of the brain and spinal
cord. It manifests in characteristic localized changes of the nervous tissue, so-called lesions.
Identifying the lesions in magnetic resonance (MR) images has been done for a long time,
using them as an aid ormarker inMS diagnosis and for tracking the disease course. However,
relating the lesion status to MS attacks and progression is ambiguous, which has come to be
known as the “clinico-radiological paradox” [3] (see Section 2.2).
In the course of finding further markers for MS, another nervous tissue–specific property

has gained attention more recently, namely atrophy, that is, generalized loss of nervous tis-
sue. Especially regarding the patients’ locomotion, it has been suggested that atrophy in the
spinal cord is strongly related to MS status and progression [29]. Similar to its usefulness in
evaluating lesions, magnetic resonance imaging (MRI) has proven a viable modality also for
atrophy assessment.
The desire to measure atrophy in MRI volumes motivates the development of adequate

tools. Being part of a project of MS research through clinical trials, our main objective is to
provide our clinical partners with the necessary methods and software tools for quantifying
the spinal cord volume or cross-sectional area in patient MR images.
At present, it is still very common in MS research to segment the spinal cord and acquire

quantitative measurements manually. The manual approach, however, is tedious and error-
prone (see Section 3.1). Consequently, the developed tools should be easy to use and reliable,
along with being capable of dealing with high amounts of data. In particular, they should
help to track atrophy over time in longitudinal settings and enable groupwise comparisons
in cross-sectional settings. Further motivation lies in a possible application of the developed
methods to other pathologies, such as assessing the effects of rehabilitation in para- or quadri-
plegic trauma patients.
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1 Introduction

1.2 Contribution

Wepropose adaptations of established general image segmentation algorithms to the specific
task of segmenting the spinal cord. Initially relying on graph cut [14], we use a continuous
max flow segmentation algorithm [47] in later approaches. For segmentation robustness, we
leverage the fact that the spinal cord is an inherently tubular and thus elongated structure:
In our first version using max flow, we introduce a cross-sectional similarity prior, which
constrains the spinal cord’s cross-sectional area to vary only slowly along a predefined image
axis. In a later version, we make this prior follow the cord’s course itself, using anisotropic
total variation regularization. Our choice of image features for the segmentation algorithm
also exploits the tubularity assumption: Using only the image intensities in the beginning,
we later integrate Hessian-based features such as vesselness, which increase segmentation
robustness, enable us to apply our toolchain to a wider range of MR contrasts, and provide
the necessary directional information for steering the anisotropic regularizer.
Based on the presented segmentation approaches, we build up a semi-automatic software

toolchain for easy and large-scale acquisition of quantitative spinal cordmeasurements, both
cross-sectional areas and volumes, in MR images. The software segments the spinal cord,
reconstructs its surface, and measures the desired parameter. It employs initial hints for the
location of the spinal cord and its surroundings alongwith an anatomical landmark provided
by the user through a graphical user interface.

1.3 Outline

In Chapter 2, we make the reader familiar with the medical background of the thesis. Chap-
ter 3 provides an introduction to image segmentation, in which we focus on describing and
relating the segmentation approaches that we use in later chapters. Chapter 4 summarizes
the peculiarities of segmenting the spinal cord in MR images and references to prior work.
Chapters 5–8 comprise the publications that resulted from our work to date. Chapter 5

presents our initial graph cut–based toolchain. Chapter 6 demonstrates a proof of concept
using continuous max flow with the newly introduced cross-sectional similarity prior, along
with adding Hessian-based image features. Chapter 7 fuses the approaches of the preced-
ing two chapters by integrating max flow segmentation into the original toolchain and adds
an extensive evaluation on both healthy subjects and MS patient follow-up data. Chapter 8
presents the next step of advancing our segmentation method, using anisotropic total varia-
tion to let the regularizer follow the actual cord direction.
We complete the thesis with a discussion and conclusion in Chapter 9.
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2 Medical Background

Outline. This chapter provides a brief introduction to the two main medical aspects of the
thesis: the spinal cord and multiple sclerosis. Section 2.1 describes the function, location, and
inner structure of the spinal cord. Section 2.2 presents important aspects ofmultiple sclerosis,
such as pathology, diagnosis, and especially the role of MRI in this context.

2.1 The Spinal Cord

The spinal cord is a long tubular structure that represents the main nervous pathway con-
necting the brain with the peripheral nervous system. The brain and spinal cord together
form the central nervous system.

Function. Besides controlling certain reflexes, the spinal cord mainly serves as a medium
for transmitting information between the brain and the body periphery. Information flows
in both directions: sensory input is provided from the receptors of the periphery to the brain,
and motor commands are sent from the brain to the muscles of the body.

Location. Originating from themedulla oblongata, the spinal cord leaves the skull through
the foramen magnum and traces its path down the spinal canal inside the vertebral column
(see Fig. 2.1 on the following page, left). It stretches to the level of the first or second lumbar
vertebra, thereby covering a length of approximately 42–45 cm in adults [20, p. 749]. At its
inferior end, the spinal cord gradually narrows, forming the conusmedullaris. Below this point,
only a bundle of spinal nerves continue down the spinal canal, called the cauda equina.
Like the brain, the spinal cord is embedded in cerebrospinal fluid (CSF). The CSF circulates

in the subarachnoid cavity, a space that is formed by twomembranes: the arachnoid mater on
the outside and the pia mater on the inside, which tightly encloses the nervous tissue.

Appearance and Inner Structure. The spinal cord consists of graymatter andwhitematter. In
contrast to the brain, thewhitematter, containing the nervous tracts, is found on the outside,
surrounding the gray matter, which comprises the nerve cell bodies. Together, the gray and
white matter form an elliptical cross section, which is flattened along the dorsoventral axis
(see Fig. 2.1, middle). For the most part, the spinal cord has a left–right diameter of roughly
8–10mm and a dorsoventral diameter of roughly 5–6mm. Both the degree of flattening and
the diameter vary steadily along its course; see Kameyama et al. [23] for a detailed quantifica-
tion of the excised spinal cord.

3



2 Medical Background

Figure 2.1: The spinal cord. Left: sagittal slice of a T1-weightedMR scan of the head; the spinal
cord is the bright central vertical structure.Middle: transverse slice of the same MR scan on
the C1/C2 level; the arrow indicates the bright spinal cord cross section; due to the choice of
MR contrast, the gray and white matter parts appear homogeneous. Right: schematic spinal
cord cross section (reproduction from Gray [20]; public domain); numbers denote the ante-
rior column of the gray matter (1), the posterior column of the gray matter (2), the central
canal (3, bright elliptical structure), the anterior median fissure (4), and the posterior sulcus (5).

The gray matter of the spinal cord has the shape of a butterfly or the letter H (see Fig. 2.1,
right). Its two symmetric halves consist of a front part (anterior column) and back part (pos-
terior column). The halves are joined by a commissure that contains the central canal, which
is filled with CSF. The gray matter is mainly made up of nerve cell bodies, dendrites, and
a smaller share of axons, with motor neurons residing in the anterior column and sensory
neurons in the posterior column.
The surroundingwhite matter is divided by two depressions, the anterior median fissure and

the posterolateral sulcus (see Fig. 2.1, right). Itmainly consists ofmyelinatedmotor and sensory
axons. The myelin sheath of the axons serves as an electrical insulator and thereby increases
the speed of information propagation along the axon. The myelin, a fat-based substance, is
responsible for the white matter’s bright appearance that motivates its name.

2.2 Multiple Sclerosis

Multiple sclerosis (MS) is a chronic inflammatory and disabling disorder of the central ner-
vous system [11]. With an estimated total number of 2.3 million patients in 2013, it is one
of the most common neurological disorders worldwide [45]. Moreover, with a usual onset in
the patients’ twenties or thirties [46], it is in many countries the main reason for disability in
young adults that has not been caused by trauma [45].

Causes. Different factors have been shown to play a role in the development of MS, among
others: gender, with a worldwide female-to-male MS patient ratio of approximately two to
one [45]; genetics, with an increased incidence in relatives of MS patients compared to the
rest of the population [28, p. 2631]; geography, with the highestMS incidence in the temperate
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2.2 Multiple Sclerosis

climate zones, especially in large parts of Europe and Northern America [45], and the lowest
around the equator [28, p. 2632]; virus infections, as seen in an increased MS risk following
infection with Epstein–Barr virus [2]. It remains uncertain, however, which of these factors
act as a cause and which act merely as a trigger for MS.

Pathology. On the cell level, the diseasemost prominently manifests in so-called plaques or
lesions, especially in thewhitematter but also in the graymatter of the brain and spinal cord –
the namemultiple sclerosis, literallymeaningmultiple hardening, originates from these lesions.
MS lesions aremarked by varying degrees of inflammation, blood–brain barrier anomalies, as
well as axonal demyelination and degeneration.Demyelination is believed to be caused either
directly through attacks of the immune system’s T cells on the myelin sheath or indirectly by
necrosis of oligodendrocytes, which produce the myelin sheath [28, p. 2649]. Demyelination
impedes the transport of information in the formof electrical signals along the axons. Axonal
loss stops the flow of information completely.
Apart from the more focal neurological changes due to lesions, generalized tissue loss or

atrophy, mainly due to axonal damage, is happening in the gray and white matter both in the
brain and in the spinal cord of MS patients.

Symptoms and Disease Course. As random as the distribution of the lesions in the central
nervous system can be, as various are the symptoms in MS patients. The list of symptoms
includes disturbance of vision, general sensory problems, motoric deficits, coordination and
equilibrium impairment, physical weakness, bladder dysfunction, cognitive impairment like
deficits in attention and reasoning, and many others [11].
After onset, most MS patients show recurrent symptomatic phases (relapses) that alter-

nate with periods of stability and varying degrees of recovery (remissions). This is known as
the relapsing–remitting phase of MS (RRMS). For most of these patients, their disease course
ultimately turns into one of gradually increasing disability, called secondary progressive MS
(SPMS). About 10–15% of MS patients show such a gradual course from onset without re-
lapses [28, p. 2629], known as primary progressive MS (PPMS). Various other types of MS exist,
with benign MS and fulminant MSmarking the boundaries of the severity spectrum.
Aspiring a quantitative criterion of their disease status, MS patients are often scored with

respect to Kurtzke’s expanded disability status scale (EDSS) [25]. The scale assigns an accu-
mulated score between zero (“normal neurologic exam” [25]) and ten (“death due toMS” [25])
based on the degree of disability in eight functional systems (“pyramidal, cerebellar, brain
stem, sensory, bowel and bladder, visual, cerebral, other” [25]). As the scoring is done based
on the judgment of a neurologist, a certain degree of subjectivity is implied.

Treatment. With an actual causal therapy of MS currently not being possible, administra-
tion of active substances focuses on inhibiting the inflammatory processes (interferon beta,
glatiramer acetate) and on keeping the blood–brain barrier intact (natalizumab) in RRMS pa-
tients. Sustained physical and cognitive training may benefit the long-term prognosis of MS
patients, exploiting the brain’s plasticity (i.e. its capabilities to adapt). Apart from this, patient-
specific symptomatic treatmentmay be necessary. [28, pp. 2660–2664]

5



2 Medical Background

Diagnosis. In 2001, based on experience with previous diagnostic criteria for MS, an inter-
national expert panel proposed a set of new criteria that aimed at a high sensitivity (i.e. a high
true positive rate) and specificity (i.e. a high true negative rate) for diagnosing MS. These cri-
teria, known as the McDonald criteria, have since undergone two revisions with the latest
one published in 2011 [37], and have gained wide appreciation and acceptance. The key prin-
ciple of theMcDonald criteria is “dissemination of lesions in space (DIS) and time (DIT)” [37].
This means that for diagnosis, the presence of MS-specific lesions has to be demonstrated in
different parts of the central nervous system (DIS), along with the occurrence of new lesions
over time or the simultaneous presence of lesions of different age (DIT). The criteria are de-
signed for combining clinical evidence (such as the report or observation of an MS relapse)
with findings fromMRI (namely lesion detection in MR scans).

The Role of MRI in MS. In MR images, MS lesions are visible as dark or bright spots in the
nervous tissue, depending on the chosen MR contrast and the use of contrast agents. MRI
has thus traditionally been used mainly for the assessment of lesion formation and evolu-
tion. This has been done for diagnosis, for example with the McDonald criteria mentioned
above, but also for tracking the disease course, especially in patients under treatment. For a
long time, however, it has also been noted that the patients’ lesion status only weakly corre-
lates with their clinical status [3, 19]. In particular, newly appearing lesions do not necessarily
imply a clinical worsening of the disease and likewise, a constant number of lesions does
not necessarily imply a stalled disease progression. This observation, which has been termed
“clinico-radiological paradox” [3] or “clinical/MRI paradox” [19], has led to a search for other
MS surrogate markers.
Despite the fact thatMS is being considered an inflammatory-mediated demyelinating dis-

ease, there is increasing data that support neurodegeneration as themajor cause of irreversible
neurological disability in MS [46]. In connection to that, brain atrophy has been shown in
recent years to be an alternative marker of MS that appears to be independent of lesion sta-
tus [31]. Here, especially gray matter atrophy has been shown to be strongly associated with
disease progression [19, 42]. Correlating brain atrophy with the patients’ disability score ac-
cording to EDSS (see above) has turned out to be an ambiguous task, though. While some
studies find significant correlation between atrophy and disability, others fail to find such a
relationship [19].
As to the patients’ physical impairment, it has therefore been suggested to focus on spinal

cord atrophy [15]. Indeed, an emerging body of literature demonstrates a relationship between
spinal cord atrophy and MS status and progression; see for example Lukas et al. [29] and
references therein for a recent overview. These observations, in turn, give rise to the demand
for methods and tools to reliably measure spinal cord atrophy (see Chapter 4).
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3 Image Segmentation

Very generally speaking, image segmentation is the process of dividing an image into non-
intersecting parts, usuallywith the goal of gaining regionswhose content shares distinct com-
mon properties and whose boundaries separate image parts where these properties differ.
A common special case is binary image segmentation, that is, the case of dividing the im-

age into two regions, which we will exclusively address in the following. Binary image seg-
mentation typically comprises the task of extracting an object from the image, which can
be phrased as separating the foreground (i.e. the object of interest) from the background (i.e.
everything else). The binary segmentation task can be achieved by either assigning a binary
label to each point in the image, for example, by assigning 1 to the foreground points and
0 to the background points, or by delineating the boundary that separates the foreground
from the background with an explicit parameterization, for example, by marking the object’s
outline with a polygonal chain in two-dimensional images.

Outline. This chapter is meant to provide background information on image segmenta-
tion as a foundation for the methodical chapters (Chapters 5–8). Section 3.1 briefly com-
ments onmanual image segmentation. Section 3.2 states the approaches to and challenges of
computer-based image segmentation. Section 3.3 introduces a general model for computer-
based binary image segmentation. Sections 3.4 and 3.5 present and relate two concrete mani-
festations of the model that can be used for segmenting images in practice and that we apply
in subsequent chapters.

3.1 Manual Image Segmentation

The task of segmenting natural images, such as photographs or the output of medical imag-
ing modalities, is often an easy one for human observers, who may outline the objects of
interest intuitively or requiring only little training. However, two key problems arise with
the manual approach. The first problem is that the task requires constant attention and may
be experienced as tedious. This especially applies to the medical field with its requirement
for accurate and precise data treatment and its large amount of (often three-dimensional)
imaging data. The second one is the more systematic problem of reproducibility: It is very
likely that two observers segmenting the same image will not produce exactly the same re-
sult. Moreover, even the same observer will most likely produce different segmentations if
he or she segments the same image twice, due to variations in attention and judgment over
time. If one wants to perform quantitative analyses of segmented images, as is the case in our
problem setting, it may thus not be clear whether observed differences are merely caused by

7



3 Image Segmentation

these reproducibility issues or whether they are related to actual differences in the imaged
objects.
Considering the problemswith themanual approach, the interest in using computer-based

image segmentation, is at least twofold: First, onewants to release humanobservers, which in
the medical field are often highly trained medical experts, from their time-consuming task.
Second, one wants to eliminate the reproducibility issues by using approaches that will al-
ways produce the same results when given the same image. Computer-based image segmen-
tation, however, brings about its own challenges.

3.2 Computer-based Image Segmentation

The prerequisite for computer-based image segmentation is framing the problem at hand in a
way that is suitable for digital processing. Informally speaking, we can view this as the transfer
of the necessary problem-specific knowledge to the computer. A plethora of computer-based
image segmentation techniques have been proposed, a complete review of which is beyond
the scope of this thesis. In the following, we present a rough and nonexhaustive categoriza-
tion of them, before we focus on those techniques that we used in the later chapters.

Basic Techniques. Among themost basic or ad hoc techniques, wemay classifymethods such
as thresholding, region growing, or watershed (see e.g. Pratt [39, pp. 579ff]). Taking the risk of
overgeneralizing, one may say that while basic techniques are usually simple to understand
and implement, they lack in robustness and flexibility for adjustment to particular segmen-
tation tasks. In the most simple case of thresholding, for example, we assume that all image
values of the foreground lie above a certain value, namely the threshold, and all background
values lie below it, or vice versa. Thresholding therefore easily suffers from noise and illu-
mination variation in the given images. Furthermore, it is inapplicable in cases where the
assumed foreground–background value distribution is not fulfilled.

Machine Learning Techniques. If supervisedmachine learning techniques and especially deep
learning techniques are applied to image segmentation, of which the latter more recently
gained notable popularity (see e.g. Long et al. [26] and references therein), it is the goal to
learn the segmentation problem by example instead of modeling it. To achieve this, already
segmented images are fed into a framework that has certain learning capabilities (basically a
system of equations, such as a neural network). Learning then means adjusting the parame-
ters in the framework’s usually large parameter space in a way that the framework’s output
for the shown images closely matches their known segmentations. At the same time, one
tries to ensure that the parameterization generalizes well to unseen instances, that is, to un-
segmented images. In practice, such techniques require substantial amounts of training data
for good performance. This requirement, however, constitutes a major drawback for their
use if such data are not available, like in our case.

Energy-Based Techniques. In energy-based techniques for image segmentation, the given seg-
mentation problem is modeled “by hand”. In other words, we try to describe, relying on our

8



3.2 Computer-based Image Segmentation

own expert knowledge, what are the properties of a good image segmentation, by means of
a mathematical expression. In particular, we model a cost function, also called an energy term,
which takes as its input an unsegmented image and a candidate solution, that is, a proposed
segmentation, andmaps them to a single value: the cost or energy of the candidate segmenta-
tion, given the image. The better the solution is according to our model (and thus according
to our judgment of what makes a good segmentation) the smaller this value will be. Solv-
ing the problem therefore means finding in the solution space (i.e. in the set of all possible
segmentations) a solution with the smallest possible cost (a global minimum of the cost func-
tion), or at least one with a cost that is small enough to signify an acceptable solution (a small
local minimum, for example).
Naturally, the question arises as to how we can search the cost function’s solution space

in a meaningful way in order to minimize it. Brute force, that is, simply evaluating the cost
function for all possible segmentations, is clearly not an option: Finding the foreground–
background labeling of an image as small as 1000 pixels would already necessitate the evalu-
ation of 21000≈ 10301 possibilities. This number is beyond current computational capacities,
where the word beyond is not meant in the sense of “a single desktop computer cannot han-
dle the problem”, but in the sense of “if every electron in the visible universe was a computer,
together they still could not handle the problem”; see MacKay [30, p. 359] for a compelling
thought experiment of such kind. Formulating an energy-based segmentation approach thus
consists of at least two steps: modeling the problem – and devising a way to solve it.
Energy-based segmentation includes edge-based techniques such as snakes [24] and their

various adaptations. Here, the segmentation boundary or snake is deformed to minimize a
cost function that compromises between so-called external and internal forces.While the ex-
ternal forces draw the snake towards certain features in the image, such as edges, the internal
forces ensure that the snake maintains certain shape properties. Snakes still find wide appli-
cability in practice. However, they are prone to get stuck in local minima and thus require a
good initialization in order to produce a good result.
In this thesis, we work with region-based techniques. In contrast to edge-based techniques,

the energy of region-based techniques mainly depends on the content of the segmented re-
gions rather than their boundaries. This allows for actually designing models that separate
image regions sharing common properties. Recall that we formulated the latter as the goal of
image segmentation above. Region-based segmentation techniques may be subdivided into
discrete [4, 5, 7, 14, 21] and continuous [8, 9, 10, 33, 47] approaches. The structure of the listed
approaches, both discrete and continuous, can be traced back to the Ising model [22] from
the field of physics. The continuous approaches among them are all closely related to the
piecewise constant Mumford–Shah model [32, p. 580].
In the following, we will introduce a particular case of the piecewise constant Mumford–

Shahmodel and show its relation to the Isingmodel. Building upon the introducedmodel, we
will formulate a generalway tomodel the energy term for binary image segmentation.Wewill
then present and relate the two approaches thatwe use for segmentation in the later chapters
of this thesis: the discrete graph cut [7, 14] and the continuous max flow [47] approach. Graph
cut provides global solutions to the discrete binary segmentation problem. It became popular
in segmentation during the first decade of the century, especially with the development of
fast and efficient graph cut algorithms tailored towards image segmentation. The continuous

9



3 Image Segmentation

max flow and related approaches overcome some of the deficits of graph cut, which we will
discuss at the end of Sections 3.4 and 3.5. Additionally, since these continuous approaches are
easily parallelizable, they gained popularity especially since general purpose computing on
graphics processing units (GPUs) was facilitated with frameworks like CUDA1 and OpenCL2.

3.3 A General Binary Segmentation Energy

Let Ω⊂ℝd be a bounded domain of a d-dimensional image. In the context of medical images,
usually d= 2 (planar image), d= 3 (volumetric image or time sequence of planar images), or
d= 4 (time sequence of volumetric images). In this thesis, d= 3 for the most part, as we work
with single instances of volumetric images. Let I ∶ Ω → ℐ be the image function that maps
points x∈Ω to points in the space of image values ℐ, where for example ℐ ⊂ℝc for a c-channel
image or ℐ = [0, 1] for a normalized single-channel image. Finally, let u ∶ Ω → 𝒰={0, 1} be
the binary segmentation function that assigns a value of either 1 (foreground, i.e. object of
interest) or 0 (background, i.e. everything else) to each point x∈Ω.
We formulate the binary segmentation problem, as we have laid out above, in terms of a

nonnegative energy functional E of u, given an image I, namely

E[u; I] = F[u, I] + R[u], (3.1)

which we use for finding the best segmentation u∗ given I, that is

u∗ = argmin
u ∶ Ω → 𝒰

E[u; I]. (3.2)

In this form, the energy term E is the sum of two other terms that we assume to be nonneg-
ative: the fidelity term F and the regularization term R.

Bayesian perspective: From a Bayesian point of view, wemay interpret this formulation as the
problem ofmaximizing the posterior P(u|I), that is, the problem of finding themost probable
segmentation u given the image I. From Bayes’ theorem, we know that

P(u|I) ∝ P(I|u) P(u). (3.3)

Maximizing Eq. (3.3) with respect to u is equivalent to minimizing − log P(u|I):

argmax
u

P(u|I) = argmin
u

− log P(u|I) = argmin
u

− log P(I|u) − log P(u). (3.4)

If we here define the prior P(u) as

P(u) ≔ exp(−R[u]) ⇔ − log P(u) = R[u] (3.5)

and the likelihood ℒ(u|I)= P(I|u) as

P(I|u) ≔ exp(−F[u, I]) ⇔ − log P(I|u) = F[u, I], (3.6)

1http://www.nvidia.com/cuda (last accessed on November 3, 2016)
2https://www.khronos.org/opencl/ (last accessed on November 3, 2016)
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3.3 A General Binary Segmentation Energy

we end up with the energy functional E of Eq. (3.1). In other words, wemay relate the regular-
ization term R to P(u) – the prior probability of the segmentation u – and the fidelity term F
to ℒ(u|I) – the likelihood of u given an image I.
If we assumeΩ to be discrete, the Bayesian point of viewmotivates the use of energy terms

thatmodel the image and its segmentation as aMarkov randomfield, which can be optimized
with graph cut [21]. While not explicitly mentioned there, the graph described in Section 3.4
follows this idea.

Modeling perspective: From the perspective of modeling the segmentation problem, it is the
task of the fidelity term F to make the segmentation u consistent with the given image in-
formation I, therefore F should have a small value if the segmentation agrees well with the
image. On the other hand, it is the task of the regularization term R to ensure certain de-
sired properties of the segmentation u, and R thus should be small if u actually fulfills these
properties. The segmentation result represents a compromise between the two terms and
their potentially conflicting tasks. Both F[u, I] and R[u] are often defined as integral opera-
tors, as we will see shortly. In the following section, we show what the rather abstract tasks
of F and Rmean in the concrete case of the binary piecewise constantMumford–Shahmodel
[32, p. 580].

Piecewise ConstantMumford–ShahModel. Chan andVese’s version [10] of the piecewise con-
stant Mumford–Shah model for binary segmentation of a single-channel image I ∶ Ω → ℝ

can be written as the energy term

EM̃[Γ, c0, c1; I] = ∫
in(Γ)

(c1 − I)2 dx+∫
out(Γ)

(c0 − I)2 dx+ 𝜆 L(Γ), (3.7)

where in(Γ) is a subset of Ω with the boundary Γ, out(Γ)=Ω\in(Γ), L is a boundary mea-
sure (e.g. arc length if d= 2), 𝜆 ∈ℝ≥0 is a weighting parameter, and c0, c1 ∈ℝ are constants
with c0≠ c1. For our purposes, we rewrite the energy term in the notation introduced above.
Furthermore, we assume c0 and c1 to be known beforehand, yielding

EM[u; I] = FM[u, I] + RM[u] (3.8)

with

FM[u, I] = ∫
Ω

u (c1 − I)2 + (1− u) (c0 − I)2 dx, c0, c1 ∈ ℝ, c0 ≠ c1, (3.9)

RM[u] = 𝜆 L(𝜕{x ∈ Ω | u(x) = 1}), 𝜆 ∈ ℝ≥0, (3.10)

where u= 1in(Γ), that is, u is an indicator function of in(Γ), and 𝜕 is the boundary (here, of
the foreground).
In the model as formulated above, we assume that both background and foreground are

regions of approximately constant intensities c0 and c1, possibly perturbed by noise or other
slight variations. If we recall the general definition of image segmentation at the beginning
of this section, the property according to which we want to divide the image is here the com-
mon intensity of the pixels in each region. Consequently, the effect of the fidelity term FM is

11



3 Image Segmentation

original noisy 𝜆= 0.0 𝜆= 0.3 𝜆= 1.0 𝜆= 3.0

Figure 3.1: Influence of the regularization term RM. Noise is added to a black-and-white im-
age and the noisy image is segmented with increasing regularization weight 𝜆, minimizing a
relaxed version of the model in Eq. (3.8), where we fixed c0 and c1 to the ground truth values
c0= 0, c1= 1. See text for a more detailed description.

designed as follows: If for a certain point x, I(x) is closer to c1, then the expression under the
integral is minimized by setting u(x)= 1, as (c1 − I(x))2 < (c0 − I(x))2. If I(x) is closer to c0,
then the expression is minimized by setting u(x0)= 0, as (c1 − I(x))2 > (c0 − I(x))2.
The regularization term RM is designed to minimize the foreground perimeter. While the

idea behind the fidelity termmay immediatelymake sense, the one behind the regularization
termmight be less obvious. Consider therefore the example of Fig. 3.1. Here, we added a small
amount of noise to a binary (i.e. black-and-white) image of a square, keeping the resulting
noisy image also binary. Now suppose we try to segment the image based solely on FM, which
we can achieve by setting 𝜆= 0. What happens is that each bright pixel is assigned to one
region and each dark pixel to the other, resulting in the best possible energy of EM= 0. In
otherwords, the segmentationwith 𝜆= 0 is exactly the same as the noisy input or its negative
image, depending on the choice of c0 and c1. Here, the zero energy is only possible because
our segmented image, like the segmentation, is binary.
By setting 𝜆 to larger values, we increasingly penalize the occurrence of foreground–back-

ground boundary segments, and therefore dark points in a bright neighborhood and vice
versa. In other words, we achieve noise suppression by penalizing an overly complex segmen-
tation result. Another effect becomes also visible, however: note the rounding of the square’s
corners for 𝜆= 3, which is due to penalizing the boundary length as well. This effect is some-
times called shrinking bias. Thus, we must always choose 𝜆 appropriately for a given problem.
At this point, it might not be clear how RM in Eq. (3.10) is an integral operator, as we men-

tioned earlier: informally, we can think of calculating the perimeter as counting the points
on the boundary, ignoring all other points in the domain.

Relation to the Ising Model. The Ising model [22] originally was designed to model the in-
teractions of magnetic particles. It assumes particles in a regular grid that are exposed to an
external magnetic field. The particles interact with each other, as well as with the external
field. These interactions may be expressed in terms of an energy. In the model, each parti-
cle may assume two different states, positive or negative. The model assumes that only direct
neighbors interactwith each other, contributing to the setup’s energy if their states are oppos-
ing. A particle also contributes to the energy through the relationship of the external field’s
local value to the particle’s state.

12



3.3 A General Binary Segmentation Energy

As Mumford and Shah point out [32, p. 581], their binary piecewise constant model may
be seen as a continuous version of the Ising model. In particular, if we define a particle state
configuration v ∶ Ω → {−1, 1}, an external magnetic field I ∶ Ω → ℝ on the discrete domain
Ω⊂ℕd with points xk ∈Ω, neighborhoods𝒩xk ⊂Ω of xk, and a weighting factor 𝜆 ∈ℝ≥0, then
we may write the energy EĨ[v] of the Ising model as

E ̃I[v; I] = ∑

xk∈Ω

(v(xk) − I(xk))
2
+ 𝜆 ∑

xk∈Ω
xl∈𝒩xk

(v(xk) − v(xl))
2, (3.11)

where the first sum models the interactions of the particles with the external field and the
second summodels the interactions of the particles with their neighbors.
With appropriate choices of constants c0, c1 ∈ℝ and 𝜆 ∈ℝ≥0, we may rewrite Eq. (3.11) as

EI[u; I] = ∑

xk∈Ω

u(xk) (c1 − I(xk))
2
+(1− u(xk)) (c0 − I(xk))

2
+𝜆 ∑

xk∈Ω
xl∈𝒩xk

(u(xk) − u(xl))
2 (3.12)

with u ∶ Ω → 𝒰={0, 1}, which is just a discrete version of Eq. (3.8).
As an aside, a relation to the Ising model (or rather, to the Potts model [38], which gener-

alizes the Ising model to more than two states per particle) has also been pointed out for the
discrete graph cut approach (see Section 3.4), for example by Boykov et al. [6].

Relaxing the Segmentation Energy. Chan and Vese [10] were the first to solve Eq. (3.7) via
level sets. However, their approach tends to converge to local minima and thus does not find
globally optimal solutions in general. Chan et al. [9] showed that a relaxed version of Eq. (3.8)
can be optimized globally. Relaxing means that the segmentation u is allowed to take on all
values between 0 and 1, that is, u ∶ Ω → 𝒰= [0, 1]. In this relaxed setting, the regularization
term RM is approximated by

RrM[u] = 𝜆 ∫
Ω

|∇u| dx, (3.13)

where ∇ denotes the gradient and |⋅| is the l2 norm. The integral ∫
Ω
|∇u| dx is called the total

variation of u.
As Chan et al. also showed, we may gain an optimal binary segmentation uℓ from the re-

spective non-binary optimization result u∗ simply by applying a threshold ℓ∈ (0, 1), that is

uℓ(x) = {
1, u∗(x) > ℓ,

0, u∗(x) ≤ ℓ.
(3.14)

In a sense, we thereby resort to the basic segmentation technique of thresholding that we
mentioned at the beginning of Section 3.2.However,we donot apply a threshold to the image
I itself, but we apply it to u∗ instead, which can be seen as a sophisticated approximation of I.
Subsequent work of Bresson et al. [8] showed that the approach of relaxing and threshold-

ing also works with replacing 𝜆 by a pointwise term under the integral (see next paragraph).
Likewise, Olsson et al. [33] extended the approach to an anisotropic total variation regular-
izer. We will make use of both isotropic and anisotropic total variation regularization along
with relaxation in Chapters 6–8.
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Generalizing the Model. To allow for a more flexible choice of assumptions about the com-
mon property of foreground and background, we replace the factors (c0 − I)2 and (c1 − I)2

in Eq. (3.9) by general cost functions C0,C1 ∶ Ω → ℝ≥0, which still evaluate the image in-
formation and are designed to be small in points that are likely to belong to the respective
region. Furthermore, wemake 𝜆 in Eq. (3.13) a pointwise parameter, replacing it by a function
C ∶ Ω → ℝ≥0 under the integral [8].
We end up with a generalized version of the relaxed piecewise constant Mumford–Shah

model, namely
EgM[u; I] = FgM[u, I] + RgM[u], (3.15)

with

FgM[u, I] = ∫
Ω

uC1 + (1− u)C0 dx, (3.16)

RgM[u] = ∫
Ω

C |∇u| dx. (3.17)

As an example for choosing the costs in FgM, Greig et al. [21] define C0 and C1 as

C0(x) = max{ l(x), 0}, (3.18)

C1(x) = max{−l(x), 0}, (3.19)

where l(x) = ln(
p(I(x) | u(x) = 1)

p(I(x) | u(x) = 0)
). (3.20)

In this case, the criterion of foreground–background assignment is based on predefined prob-
ability density functions p(⋅) of the image values.
An example for a pointwise cost C in RgM is given in Chapter 8, where we define

C(x) = w exp(−1/𝜍2 |∇I(x)|
2
) with w, 𝜍 ∈ ℝ>0 (3.21)

in order to guide the segmentation boundary towards image edges. Note that in the last ex-
ample, the clear separation between F and R is somewhat weakened, as R here also evaluates
image values rather than just values of u.
As a final adjustment ofR, we can replace the total variation regularizer∫

Ω
|∇u| dx itself [33],

preferably by a related term that bettermatches our assumptions on the segmented structure
of interest’s shape.We demonstrate this inChapter 8, wherewe propose to use an anisotropic
total variation regularizer for tubular structure segmentation.

3.4 Graph Cut

If we discretize the generalized model of Eqs. (3.15)–(3.17), an optimal binary segmentation
can be found by solving a graph cut problem, as was first proposed by Greig et al. [21]. In short,
we imagine the sampling positions in the image as vertices in a graph. We link the vertices
by edges whose weight depends on the similarity of the connected positions. We then try
to separate the foreground from the background by severing preferably weak connections.
Framing image segmentation as a graph cut problem enables us to use the algorithms that
have been proposed for the problem in the field of graph theory.
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3.4 Graph Cut

Definitions. A graph𝒢= (𝒱,ℰ) consists of a set of vertices𝒱 and a set of edgesℰ ⊆𝒱×𝒱. Each
edge e∈ℰ connects a pair of vertices v ∈𝒱. Edges in a graph may be directed or undirected.
A directed edge e=(va, vb) with va, vb ∈𝒱 provides a path from va to vb, but not the other way
round. An undirected edge e={va, vb} provides a path in both directions. As each undirected
edge {va, vb} can be equivalently represented by two directed edges, (va, vb) and (vb, va), we
only consider directed edges in the following. In a weighted graph, each edge is associated
with a weight or cost C ∶ ℰ → ℝ≥0, which we assume as nonnegative here. For our purposes,
we define a cut 𝒞⊂ℰ as a set of edges such that

𝒞 = {(va, vb) ∈ ℰ | va ∈ 𝒱s, vb ∈ 𝒱t}, (3.22)

where (𝒱s,𝒱t) is a partition of 𝒱. This implies that after we sever the edges in 𝒞 (i.e. remove
them from 𝒢), nomore paths exist from any vertex in𝒱s to any vertex in𝒱t.3 The cut capacity
E(𝒞) is defined as the sum of edge weights in 𝒞, that is

E(𝒞) =∑

e∈𝒞

C(e). (3.23)

For the purpose of solving the segmentation problem, we additionally define two termi-
nal vertices: a special source vertex s∈𝒱 with outgoing edges only and a sink vertex t ∈𝒱
with incoming edges only, along with their edge sets ℰs = {(s, vb) ∈ ℰ | vb ≠ s} and ℰt =
{(va, t) ∈ ℰ | va ≠ t}. We call edges that are connected to either s or t terminal edges and all
others nonterminal edges. We call 𝒞 an s-t-cut if s∈𝒱s and t ∈𝒱t, meaning that after severing
the cut’s edges, no more paths from s to t exist.

Building the Graph. As mentioned above, solving the segmentation problemwith graph cut
is a discrete approach, which implies that we assume Ω is a discrete domain (e.g. Ω⊂ℕd),
made up of sampling positions x, which are known as the pixels (d= 2) or voxels (d= 3) of
the image.
Following [21], we let 𝒱=Ω∪ {s, t}, that is, we let each sampling position x represent a

vertex, to which we add a source and a sink. We then construct ℰ as follows (cf. Fig. 3.2 on
page 19, which shows the graph after removing the cut edges): Each x is linked to s by an
incoming edge of weight C0(x), which is designed to be large if x is likely to belong to the
foreground and small if x is likely to belong to the background. This constitutes the set ℰs as
defined above. Furthermore, each x is linked to t by an outgoing edge of weight C1(x) having
the opposite properties of C0, that is, large for the background and small for the foreground,
which constitutes ℰt. Note that Eqs. (3.18) and (3.19) fulfill these criteria for C0 and C1, for
example.
Finally, we create a set of nonterminal edges ℰn, such that ℰn ∪ℰs ∪ℰt =ℰ. We do so by

adding pairs of opposing edges between each xk ∈Ω and its spatial neighbors xl ∈𝒩xk (shown
as undirected edges in Fig. 3.2). Here, 𝒩xk ⊂Ω is the set of xk’s neighbors, which could lie
in a four-connected neighborhood in the two-dimensional case, for example. We assign a

3We follow Greig et al.’s definition of a cut here [21]. Alternatively, the word cut may refer to the partition
(𝒱s,𝒱t) [5] and 𝒞 may be called a cut set [40, p. 115]. Note as an aside, that paths from 𝒱t to 𝒱s may still exist.
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symmetric weight Cn(xk, xl) to all e∈ℰn, which is designed to be large if xk and xl are likely
to belong to the same region and small if they are likely to belong to different regions. An
example for Cn is given by Boykov et al. [7] as

Cn(xk, xl) = {
w exp(− 1

2𝜍2
(I(xk) − I(xl))

2
), xl ∈ 𝒩xk ,

0, xl ∉ 𝒩xk ,
(3.24)

which can be seen as a discrete version of Eq. (3.21), and which we use in Chapter 5. As a
consequence, we can write C(e) as

C(e) = {

C0(xl), e ∈ ℰs,

C1(xk), e ∈ ℰt,

Cn(xk, xl), e ∈ ℰn,

with e = (xk, xl). (3.25)

Minimum Cut. It is our goal to find a minimum s-t-cut of 𝒢, that is, a 𝒞 of minimum cut
capacity E(𝒞) that separates the source s from the sink t. In order to achieve such a cut in
the described setup, we observe that we have to sever either the terminal edge in ℰs or the
terminal edge in ℰt for each x∈Ω. Furthermore, at the boundaries of the partition (𝒱s,𝒱t),
we must sever the nonterminal edge (xk, xl) if xk ∈𝒱s and xl ∈𝒱t. As a consequence, we can
rewrite the s-t-cut capacity as

E(𝒞) = F(𝒞) + R(𝒞), (3.26)

with

F(𝒞) =∑

x∈Ω

u(x)C1(x) + (1− u(x))C0(x), (3.27)

R(𝒞) = 1/2 ∑

xk,xl∈Ω

Cn(xk, xl) |u(xk) − u(xl)|, (3.28)

where F(𝒞) encodes the severing of the terminal edges, R(𝒞) encodes the severing of the
nonterminal edges, and u ∶ Ω → {0, 1} gives the desired segmentation as before. Division
by two is necessary in R(𝒞) as only one of the two edges in each non-terminal edge pair is
severed whereas both are counted in R(𝒞)’s double sum.
While the segmentation u turns up in Eqs. (3.27) and (3.28), it is not directly represented in

the graph itself. We get its values, once we have found a minimum s-t-cut, by assigning 1 to
each position xwhose connection to s has not been severed and 0 to the remaining positions,
that is, the set of x that are still connected to t (again, see Fig. 3.2 on page 19).

Relation to Mumford–Shah Model. A striking similarity between the cut capacity terms of
Eqs. (3.26)–(3.28) and the generalized segmentation model of Eqs. (3.15)–(3.17) becomes ap-
parent (see Table 3.1 on page 21 for a side-by-side view). As it turns out, F(𝒞) and R(𝒞) are
discrete equivalents of FgM[u, I] and RgM[u], at least if we allow only direct neighbors in Ω to
be connected via nonterminal edges.
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For the F terms, their only difference lies in replacing the integral with a sum. For R(𝒞),
we notice that the contribution Cn(xk, xl) |u(xk) − u(xl)| of each pair of neighbors xk and xl
can be seen as the contribution of a point 𝜒 that lies halfway between xk and xl. In particular,
|u(xk) − u(xl)| can be interpreted as a central finite difference estimate of the gradient mag-
nitude |∇u(𝜒)| for the center point 𝜒, with the gradient ∇u directed along the edge pair that
connects xk and xl . TheweightCn(xk, xl), which depends on both xk and xl, can be interpreted
as the pointwise cost C(𝜒) for the center point 𝜒.
The terminal part of the cut capacity, F(𝒞), therefore represents a discretized version of

the fidelity term FgM[u, I] on Ω’s sampling positions. The nonterminal part, R(𝒞), however,
can be seen as a discretization of the regularization term RgM[u] between these sampling po-
sitions. Themeaning of the word between here depends on the chosen neighborhood system.
This described similarity is no coincidence, of course: recall that we modeled 𝒢 in order to
represent the segmentation problem of Eqs. (3.15)–(3.17) in the first place.4

Maximum Flow. To find an actual solution, that is, a minimum s-t-cut, we can tackle the
problem from another perspective: As was first described by Ford and Fulkerson [16], finding
a minimum cut corresponds to determining themaximum flow through a graph. In this con-
text, we see 𝒢 as a network of pipes, where edges ℰ serve as pipe segments, the edge weight
C(e) describes the capacity of pipe segment e, that is, the amount of flow that may pass, and
vertices𝒱 provide connections between pipe segments. Furthermore, we interpret the source
s as a flowemitter (a fountain or spring, for example) and the sink t as a flowconsumer (a drain,
for example) – in fact, choosing the names source and sink is based on this interpretation.
We can see that a substance flowing through𝒢 has to obey certain constraints: The amount

of source flow, ps ∶ Ω → ℝ≥0, which leaves s through an edge (s, x) ∈ ℰs, and the amount of
sink flow pt ∶ Ω → ℝ≥0, which arrives in t through an edge (x, t) ∈ ℰt, may not exceed their
respective edges’ capacities C0(x) and C1(x), thus

0 ≤ ps(x) ≤ C0(x), (3.29)

0 ≤ pt(x) ≤ C1(x). (3.30)

A similar constraint applies for the flow p ∶ Ω×Ω → ℝ between nonterminal neighbors xk
and xl, which may not exceed the respective edge pair’s capacity Cn(xk, xl) either. In this case,
however, we have to consider that for each node pair, flow in both directions is possible. We
therefore allow both negative and positive values in p, with negative values signifying flow
that arrives in xk (leaving xl) and positive values signifying flow that leaves xk (arriving in xl),
which implies that p(xk, xl) = −p(xl, xk). The respective constraint is

|p(xk, xl)| ≤ Cn(xk, xl). (3.31)

4From a historical standpoint, the presented train of thought is not quite accurate, however; in particular,
because Greig et al.’s work of applying graph cut to images [21] andMumford and Shah’s work that introduces
theirmodel [32] address different, albeit related, problems and use different cost functions, as we have already
shown. Moreover, both approaches were published in 1989, without one referencing the other. It is perhaps
more correct to say that both papers drew inspiration from a 1984 publication by Geman and Geman [17], in
which the two brothers proposed a method for image restoration, which they related to the Ising model [22].
This shared inspiration of [21] and [32], in turn, seems to have led to such compatible results.
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Furthermore, as all vertices beside s and t (i.e. all x∈Ω) serve purely as passive connections,
meaning they neither emit nor consume flow, the sum of incoming flows, signified by a nega-
tive value, must equal the sum of outgoing flows, signified by a positive value, for each xk ∈Ω.
This is equivalent to stating that the sum of incoming and outgoing flows must be zero:

− ps(xk) + pt(xk) +∑

xl∈𝒩xk

p(xk, xl) = 0. (3.32)

Ford and Fulkerson showed that themaximumpossible total amount of flow from s to t has
exactly the same value as a minimum s-t-cut’s capacity [16], which is known as themax-flow
min-cut theorem. Because all flow is emitted by s, we can measure the total current amount
of flow by summing all ps(x) or equivalently by summing all pt(x), as all flow is consumed by
t. The problem of finding the maximum flow can thus be written as

max
ps

∑

x∈Ω

ps(x), (3.33)

so that constraints (3.29)–(3.32) hold. At the same time, the total current amount of source
and sink flow is also equivalent to the total amount of flow across the cut, as all paths from s
to t lead through 𝒞.
Once we have found a solution for this maximization problem, a result for the original

problem is given by an s-t-cut that severs saturated edges only, that is, edges in which the
amount of flow exactlymatches the respective capacity. Note that neither themaximumflow
configuration nor the minimum cut solution have to be unique, but all possible solutions
produce the same cut capacity E(𝒞).
A general method that finds a minimum cut through calculating the maximum flow was

described by Ford and Fulkerson [16]. Later approaches that were developed specifically for
image segmentation took advantage of the regular graph structure resulting from the typi-
cally regular sampling of images, which led to less memory requirement and shorter running
times. In Chapter 5, we use an implementation5 of Delong and Boykov’s approach [14] that
adapts the push–relabel algorithm [18] to regular grids.

Grid Bias. The downside of explicitly modeling connections between pixels or voxels via
edges is the consequence that the segmentation has to follow these edges as well. The so-
called grid bias can lead to artefacts in the segmentation result, sometimes calledmetrication
errors [47], which manifest in straight segmentation boundaries or corners in places where
the segmented object is actually curved (see Fig. 8 in [4], for example). Increasing the neigh-
borhood, that is, connecting each voxel to more neighbors, reduces the artefacts [4], albeit at
the expense of increased memory requirement and running time.

3.5 Continuous Max Flow

Strang [43] was the first to show that the concept of finding minimum cuts via flow maxi-
mization can be applied to a continuous domain as well. In the following, we will derive a

5https://github.com/samehkhamis/RegionPushRelabel (last accessed on November 3, 2016)
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3.5 Continuous Max Flow

Figure 3.2: Analogy between graph cut and continuous max flow in two dimensions. Left:Us-
ing graph cut for image segmentation, we model each pixel as a graph vertex (gray circles),
which we connect to its neighbors, to a source (blue), and to a sink (red); after the cut, the
segmentation foreground consists of the nodes that remain connected to the source (1), and
the background consists of the nodes that remain connected to the sink (2). Right:Using con-
tinuous max flow, we assume a continuous image domain, in which each point is connected
to a source (blue) and to a sink (red); the net flow within the domain here can have an arbi-
trary direction (black arrows) and the cut is given by an isoline (white line) in the segmentation
result; segmentation foreground values (3) lie above the isoline value, background values (4)
lie below it.

continuous flow maximization formulation for the generalized segmentation model of Sec-
tion 3.3, and we will compare it with the discrete flow maximization of graph cut. In our
derivation we largely follow Yuan et al. [47] but take the opposite direction, as we start from
the minimum cut formulation and arrive at the flow maximization formulation. Formulat-
ing image segmentation in this way avoids the problem of grid bias, along with having some
other benefits (see below).

Minimum Cut–Maximum Flow Duality. Recall the minimization problem of the generalized
segmentation model in Eqs. (3.15)–(3.17), which we may compactly write as

min
u(x)∈[0,1]

∫
Ω

uC1 dx+∫
Ω

(1− u)C0 dx+∫
Ω

|∇u|C dx. (3.34)

As already mentioned, we assume the bounded image domain Ω ⊂ ℝd to be continuous
here. Like in the graph cut approach, we may interpret the cost functions C, C0, and C1 as
capacity constraints for a flow throughΩ. We will now successively replace the summands in
Eq. (3.34) with terms that introduce flow variables in order to construct the equivalent flow
maximization ormax flow formulation.

First summand: We introduce a sink flow variable pt ∶ Ω → ℝ and show that the following
equality holds for any given values u(x) ∈ [0, 1]:

∫
Ω

uC1 dx = max
pt(x)≤C1(x)

∫
Ω

u pt dx. (3.35)

We can see this by distinguishing two cases in each point x: If u(x)= 0, then any value for
pt(x)≤C1(x) can be chosen, and the value of u pt will always be 0. If u(x)> 0, the product
will be maximized by pt(x)=C1(x), reaching a maximum value of u(x)C1(x).
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3 Image Segmentation

Second summand: We introduce the source flow ps ∶ Ω → ℝ, leading to the equality

∫
Ω

(1− u)C0 dx = max
ps(x)≤C0(x)

∫
Ω

(1− u) ps dx, (3.36)

which can be shown following the same argument as for the first summand.

Third summand: We introduce a vector-valued variable p ∶ Ω → ℝd for the nonterminal
flow, that is, for the flowwithin the image domain. Then we show that the following equality
holds:

∫
Ω

|∇u|C dx = max
|p(x)|≤C(x)

∫
Ω

u div p dx. (3.37)

We derive the respective equality in Appendix 8.A for the more general case of anisotropic
total variation, where setting the matrix S to the identity matrix gives the result for Eq. (3.37).

Max flow formulation: If we now insert Eqs. (3.35)–(3.37) into Eq. (3.34), we can rewrite the
segmentation as a saddle point problem, namely

max
ps,pt,p

min
u(x)∈[0,1]

∫
Ω

u pt + (1− u) ps + u div p dx (3.38)

=max
ps,pt,p

min
u(x)∈[0,1]

∫
Ω

ps + u (−ps + pt + div p) dx, (3.39)

subject to the capacity constraints

ps(x) ≤ C0(x), pt(x) ≤ C1(x), |p(x)| ≤ C(x). (3.40)

Furthermore, we can view u in Eq. (3.39) as a Lagrange multiplier that incorporates the flow
conservation constraint

− ps + pt + div p = 0, (3.41)

which enables us to equivalently state the segmentation problem of Eqs. (3.34) and (3.39) as

max
ps,pt,p

∫
Ω

ps dx, (3.42)

such that the capacity constraints (3.40) and the flow conservation constraint (3.41) hold.
From an implementation point of view, Eq. (3.39) is better suited than Eq. (3.42) as the ba-

sis for an actual algorithm, because Eq. (3.39) explicitly contains the relaxed segmentation
u, in contrast to Eq. (3.42). Consequently, the algorithms employed and presented in Chap-
ters 6–8 are based on Eq. (3.39). For completeness, we note that some approaches also opti-
mize Eq. (3.34) (e.g. Chan et al. [9]), which were not used in the context of this thesis though.

Parallels to Graph Cut. The conceptual parallels between graph cut and continuous max
flow are visualized in Fig. 3.2 on the previous page. An overview of the equations in both
approaches is given in Table 3.1 on the facing page for convenience.
In continuous max flow, like in the discrete graph cut approach, we assume each point in

Ω to be connected to a flow-emitting source s and a flow-consuming sink t. We also assume
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3.5 Continuous Max Flow

Table 3.1: Energy minimization and flow maximization equations in graph cut and continu-
ous max flow. See text for variable definitions and further detail.

Discrete setting (graph cut) Continuous setting (max flow)

Minimize

E(𝒞) = F(𝒞) + R(𝒞), (3.26)

with

F(𝒞) =∑

x∈Ω

u(x)C1(x) + (1 − u(x))C0(x), (3.27)

R(𝒞) = 1/2 ∑

xk,xl∈Ω

Cn(xk, xl) |u(xk) − u(xl)|. (3.28)

Minimize

EgM[u; I] = FgM[u, I] + RgM[u], (3.15)

with

FgM[u, I] = ∫
Ω

u(x)C1(x) + (1 − u(x))C0(x) dx, (3.16)

RgM[u] = ∫
Ω

C(x) |∇u(x)| dx. (3.17)

Maximize
∑

x∈Ω

ps(x), (3.33)

subject to

0 ≤ ps(x) ≤ C0(x), (3.29)

0 ≤ pt(x) ≤ C1(x), (3.30)

|p(xk, xl)| ≤ Cn(xk, xl), (3.31)

−ps(xk) + pt(xk) +∑

xl∈𝒩xk

p(xk, xl) = 0. (3.32)

Maximize
∫
Ω

ps(x) dx, (3.42)

subject to

ps(x) ≤ C0(x), (3.40)

pt(x) ≤ C1(x), (3.40)

|p(x)| ≤ C(x), (3.40)

−ps(x) + pt(x) + div p(x) = 0. (3.41)

the flow to be constrained by three capacities: C0(x) for the source flow ps, C1(x) for the sink
flow pt, and C(x) for the nonterminal flow p, as stated in Eq. (3.40). Likewise, we assume flow
conservation for the points in Ω, as stated in Eq. (3.41). On page 16, we have already com-
mented on the similarities between Eqs. (3.26)–(3.28) from graph cut and Eqs. (3.15)–(3.17).
While the latter equations originate from the generalized Mumford–Shah model, they may
just as well be seen as a continuousminimum cut formulation. Now also note the similarities
between Eqs. (3.29)–(3.33) from graph cut and Eqs. (3.40)–(3.42) from max flow. Apart from
replacing the sum in Eq. (3.33) with an integral in Eq. (3.42) and dropping the lower bounds
in the nonterminal flow constraints of Eq. (3.40), their difference lies in the divergence div p
of Eq. (3.41), which takes on the role of the summed nonterminal edge flows of Eq. (3.32), and
which is defined as

div p ≔
d

∑

i=1

𝜕pi
𝜕xi

with p = (p1, … , pd)
T
, x = (x1, … , xd)

T. (3.43)

A negative value in div p signifies incoming net flow and a positive sign signifies outgoing net
flow within the domain for the current point. Just as with R(𝒞), the graph cut formulation
may here be interpreted as a partial derivative estimate of the continuous formulation. More
specifically, in graph cut, the sum of flows for each opposing pair of neighbors (e.g. left and
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3 Image Segmentation

right neighbor) can be seen as an estimate of the corresponding partial derivative in div p.6

Benefits. Formulating image segmentation as a continuous max flow problem has at least
three benefits. First, compared to the discrete graph cut approach, we avoid the problem of
grid bias, as we do not explicitly model the neighborhood relationship between neighboring
points in the domain and, as a consequence, do not constrain the segmentation to follow any
particular choice of neighborhood model.
Second, as can be seen from our description of relaxing the segmentation model in Sec-

tion 3.3, the cut is now given by the level set of value ℓ (i.e. the ℓ-isoline in d= 2 or the ℓ-
isosurface in d= 3) in the relaxed segmentation u. As a consequence, the segmentation is
thus not bound to the sampling positions, as is the case in graph cut.
Third, the continuous max flow formulation can be optimized with comparatively simple

and straightforward algorithms. This is true, for example, for the algorithms proposed by
Yuan et al. [47], which we employ and adapt in Chapters 6–8. Additionally, they are very well
suited for implementation on massively parallel devices like GPUs (i.e. standard computer
graphics cards), whichmay significantly reduce their runtime compared to largely sequential
implementations.

6Recall that in the graph cut case, we have p(xk, xl) = −p(xl, xk), whichmeans that the sign, and thus the direc-
tion, of the flow is to be seen relative to the current point rather than absolute (i.e. relative to the coordinate
system), as is the case in the continuous max flow formulation. As a consequence, the sum of flows to op-
posing neighbors in the graph cut case corresponds to a differential expression (namely the respective partial
derivative) in the max flow case.
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4 Segmenting the Spinal Cord

The clinical interest of our project, as has beenmotivated in Sections 1.1 and 2.2, lies in quan-
tifying spinal cord volumes and cross-sectional areas, along with their changes. More specifi-
cally, we aim atmeasuring atrophy in the spinal cord in the same patient over time (longitudi-
nal setting), andwe are interested in comparing spinal cordmeasurements between different
groups (cross-sectional setting), such as betweenhealthy subjects andMSpatients or between
patient groups of different MS subtypes.

General Idea. The task of measuring atrophy in a longitudinal setting can be framed as an
image segmentation approach, or at least as an approach that requires image segmentation,
by proceeding as follows. First,we segment the samepart of the spinal cord inmultiple images
of the same subject, using oneof the previously described image segmentation techniques, for
example.We thenquantify the segmentedpart bymeasuring its cross-sectional area in square
millimeters or its volume in cubic millimeters. Measurements in real world units are usually
possible, because medical imaging modalities provide the necessary information about sam-
pling distances in the metadata of the image files. Finally, by calculating differences between
images that were acquired at different points in time, we get a measure of absolute volume
loss for the subject, from which we can infer secondary measures like annualized atrophy rate
(see Chapter 7) or percentage volume loss [29]. Similar approaches can be chosen in a cross-
sectional setting, for example by comparing mean spinal cord cross-sectional areas of the
different groups (see Chapter 5, for example).

Challenges. While the devised approach appears straightforward, it brings about several
challenges that we have to tackle (cf. Fig. 4.1 on page 25).

Image quality: MR images are prone to noise, certain types of artefacts, and intensity inho-
mogeneities, which prevents the use of basic segmentation techniques like thresholding and
calls for more robust approaches.

Image resolution: In current clinical routine, the resolution of spinal cord MR images is usu-
ally on the order of 1mm.With a cord diameter on the order of 10mm (see Section 2.1), this
renders segmentation approaches that are bound to the voxel grid unfeasible.

Image distortion: MR image distortion due to gradient nonlinearity makes direct volume
quantification and comparison difficult and requires distortion correction (see the experi-
ments in Chapter 5).

MR contrast: DifferentMR sequences bring about different appearances of the imaged tissue,
which may make adjustments of the segmentation approach necessary.
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4 Segmenting the Spinal Cord

Physiological variability: Among different subjects, the spinal cord size itself, the size of the
enclosing spinal canal, and the amount of CSFmay vary. Additionally, depending on different
bending of the spinal cord, the nervous tissue may or may not touch the surrounding verte-
brae in certain positions. Robust spinal cord segmentation approaches have to be capable of
handling these degrees of variability.

Subject positioning: As the spine is a flexible structure, its bending may vary between scans,
depending on how a subject is placed in the MR scanner. This makes it difficult to measure
the same segment of the spinal cord repeatedly and makes it necessary to account for the
bending.

Comparability: In addition to the previous point, themore general question arises as to what
is the same segment of the spinal cord. In a longitudinal setting, on top of the bending, the
spinal cordmay also slide in the spinal canal, which brings about the need for finding reliable
landmarks to relocate a previouslymeasured spinal cord segment. In a cross-sectional setting,
in addition to that, certain types of measurement normalization may be necessary to enable
meaningful comparisons between different subjects.

Proposed Methods. Starting from the pioneering work of Losseff et al. [27], a number of
methods for quantitative measurements of the spinal cord have been proposed. Their main
differences lie in the type of measurement (cross-sectional area or volume), the choice of
landmarks and the dealing with spine bending for maintaining measurement comparability,
the degree of user interaction, the applicability to different kinds of MR sequences, the mea-
surement target (the whole spinal cord or its inner gray and white matter structures), and
finally the chosen image segmentation approach itself. A brief summary of important meth-
ods along with a list of references is given in the introductory section of our publication in
Chapter 7. De Leener et al. [13] give a more extensive and complete overview in their 2016
review article. The methods proposed in the following chapters constitute our contribution
to the literature to date.
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Figure 4.1: Challenges of spinal cord segmentation in MR images. Upper row: Example of
different MR contrasts; both images show the same subject in approximately the same posi-
tion, using aT1-weightedMPRAGE sequence (upper left) and aT2-weighted 3DTSE sequence
(upper right); note the different appearance of the spinal cord and its immediate surroundings.
Lower left: Example of a very noisy image; the spinal cord is barely visible in the lower half
of the image. Lower right: Example of MRI distortions; the image shows a perspex phantom
whose outline is actually rectangular; note how the lower corners bend inward considerably.
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5 A Semi-Automatic Method for the
Quantification of Spinal Cord Atrophy

The publication presented in this chapter describes the initial version of our toolchain for
spinal cord atrophy quantification. In a first, interactive presegmentation step, which uses
graph cut, we acquire a binary mask of the spinal cord. In a second step, the cord surface is
delineated more precisely using edge detection in one-dimensional intensity profiles, which
enables us to create a surface reconstruction of the selected spinal cord segment. In a last step,
the surface is reformatted so that either cross-sectional area or volume measurements perpen-
dicular to the spinal cord centerline can be acquired.
The toolchain is evaluated on phantom images as well as images of both healthy subjects

and multiple sclerosis patients. Phantom experiments show accurate cross-sectional area
measurements that slightly but consistently overestimate the true cross-sectional area. Re-
sults of measurement reproducibility in healthy subjects compare favorably with reported
results of state-of-the-art spinal cord segmentation approaches. Patient data experiments
confirm previously observed correlations between spinal cord volume and disability status,
which suggests that the presented toolchain is actually suited for application to clinical data.

Publication. The proposed approach was presented at the workshop Computational Meth-
ods and Clinical Applications for Spine Imaging (CSI 2013) in conjunction with the 16th Interna-
tional Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI),
September 2013, Nagoya, Japan. It was published1 as part of the workshop proceedings [34].

1http://dx.doi.org/10.1007/978-3-319-07269-2_13 (last accessed on November 3, 2016)
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A Semi-automatic Method
for the Quantification of Spinal
Cord Atrophy

Simon Pezold, Michael Amann, Katrin Weier, Ketut Fundana,
Ernst W. Radue, Till Sprenger and Philippe C. Cattin

Abstract Due to its high flexibility, the spinal cord is a particularly challenging part
of the central nervous system for the quantification of nervous tissue changes. In this
paper, a novel semi-automatic method is presented that reconstructs the cord surface
from MR images and reformats it to slices that lie perpendicular to its centerline.
In this way, meaningful comparisons of cord cross-sectional areas are possible. Fur-
thermore, the method enables to quantify the complete upper cervical cord volume.
Our approach combines graph cut for presegmentation, edge detection in intensity
profiles for segmentation refinement, and the application of starbursts for reformat-
ting the cord surface. Only a minimum amount of user input and interaction time is
required. To quantify the limits and to demonstrate the robustness of our approach,
its accuracy is validated in a phantom study and its precision is shown in a volunteer
scan–rescan study. The method’s reproducibility is compared to similar published
quantification approaches. The application to clinical patient data is presented by
comparing the cord cross-sections of a group of multiple sclerosis patients with
those of a matched control group, and by correlating the upper cervical cord vol-
umes of a large MS patient cohort with the patients’ disability status. Finally, we
demonstrate that the geometric distortion correction of the MR scanner is crucial
when quantitatively evaluating spinal cord atrophy.

1 Introduction

Multiple sclerosis (MS) is a chronic inflammatory disorder of the central nervous sys-
tem that causes both motor disability and cognitive impairment. So far, the diagnosis
and disease monitoring has been based on characteristic patterns of lesions in the
central nervous system that evolve during the disease progression. In recent years,
however, it has been shown that neurodegenerative processes play a central role in
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and may be a key to the development of disability [10]. A hallmark of neurodegen-
eration is atrophy; that is, the loss of nervous tissue. Atrophy can be investigated
on a macroscopic scale by using magnetic resonance imaging (MRI), and it has
been shown to correlate better with clinical disability than lesion patterns [10]. More
specifically, spinal cord (SC) atrophy has been suggested as a biomarker for disease
progression, due to the critical role of the SC in motor control [8].

During the last decade, several approaches have been proposed and applied to
measure SC cross-sectional areas (CSAs) and volume (e.g., see Miller et al. [9]
and Bakshi et al. [2] for methodological overviews), including manual tracing of
the SC border as well as semi-automated, intensity-based tracing and subsequent
measurement of the resulting CSAs. Common to all these approaches, however, is
their requirement for significant user input. A higher degree of automation is therefore
desirable to reduce the amount of user input and, with it, the amount of time needed
for the usually tedious tasks of manual measurements. More recently, two approaches
have been introduced that automatically reconstruct the surface of a manually selected
SC section and then successively straighten the result by reformatting it with respect
to the SC centerline [4, 6]. In this way, they make it possible to simultaneously assess
SC volume changes in a larger region compared to previous approaches.

In this publication, we present a semi-automatic technique that reconstructs the
cervical section of the SC surface and then either reformats it to slices perpendicular
to the SC centerline or measures the volume of a perpendicularly clipped SC segment.
Our method requires only little user input: two small sets of labeled voxels marking
both the SC and the background, and one user-provided anatomical landmark to
indicate a starting point for the reformatting process. We evaluate the accuracy of
our method via a phantom structure of known dimensions. Furthermore, its precision
is assessed by analyzing scan–rescan datasets of healthy volunteers. Finally, the
applicability to clinical data is shown by comparing the mean CSA of a group of MS
patients with an age-matched group of healthy subjects and by referring to a study
where our method was successfully applied to correlate upper cervical cord volume
with MS disability status. In contrast to the above mentioned methods [4, 6], we
put a special focus on how MRI-specific image distortions influence measurements
by showing that a distortion correction routine may improve the reproducibility of
measurements.

2 Materials

To assess the accuracy of our method, a cylindric perspex phantom filled with cop-
per sulfate–doped water was scanned on a 1.5T whole-body MR scanner (Avanto,
Siemens Medical, Germany) with a T1-weighted MPRAGE sequence (TR/TI/TE/

α = 2.1 s/1.1 s/3.1 ms/15◦); 192 slices in sagittal orientation were acquired with
an in-slice resolution of 0.98 mm × 0.98 mm and a slice thickness of 1 mm. The
phantom was scanned in 11 different z-positions relative to the magnetic field center
(−50 to 50 mm in increments of 10 mm). The manufacturer’s three-dimensional

MICCAI CSI 2013
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A Semi-automatic Method for the Quantification of Spinal Cord Atrophy 145

distortion correction routine was applied to the data to see the effects of image dis-
tortions induced by gradient non-linearity [7]. Both original and corrected datasets
were reconstructed.

To assess the scan–rescan reliability, 12 healthy volunteers (3 female, 9 male,
mean age 32.4 y, range 26–44 y) were scanned on a 3T whole-body MR scanner
(Verio, Siemens Medical, Germany) with a T1-weighted MPRAGE sequence (TR/
TI/TE/α = 2.0 s/1.0 s/3.4 ms/8◦); 192 slices in sagittal orientation parallel to the
interhemispheric fissure were acquired with an isotropic resolution of 1 mm3. Both
original and distortion-corrected datasets were reconstructed.

To show the applicability to clinical data, 12 relapsing-remitting MS patients
(8 female, 4 male, mean age 32.2 y, range 21–46 y; mean disease duration 8.2 y,
range 1–17 y, median EDSS 3.0, range 1–4) and 12 age-matched controls (6 female,
6 male, mean age 31.6 y, range 22–48 y) were scanned on a 3T whole-body MR
scanner (Verio, Siemens Medical, Germany) with a T1-weighted MPRAGE sequence
(TR/TI/TE/α = 1.6 s/0.9 s/2.7 ms/9◦); 192 slices in sagittal orientation parallel to
the interhemispheric fissure were acquired with an isotropic resolution of 1 mm3.
Distortion-corrected datasets were reconstructed.

3 Method

The proposed method can be broken down into four distinct steps, which we refer to
as presegmentation, segmentation refinement, surface reconstruction, and reformat-
ting. Of these steps, only presegmentation and reformatting need manual intervention
while the others run in a completely automated manner. In this way, the user inter-
action time lies in the order of two to five minutes per scan.

3.1 Presegmentation

The aim of the presegmentation step (see Fig. 1b) is to gain a binary voxel mask
that roughly separates the SC section of interest from the background; that is, from
the surrounding cerebrospinal fluid (CSF) and all non-cord tissue. While in principle
any kind of thresholding technique could be applied, we use graph cuts [3] because
of their flexibility and speed. To compensate for intensity differences caused by
field inhomogeneities, we apply a bias field correction [11] to the image volumes
beforehand. Furthermore, we normalize the image intensities to the [0, 1] interval.
We then build a six-connected graph from the voxels around the region of interest
(which the user may sketch in transverse, sagittal, and coronal projections of the
image volume).

The t-link weights are calculated based on a naive Bayes classifier via the intensity
distributions of a set of foreground and background seed points; that is, a selection of
voxels labeled by the user as definitely belonging either to the SC or its surroundings.

5 A Semi-Automatic Method for the Quantification of Spinal Cord Atrophy
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(a) (c)

(b) (d)

Fig. 1 a Location of the cisterna pontis. b Presegmentation (blue region of interest, red background
seeds, green cord seeds, yellow result). c+d Refinement: c intensity profile locations, d single
intensity profile (solid) with smooth derivative estimate (dashed), both normalized for display

We model the foreground as a univariate normal distribution and the background as
a mixture of four Gaussians. More specifically, we calculate the weights wfg(x) and
wbg(x) for the t-links that connect voxel x to the foreground and background terminal,
respectively, as

wfg(x) =

⎧
⎪⎨

⎪⎩

∞ if x ∈ F

0 if x ∈ B

1 − wbg(x) else

and wbg(x) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if x ∈ F

∞ if x ∈ B
pbg(I (x))

pbg(I (x))+pfg(I (x))
else

,

where F and B are the sets of foreground and background seed points, I (x) is the
intensity of voxel x , and pfg and pbg are the probability density functions that we
estimated from the foreground and background seed point intensities.

The n-link weights w(xa, xb) between neighboring voxels xa and xb are cal-
culated as w(xa, xb) = κ exp(−0.5ς−2(I (xa) − I (xb))

2), where I (xa) and I (xb)

are the respective voxel intensities, κ is a weighting factor, and ς determines the
spread of the Gaussian-shaped function (with smaller values for ς leading to a faster
decrease of w(xa, xb) for increasing differences I (xa)− I (xb)). The presegmentation
is concluded by connected-component labeling, assuring that only the region that
includes foreground seeds is retained.
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3.2 Segmentation Refinement

Let I : Ω → R denote the preprocessed (i.e., bias field corrected) image, and let
x = (x1, x2, x3)

T ∈ Ω denote the voxel indices in the image domain Ω ⊂ N
3. Fur-

thermore, let M ⊂ Ω denote the set of foreground mask voxel indices from the pre-
segmentation step. To reduce noise in I , we apply the GradientAnisotropic-
DiffusionImageFilter of ITK1 with the conductance parameter fixed to 3.0,
the time step fixed to 0.05, and the number of iterations fixed to 20 and 5 for the
image used in the first and second pass, respectively. In this way, we yield the denoised
images Î1(x) and Î2(x).

In the first pass, for each transversal slice, we determine the mask boundary voxel
indices Bz as

Bz = Mz\(Mz � S4), (1)

where � denotes the morphological erosion operator, S4 is the two-dimensional
structuring element representing four-connectivity, and Mz = {(x1, x2, x3)

T ∈
M : x3 = z} is the subset of mask voxels for the z-th transversal slice.

We then fit a periodic smoothing B-spline [5] sz(τ ) of degree three through the
ordered voxel indices bz

i ∈ Bz . We distribute the spline’s knots ti ∈ [0, 1] (i =
1, . . . , |Bz |) according to

ti = t∗i
t∗|Bz |

with t∗1 = 0 and t∗i = t∗i−1 + ‖bz
i − bz

i−1‖, (2)

and constrain the spline smoothness by a smoothing parameter s via

‖bz
i − sz(ti )‖2 ≤ s. (3)

The order of the boundary voxels bz
i is determined by calculating an estimate of their

centroid as ĉz = 1
|Bz |

∑
i bz

i and then sorting them according to the angles formed
by the x1-axis and the vectors bz

i − ĉz . Once we have sz(τ ), we divide it into n1
sections of equal arc length, yielding n1 new vertices uz

j ∈ sz(τ ) ( j = 1, . . . , n1)
at the section endpoints. For each uz

j , we then extract a one-dimensional intensity
profile (see Fig. 1c+d) Pz

j (x) with x ∈ [0 . . . k1 − 1] as

Pz
j (x) = Î1

(
vz

j + δ(x)
)

with δ(x) = d1 ·
(

x − k1−1
2

)
nz

j and vz
j = uz

j − onz
j ,

(4)
where nz

j denotes the unit normal vector pointing inside the spline curve at uz
j ,

the resampling distance is given via d1 ∈ R, the number of profile samples via
k1 ∈ N, and o ∈ R is an offset to control the profile centering with respect to uz

j ,
yielding offset-corrected vertices vz

j . As our approach to calculate Bz systematically
underestimates the mask boundary by half a voxel, we set o = 0.5. To get the

1 http://www.itk.org/.
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intensity values at the resampling positions x , we use bilinear interpolation in the
zth transversal slice of Î1.

Given that the extracted profiles point to the inside of the spline curve and knowing
that in T1-weighted images the inside (i.e., the SC tissue) typically appears brighter
than its immediate surroundings (i.e., the CSF), we try to refine the vz

j by means of

edge detection in the profiles Pz
j . We thus calculate their derivatives as Pz′

j (x) =
G ′(σ ) ∗ Pz

j (x), where G ′(σ ) is the spatial derivative of a Gaussian kernel with

standard deviation σ and zero mean. We then search for all local maxima xm, j in Pz′
j

and calculate the new boundary estimate wz
j as

wz
j = vz

j + δ(x̂m, j ) with x̂m, j = arg min
xm, j

‖δ(xm, j )‖. (5)

To be less susceptible to noise, we dismiss all xm, j with Pz′
j (xm, j ) < c · Pz′

j (xmax, j )

beforehand, where c ∈ [0, 1] serves as a threshold and xmax, j is the global maximum
position of Pz′

j . If no valid maxima are retained, which may be the case if the global
maximum value is negative, we set wz

j = vz
j .

A second pass of boundary estimation follows, similar to the first pass, starting
with the wz

j as initial estimate. The only differences are the following: first, to ensure
a homogeneous distribution of the boundary estimates, particularly with regard to the
surface reconstruction step (Sect. 3.3), the fitted spline is now resampled n2 times
at equal angular distances, using the spline center as point of reference, yielding
redistributed estimates yz

j ( j = 1, . . . , n2). Second, the new intensity profiles Qz
j (x)

with x ∈ [0...k2 − 1] are extracted as

Qz
j (x) = Î2

(

yz
j + d2 ·

(
x − k2−1

2

) ∇ Î z
2 (y1,y2)

‖∇ Î z
2 (y1,y2)‖

)

with (y1, y2, z)T = yz
j ; (6)

that is, no offset is added and the normalized gradient vectors of the in-slice intensities
Î z
2 at yz

j replace the spline normal vector. The boundary re-estimation is calculated
analogous to Eq. (5), leading to the final boundary position zz

j .
As a result of the refinement procedure, we now have n2 vertices zz

j for all of those
transversal slices that contain foreground mask voxels. These vertices represent the
slice-wise SC contour at subvoxel precision, provided that the profile resampling
distances d1 and d2 were chosen sufficiently small.

3.3 Surface Reconstruction

We transform the zz
j to their locations az

j in the metric world coordinate system by
means of a transformation matrix determined from the image source’s meta data.
We then connect each az

j to az+1
j , az

j+1, and az+1
j+1, which results in strips of 2n2
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(a) (b) (c)

Fig. 2 a Reformatting (yellow centerline, green landmark and anchor point, blue simplified star-
burst and new contour). b Schematic reformatting steps: contour stacking, surface reconstruction,
reslicing. c Perpendicular volume clipping (gray original surface, blue clipped volume segment)

triangles between each pair of successive slices and thus in a complete SC surface
reconstruction S for the initially masked region of interest (see Fig. 2b).

3.4 Reformatting

To compare different image volumes, spatial correspondence has to be established
between them. In our setting we have to make sure that anatomically corresponding
SC locations are compared. This is not straightforward for two reasons: first, the SC
can be bent rather differently in the head and neck area between scans; and second,
the SC slides along the spinal canal during this bending, making landmarks such as
the vertebrae or intervertebral discs unsuitable.

We identified the cisterna pontis, a distinct indentation at the caudal pons, as a
landmark that may easily be spotted and manually marked (see Fig. 1a). Moreover,
the landmark is a structure that is part of the nervous tissue and, as such, stays in a
fixed position relative to the SC. This may be a benefit compared to other features
located on the intervertebral discs [6, 8] or on bone structures such as the foramen
magnum [4], which are more likely to be susceptible to relocation due to bending. To
the best of our knowledge, the cisterna pontis has not been described as a landmark
in the context of SC surface reconstructions.

Concerning the bending, we propose a similar approach as previously described
by Coulon et al. [4]. Let cz describe the centroid of the polygon formed by the vertices
az

j ; let z = 1, . . . , m here serve as an index variable that consecutively numbers all m
transversal slices containing parts of the surface reconstruction S. We then define the
centerline c(τ ) of S as a smoothing B-spline of degree three through the cz (Sect. 3.2).
Let p ∈ R

3 denote the position of the cisterna pontis landmark in world coordinates.
The anchor point c0 = c(τ0) for reformatting is then determined by the condition
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(p − c0) · c′
0 = 0, where c′

0 is a spline tangent vector in c0; in other words, c0 is an
orthogonal projection of p onto the spline curve. We extrapolate the superior spline
end if necessary to find a τ0 and c0 that satisfy the condition. Depending on whether
one intends to measure reformatted CSAs or the volume of a SC section, either the
reslicing steps or the volume measurement steps described below follow.

Reslicing. For measuring reformatted CSAs, a total of n3 reslicing positions ci =
c(τi ) (i = 1, . . . , n3) are determined by solving

τi∫

τ0

‖ dc
dτ

‖ dτ = ω + (i − 1)d3 (7)

with respect to τi ; in other words, the ci are calculated at intervals of equal arc length
d3 along the spline curve, starting from c0, with an offset ω.

Based on the ci , we want to reformat the surface reconstruction S to slices that lie
perpendicular to the centerline c. Formally speaking, we thus require for each ci the
set of surface points Ci ⊂ S that satisfy Ci = Ri ∩ S with Ri = {r: (r −ci ) ·c′

i = 0};
that is, we require the points that lie in the intersections of S with the planes Ri⊥c
through the reslicing positions ci .

In practice, we calculate approximations of these intersections. For this, we build
n3 bundles of rays, hereafter referred to as ‘starbursts’. Each starburst (see Fig. 2a)
consists of n4 rays qi

j ( j = 1, . . . , n4) given by

qi
j (λ) = ci + λri

j with λ ≥ 0, ‖ri
j‖ = 1, and ri

j · c′
i = 0. (8)

The direction vectors ri
j are directed at equal angular intervals around ci ; that is,

∀ j : ri
j · ri

j+1 = cos( 2π
n4

). The actual reslicing procedure amounts to a series of

ray–triangle intersections of all qi
j with the triangles that form S. As a result, we

get a new set of n3 · n4 vertices bi
j ∈ Ci , which for each of the n3 positions may

be connected to a polygon serving as a contour representation for the respective
reformatted slice. These contours are finally suitable for CSA measurements that
make inter-scan comparisons possible.

Volume Measurement. For measuring the volume of an SC section of length l, the
surface reconstruction S is clipped by two planes that are located at arc lengths ω

and ω + l measured along the centerline (see Eq. 7) and that lie perpendicular to the
respective centerline tangent vectors. We then close the ends of the clipped section
and calculate the volume of the resulting closed surface (see Fig. 2c) based on the
divergence theorem [1].
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4 Results

To assess the performance of our proposed algorithm, we conducted experiments on
phantom, scan–rescan, and real patient data. For all these experiments, the following
parameter settings were applied: κ = 0.4, ς = 0.5, s = 3.0 voxels (splines in
the refinement step), s = 3.5 mm (centerline splines), n1, 2, 4 = 60, k1, 2 = 20,
d1 = 0.2 voxels, d2 = 0.1 voxels, c = 0.3, σ = 0.5 voxels, d3 = 0.25 mm. If not
stated differently, reslicing took place in superior–inferior direction over a length of
50 mm, resulting in n3 = 201 new slices.

Phantom Evaluation. Among other structures, the used phantom contains a solid
cylindric structure, surrounded by a liquid-filled cavity, of 60 mm length and 25 mm
diameter (corresponding to a CSA of 490.9 mm2), which was roughly aligned with
the scanner’s z-axis during the scans. As a substitute for the SC landmark, we placed
a marker at the most posterior point of the structure’s boundary in the most superior
slice where its CSA was still completely visible and set ω = 2 mm.

In the uncorrected scans, the mean CSA was 504.7±1.8 mm2, thus the true CSA
was overestimated by approximately 2.8 %. In the corrected scans, the mean CSA
was 503.0±1.3 mm2, thus the true CSA was overestimated by approximately 2.5 %.

Scan–Rescan Evaluation. For the scan–rescan evaluation, the twelve subjects were
scanned three times in a row (scans S1, S2, S3). Between S1 and S2 they were asked
not to move so that the SC location and bending would be as similar as possible
in both scans. Between S2 and S3 the subjects had to exit the scanner and were
repositioned afterwards. One subject was excluded because the cisterna pontis was
not visible in all scans. To measure the intra-observer reproducibility, the distortion-
corrected S1 scans were presegmented twice by one observer, with a period of more
than one month between associated presegmentations. To measure the inter-observer
reproducibility, the distortion-corrected S1 scans were presegmented independently
by a second observer.

We focused on two different aspects for interpreting the results: the effects of
the distortion correction routine, and the comparison to published SC segmentation
methods.

In a first experiment (E1), we set the reslicing offset to ω = 50 mm and measured
the CSAs in superior–inferior direction over a length of 15 mm (resulting in 61 new
slices), approximately covering the caudal end of the C2 vertebra. We then averaged
the CSA for the reformatted contours of each scan and calculated the coefficient of
variation (CV; i.e., the sample standard deviation over the mean) for comparisons of
S1 and S2, S1 and S3 (both in the corrected and the uncorrected scans), as well as for
the intra-observer and inter-observer comparisons. This setup was chosen in order
to compare our results with the method described by Losseff et al. [8], who measure
the average CSA of the caudal C2 end over five slices of 3 mm thickness that were
reformatted to lie perpendicular to the SC orientation.

In a second experiment (E2), in order to compare our results with the methods
described by Coulon et al. [4] and Horsfield et al. [6], we set the reslicing offset
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Table 1 Coefficients of variation, distortion-corrected versus uncorrected scans (%)

E1: C2 E2: C1–C3 E2: C1–C3 E3: C1–C3
Avg. CSA Avg. CSA Volume Slice-wise CSA
S1–S2 S1–S3 S1–S2 S1–S3 S1–S2 S1–S3 S1–S2 S1–S3

Uncorrected 0.42 1.55 0.36 1.90 0.35 1.89 1.16 2.48
Corrected 0.42 1.15 0.33 0.94 0.33 0.93 1.10 1.76

to ω = 25 mm and segmented over our default length of 50 mm. In this way, we
covered a wider region of the cervical SC, namely approximately the section between
the cranial end of the C1 and the caudal end of the C3 vertebra. For each scan, we
then calculated the mean CSA over the reformatted contours of the complete region
as well as the region’s perpendicularly clipped volume. The CVs were calculated for
the same combinations as described in the first experiment.

In a third experiment (E3), we wanted to see whether our method is applicable
to not only measure a mean CSA, but also to measure the CSA on specific levels
along the SC reliably. We thus swapped the order of averaging and CV calculation:
first, we calculated a CV for the contours on the same level (e.g., the CV for the first
reformatted contour in the S1–S2 comparison for subject one), then we averaged
over the CVs for each comparison.
Effects of the distortion correction routine. A comparison of the mean CVs over
all subjects for the distortion-corrected and uncorrected scans is shown in Table 1.
The results conform to our expectations. As the S1–S2 position change was min-
imal, the image distortions have little influence here. This is because they affect
both scan and rescan similarly, and thus the S1–S2 CVs are on the same level for
the corrected and uncorrected scans. After repositioning (i.e., S1–S3), however, the
uncorrected data CVs become distinctly worse than the corrected data CVs, show-
ing the benefit of the correction routine as soon as scan conditions are not perfectly
similar anymore. Furthermore, the S1–S3 corrected data CVs are also worse than
their S1–S2 equivalents, which suggests that the correction routine does not account
for all geometric distortions in the scans. Partial volume effects, for example, may
be another contributor to variations in the reconstructions and thus in the subsequent
measurements.
Comparison with published methods. For all experiments, the mean CVs over all
subjects are reported in Table 2, making use of the distortion-corrected scans for
our method. The results of Experiments 1 and 2 compare favorably with the values
reported by Losseff et al. [8], Coulon et al. [4], and Horsfield et al. [6]. The low
intra- and inter-observer CVs show the strength of our method in that the outcome is
very robust given different presegmentation inputs, whether produced by the same
observer or different observers.

The results of Experiment 3 indicate that even measurements on single-contour
level may produce reasonable outcomes with our method. To put these values into
perspective: given a realistic CSA of 75 mm2, changes of 0.91 mm2 (1.96 standard
deviations) on a specific slice should be detectable in distortion-corrected scans with
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Table 2 Coefficients of variation, comparison with published methods (%)

Scan–rescan Intra-observer Inter-observer
S1–S2 S1–S3

E1 Our method, C2 average CSA 0.42 1.15 0.15 0.14
Horsfield et al. [6], C2 average CSA – – 0.59 1.36
Losseff et al. [8], experienced observer – 0.79 0.73 –
Losseff et al. [8], inexperienced observer – 1.61 1.03 –

E2 Our method, C1–C3 average CSA 0.33 0.94 0.28 0.36
Horsfield et al. [6], C2–C5 average CSA – – 0.44 1.07
Coulon et al. [4], average CSA – 1.31 0.77 –

Our method, C1–C3 volume 0.33 0.93 0.26 0.35
Coulon et al. [4], volume – 1.35 1.36 –

E3 Our method, C1–C3 slice-wise CSA 1.10 1.76 0.62 0.70

95 % confidence by the same observer.2 Assuming a CSA of circular shape, this
corresponds to a change in radius of 0.03 mm.

Preliminary Evaluation on Patient Data. One distortion-corrected scan per sub-
ject was used for the cross-sectional clinical data evaluation. The SC surfaces were
reconstructed and resliced with an offset of ω = 25 mm, and the SC volume was mea-
sured over the default 50 mm section. One patient was excluded afterwards because
the reconstruction showed substantial spike artefacts in the inferior part caused by
some refinement line profiles erroneously capturing the edge of the surrounding
vertebra. The mean SC volume was 3,464 ± 592 mm3 for the patient group and
3,811 ± 444 mm3 for the control group. For both the patient group and the control
group, we also calculated the mean slice-wise CSAs. As can be seen in Fig. 3, the
patient CSA is smaller than that of the healthy controls throughout all slices. Com-
paring the mean slice-wise CSAs on each level in a paired-samples t-test showed a
statistically significant difference (p < 0.01) between the two groups.

Evaluation on a Large MS Patient Cohort. In a recent publication [12], we applied
our method to a cohort of 172 MS patients. Perpendicularly clipped SC volumes were
measured as described above, with an offset of ω = 20 mm. In a hierarchical mul-
tiple linear regression analysis including demographic factors as well as volumetric
measures and MS lesion load, the SC volume was shown to be one of the strongest
predictors (p < 0.001; β = −0.28) of the Expanded Disability Status Scale (EDSS)
score, which signifies the clinically determined degree of disability. In this way, both
similar results of other studies were confirmed (such as the ones mentioned in [10])
and the applicability of our method to clinical data was demonstrated.

2 Note that this is not the same value as the 0.67 mm2 reported by Horsfield et al. [6] in a similar
argument for the C2–C5 region, as they describe the CV of average CSAs, while we describe an
average CV over slice-wise CSAs here. If we do the same calculation for our method with the C1–
C3 average CSA (see Table 2, E2), assuming a CSA of 78 mm2 as reported in [6], the detectable
change even drops to 0.43 mm2.
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Fig. 3 Mean cross-sectional area along the spinal cord centerline for the MS patient and control
group, distances measured relative to the reformatting anchor point

5 Conclusion

We presented a novel semi-automatic method for the reconstruction and reformat-
ting of the spinal cord surface that enables reliable comparisons of both the complete
upper cervical cord area and the cord cross-sectional areas over the range of sev-
eral vertebrae, even if different degrees of spine bending occur between scans. The
accuracy of our method was demonstrated by measurements on phantom data. We
could also show that a minimum amount of interaction time (two to five minutes) and
user-provided input (two sets of labeled voxels and one anatomical landmark) are
sufficient to acquire highly reproducible results. These results reach a comparable if
not superior precision level with respect to similar approaches [4, 6] (coefficient of
variation values <1 % for mean CSAs and volumes, values in the 1–2 % range for
slice-wise CSAs). Furthermore, we showed that the application of a correction rou-
tine to account for geometric distortions induced by gradient non-linearity increases
the degree of reproducibility. The latter appears to us to be an important aspect that
nevertheless has been neglected (or has at least not been mentioned explicitly) by
similar cord reconstruction approaches (cf. [4, 6]), so far.

Finally, the method’s applicability to clinical data was demonstrated by a com-
parison of the slice-wise cross-sectional areas of a group of MS patients with an
age-matched control group. We could later confirm these preliminary results by
successfully correlating SC volumes with disability scores in a large cohort of MS
patients, thus showing the suitability of our approach for everyday use.
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6 Automatic Segmentation of the Spinal Cord
Using Continuous Max Flow with
Cross-sectional Similarity Prior
and Tubularity Features

In the publication presented in this chapter, we demonstrate, in terms of a proof of con-
cept, how algorithmic adjustments and the integration of additional features, apart from the
image intensities, may increase segmentation robustness. In particular, we adapt the contin-
uous max flow algorithm for our goal of spinal cord segmentation by introducing a similarity
prior along the imaged subject’s main body axis, which penalizes cross-sectional area changes
of the segmented object and thus helps to guide the segmentation in noisy or low-contrast
image regions. Furthermore, we integrate twoHessian-based structural features into the seg-
mentationmodel’s cost functions: a vesselness feature, which responds to tube-like structures
like the spinal cord, and a csfness feature, which responds to both tube- and plate-like struc-
tures like the cerebrospinal fluid (CSF).
We compare automatic segmentations of the spinal cord both with and without the cross-

sectional similarity prior, as well as with and without the csfness feature, showing that both
proposed adaptations improve the segmentation results.

Publication. The proposed approach was presented at the 2nd MICCAI Workshop and Chal-
lenge ComputationalMethods andClinical Applications for Spine Imaging (CSI 2014) in conjunc-
tionwith the 17th International Conference onMedical Image Computing andComputer Assisted
Intervention (MICCAI), September 2014, Boston, Massachusetts, USA. It was published1 as
part of the workshop proceedings [35].

1http://dx.doi.org/10.1007/978-3-319-14148-0_10 (last accessed on November 3, 2016)
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Automatic Segmentation of the Spinal
Cord Using Continuous Max Flow
with Cross-sectional Similarity
Prior and Tubularity Features

Simon Pezold, Ketut Fundana, Michael Amann, Michaela Andelova,
Armanda Pfister, Till Sprenger and Philippe C. Cattin

Abstract Segmenting tubular structures from medical image data is a common
problem; be it vessels, airways, or nervous tissue like the spinal cord. Many
application-specific segmentation techniques have been proposed in the literature,
but only few of them are fully automatic and even fewer approaches maintain a con-
vex formulation. In this paper, we show how to integrate a cross-sectional similarity
prior into the convex continuous max-flow framework that helps to guide segmen-
tations in image regions suffering from noise or artefacts. Furthermore, we propose
a scheme to explicitly include tubularity features in the segmentation process for
increased robustness and measurement repeatability. We demonstrate the perfor-
mance of our approach by automatically segmenting the cervical spinal cord in
magnetic resonance images, by reconstructing its surface, and acquiring volume
measurements.
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1 Introduction

The segmentation of oriented tubular structures in the body is a common task in
medical applications. Examples include measuring functional vessel volumes in
patients of cardiovascular diseases, or quantifying spinal cord atrophy (i.e., the loss
of nervous tissue) in a variety of neurodegenerative diseases. Multiple sclerosis (MS)
is a prominent example among the latter diseases. Clinical MS studies have shown
relationships between the degree of cord atrophy and both the strength of disease [1]
and disease duration [2]. Therefore, in recent years, assessing spinal cord atrophy
has become a highly active topic of research, resulting in a number of methods that
were specifically tailored towards the segmentation of the spinal cord (see e.g. the
recently published segmentation approaches of Asman et al. [3], De Leener et al. [4]
and the methods referenced therein, or the earlier review of Miller et al. [5]). Only
few of these methods, however, make extensive use of the fact that the spinal cord
is an inherently tubular structure.

In this paper, we present an automated method that aims at the more general goal
of segmenting tubular structures in image volumes. Manual intervention on the target
data is reduced to placing a landmark if the segmentation result is ambiguous. As
a proof of concept, we successfully demonstrate the practicability of our method
by segmenting the spinal cord in magnetic resonance (MR) images and acquiring
volume measurements from surface reconstructions of the segmentation results.

We adjust Yuan et al.’s continuous max-flow framework [6] to include a cross-
sectional similarity prior. This prior exploits the fact that an oriented elongated struc-
ture shows only little change in shape along its orientation. Thus, the prior may guide
the segmentation in regions where image information is missing or ambiguous. A
related approach of including a similarity prior is pursued by Qiu et al. [7]. Due to
their different problem setting (they aim for axial symmetry), they formulate parts
of the problem in a discrete setting, while our formulation is continuous. We also
propose a way to include tubularity features in the segmentation process. Specifically
for the segmentation of the spinal cord, we furthermore introduce the new csfness
feature, which is designed to improve discrimination between the spinal cord and
the cerebrospinal fluid (CSF) that immediately surrounds it.

2 Method

In the following subsections, we introduce our adaptation of the max-flow approach
and define the flow capacity functions together with the features that we use in
experiments. We present an algorithm to solve the adapted problem, and we conclude
the section by proposing a scheme to reconstruct the surface from the segmentation
result, which we use for quantitative measurements.

Notation. Let I : � → I denote the intensity non uniformity corrected image
[8] with intensities in the normalized intensity space I = [0, 1], where
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x = (x1, x2, x3)
T ∈ � are the coordinates in the continuous image domain � ⊂ R

3.

Throughout the whole section, we furthermore assume that the tubular structure of
interest is roughly oriented parallel to the x3 axis. Figuring out the orientation should
be straightforward for most clinical applications, as the subject’s orientation with
respect to the image can be determined from the image’s meta data for most clinical
imaging modalities.

Original max-flow formulation. A general formulation for the continuous max-
flow problem with spatial flow p(x), source flow ps(x), sink flow pt (x), and
corresponding flow capacities C(x), Cs(x), Ct (x) is stated by Yuan et al. [6] as

max
ps ,pt ,p

∫

�

psdx, (1)

subject to the flow capacity constraints

ps(x) ≤ Cs(x), pt (x) ≤ Ct (x), ‖p(x)‖ ≤ C(x) (2)

and the flow conservation constraint

div p(x) − ps(x) + pt (x) = 0. (3)

2.1 Cross-Sectional Similarity Prior

Following our goal to impose a cross-sectional similarity prior on the segmentation,
we split the spatial flow p(x) into an in-slice component q : � → R

2 and a through-
slice component r : � → R with respect to slices that lie perpendicular to the x3
axis (see Fig. 1a). The resulting continuous max-flow problem can then be written
as follows:

max
ps ,pt ,q,r

∫

�

psdx, (4)

subject to the new flow capacity constraints

ps(x) ≤ Cs(x), pt (x) ≤ Ct (x), ‖q(x)‖ ≤ α(x), |r(x)| ≤ β(x) (5)

and the new flow conservation constraint

div12 q(x) + r ′(x) − ps(x) + pt (x) = 0, (6)

where div12 q denotes the divergence of q perpendicular to the x3 axis and r ′ denotes
the derivative of r along the x3 axis.

The flow formulation now possesses the desired property of having the spatial
flow capacity C(x) of [6] represented by two separate terms, namely the in-slice
flow capacity α(x) and the through-slice flow capacity β(x). The latter capacity,
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(a) (b) (c) (d)

Fig. 1 Method overview. a Proposed flow configuration: the spatial flow is split into an in-slice com-
ponent q, perpendicular to the axis along which the tubular structure is oriented, and a through-slice
component r , parallel to the axis. b Sample sagittal slice of one of the images used for evaluation.
c Segmentation result. d Surface reconstruction with cutting planes for volume measurement

β(x), represents the cross-sectional similarity prior that allows for precise control
over the through-slice flow behavior: For example, we may choose an edge-based
cost function for α(x) that drives the segmentation towards edges in I, while setting
β(x) = β0 to enforce constant similarity throughout all slices. Or we may calculate
β(x) = β(x3) as a slice wise cost-function that, for each slice, adjusts the similarity
prior to the in-slice noise level (reinforcing the similarity prior if the noise level is
high and relaxing it if the noise level is low). Other combinations are possible, of
course: note that both α and β may be formulated pointwise.

Dual formulation. Introducing the Lagrange multiplier u = u(x) and following the
steps in [6], the max-flow problem can be reformulated as the equivalent primal-dual
model

max
ps ,pt ,q,r

min
u

∫

�

psdx +
∫

�

u · (div12 q + r ′ − ps + pt )dx (7)

subject to the capacity constraints (5). The equivalent dual model representing a
relaxed min-cut problem then becomes

min
u∈[0,1] E(u) :=

∫

�

{
(1 − u)Cs + uCt + α| ∇12 u| + β|u′|} dx . (8)

Here, ∇12 u denotes the in-slice gradient and u′ denotes the through-slice derivative
of u with respect to the x3 axis, similar to the definitions of div12 q and r ′ above. It
can be shown that each level set function u�(x), � ∈ (0, 1] given by

u�(x) :=
{

1, u∗(x) > �

0, u∗(x) ≤ �
with u∗ := argmin

u
E(u) (9)

is a global binary solution of the adapted problem stated in Eq. (4).
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2.2 Tubularity Features

As our goal is to segment tubular structures in the image, it appears natural to include
tubularity features in the flow capacity calculations. A well-known tubularity feature
is Frangi’s measure of vesselness [9] (see Fig. 2b), v∗(x) = maxξ∈Sv v(x; ξ), where,
for each scale ξ in the predefined set of scales Sv, the vesselness v(x; ξ) of bright
tubular structures on dark background is

v(x; ξ) =
⎧⎨
⎩

0, λ2 ≥ 0 ∨ λ3 ≥ 0(
1 − exp(−2

λ2
2

λ2
3
)

)
exp(−2

λ2
1

λ2λ3
)

(
1 − exp(−

∑3
i=1 λ2

i
2h2 )

)
else,

(10)

with λi = λi (x) denoting the ordered eigenvalues (|λ1| ≤ |λ2| ≤ |λ3|) of the point-
wise Hessian matrices that result from convolving the input image I with Gaussian
derivatives of standard deviation ξ. We define h as half of the maximum Hessian
norm at the current scale as suggested by Frangi [9].

In our experiments on segmenting the spinal cord, we decided to include another
feature that specifically describes the background that immediately surrounds the
target structure. The spinal cord is embedded in cerebrospinal fluid (CSF), which
appears dark in the used MR sequences. As the CSF also appears largely elongated,
but exhibits both tube-like and plate-like properties, we adapt Frangi’s vesselness
feature to a csfness feature w∗(x) (see Fig. 2c) that discriminates between blob-like
structures and non-blobs. We do so by replacing the eigenvalue ratio terms of v∗ with
an equivalent term composed of λ1 and λ3, as it is the latter ratio that discriminates
both vessels and plates from blobs in Hessian eigenvalue analysis [9]. Consequently,
we define w∗(x) = maxξ∈Sw w(x; ξ) for dark non-blobs on bright background in the
scales Sw with

w(x; ξ) =
⎧⎨
⎩

0, λ3 ≤ 0

exp(−2
λ2

1
λ2

3
)

(
1 − exp(−

∑3
i=1 λ2

i
2h2 )

)
else.

(11)

Fig. 2 Features used in segmentation. a Image intensities. b Vesselness response. c Csfness
response
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Combining the features. Let V = [0, 1] � v∗, W = [0, 1] � w∗ be the vesselness
and csfness feature spaces, let Y = I × V ⊂ R

2 and Z = I × V ×W ⊂ R
3 be two

combined feature spaces, let I2 : � → Y , I3 : � → Z be two new image functions
that map to the combined feature spaces, and let y ∈ Y , z ∈ Z be the coordinates in
the combined feature spaces.

Furthermore, let Y f = {yi
f }M

i=1, Yb = {y j
b }N

j=1 be two sets holding samples of Y
with known foreground and background membership, respectively. Based on these
training sets, we propose to calculate the capacities for the terminal flow constraints
(5) using kernel density estimates:

Cs(y) = Cs(I2(x)) =
1
M

∑M
i=1 K� f (y − yi

f )

1
M

∑M
i=1 K� f (y − yi

f ) + 1
N

∑N
j=1 K�b (y − y j

b )
, (12)

Ct (y) = Ct (I2(x)) = 1 − Cs(y), (13)

where K�. is a Gaussian kernel with zero mean and diagonal covariance matrix �.,
holding variances σ 2

d for the feature dimensions d as diagonal elements. Terminal
capacities for the feature space Z may be calculated in a similar way. For the sake of
simplicity, we choose the non-terminal capacities as constants in our experiments:
α(x) = α0, β(x) = β0.

2.3 Algorithm

In accordance with the original max-flow approach, we propose to find a global solu-
tion to our adapted formulation by setting up the respective augmented Lagrangian
equation as

Lc(ps, pt , q, r, u) :=
∫

�

psdx +
∫

�

u · (div12 q + r ′ − ps + pt )dx

− c

2

∥∥div12 q + r ′ − ps + pt
∥∥2

, (14)

and iteratively optimizing it using Algorithm 1, based on the algorithm in [6].

2.4 Surface Reconstruction

As can be concluded from Eq. (9), reconstructing the surface of the segmented struc-
ture amounts to finding the isosurface of level � ∈ (0, 1] in the segmentation result
u∗ (see Fig. 1c, d). We propose to extract the isoline as a polygon of m vertices for
each slice along the x3 axis and successively connect the resulting dots in space.
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Algorithm 1 Augmented Lagrangian based max-flow algorithm.

Arbitrarily initialize p1
s , p1

t , q1, r1, u1; initialize Cs , Ct , α, β; specify a tolerance ε̂ and a step size
c; set the iteration count k = 1. For each iteration, perform the following:

• Optimize q, fixing the other variables:

qk+1 ← argmax
‖q‖≤α

Lc = argmax
‖q‖≤α

− c

2

∥∥∥∥div12 q + r ′ k − pk
s + pk

t − uk

c

∥∥∥∥
2

,

using a projected gradient ascent step of step size γq , as suggested in [10]:

– update q: qk+1 ← qk + γq · ∇12(div12 qk + r ′ k − pk
s + pk

t − uk

c ),

– project q: qk+1 ←
⎧⎨
⎩

qk+1

‖qk+1‖ · min{∥∥qk+1
∥∥, α}, qk+1 �= 0

0, qk+1 = 0
.

• Optimize r, fixing the other variables:

rk+1 ← argmax
|r |≤β

Lc = argmax
|r |≤β

− c

2

∥∥∥∥div12 qk+1 + r ′ − pk
s + pk

t − uk

c

∥∥∥∥
2

,

using a projected gradient ascent step of step size γr :

– update r : rk+1 ← rk + γr · ∂
∂x3

(div12 qk+1 + r ′ k − pk
s + pk

t − uk

c ),

– project r : rk+1 ← sgn(rk+1) · min{∣∣rk+1
∣∣, β}.

• Optimize ps and pt pointwise:

– i) pk+1
s ← 1

c − uk

c + div12 qk+1 + r ′ k+1 + pk
t , ii) pk+1

s ← min{pk+1
s , Cs},

– iii) pk+1
t ← uk

c − div12 qk+1 − r ′ k+1 + pk+1
s , iv) pk+1

t ← min{pk+1
t , Ct }.

• Calculate the pointwise error ε: εk+1 ← c · (div12 qk+1 + r ′ k+1 − pk+1
s + pk+1

t ).

• Update u: uk+1 ← uk − εk+1.
• Terminate if 1

|�|
∫
�

∣∣εk+1(x)
∣∣ dx < ε̂, otherwise update k ← k + 1 and continue.

This provides us with the slicewise contours of the segmentation at no additional
cost, which then facilitates estimating the centerline, namely as a curve fit through
the centroids of the contours. A centerline estimate, in turn, may be useful to acquire
quantitative measurements from the reconstruction (see Sects. 3, 4).

If there are multiple foreground regions in u∗, a point of reference may be used to
choose the region closest to it. Likewise, heuristic criteria like sudden jumps of the
centroid or a threshold on the contour line’s convexity may be used to determine a
cutoff for the tubular structure of interest. In the spinal cord segmentation experiments
below, we define a point of reference by an anatomical landmark, and we define
two cutoff criteria as finding either a distance > d between the centroids of two
consecutive slices or finding a contour line with convexity < t . As a measure of
convexity, we employ the ratio of the contour line’s area and the area of its convex hull.
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3 Materials

Applicability of our approach is shown by segmenting the spinal cord in MR images
of healthy volunteers (Figs. 1b, 2a) and MS patients.

To assess accuracy and reproducibility, 11 healthy volunteers (3 female, 8 male,
mean age 32.7 year, range 26–44 year) were scanned on a 3 T whole-body MR scan-
ner (Verio, Siemens Medical, Germany) with a T1-weighted MPRAGE sequence
(TR/TI/TE/α = 2.0 s/1.0 s/3.4 ms/8◦); 192 slices in sagittal orientation parallel to
the interhemispheric fissure were acquired with an isotropic resolution of 1 mm3.
Image volumes were corrected for gradient nonlinearity distortions using the scan-
ner manufacturer’s correction routine.

To show applicability to clinical data, we used follow-up data of 32 MS patients
(21 female, 11 male, mean age 47.1 year, range 22–60 year; 22 patients with
relapsing-remitting MS, 10 patients with primary progressive MS, mean disease
duration 13.8 year, range 3–31 year, median EDSS 3.0, range 1.5–6.0). The patients
were scanned on a 1.5 T whole-body MR scanner (Avanto, Siemens Medical, Ger-
many) with a T1-weighted MPRAGE sequence (TR/TI/TE/α = 2.08 s/1.1 s/3.93 ms/
15◦); 160 slices in sagittal orientation parallel to the interhemispheric fissure were
acquired with an in-slice resolution of 0.98 mm × 0.98 mm and a slice thickness of
1 mm. Scans were acquired at two points in time approximately 5 years apart (mean
5.04 year, range 4.55–5.41 year); demographic data above is given with respect to the
earlier scan. Distortion correction was applied to the surface reconstructions using
the method of Janke et al. [11].

For the calculation of the terminal flow constraints C.(y) and C.(z), sample
sets were acquired on 150 separate scans of MS patients. The training patients
were scanned with the same MPRAGE sequence as the 32 MS patients above.
Foreground/background membership of the training samples was determined using
a graph cuts-based [12] semi automated method described as presegmentation
in [13]. To speed up calculations, features were discretized to 50 bins in the
[0, 1] interval in each feature dimension. Silverman’s rule of thumb with σd =
4

1
D+4 (n(D + 2))

−1
D+4 σ̂d provided a σ 2

d estimate, where n is the number of samples,
σ̂d is the sample standard deviation in d , and D is 2 for C.(y) and 3 for C.(z). To
avoid zero bins, a small additive constant of 0.0001k was added to the resulting bin
values, where k is the maximum value of all bins.

For all experiments, the following parameters were applied: α0 = 0.5, β0 =
2.5, Sv = [2 mm, 4 mm] (16 values), Sw = [1 mm, 2 mm] (8 values) for the flow
capacities; � = 0.5, m = 60, d = 10 mm, t = 0.95 for the surface reconstruction.
Likewise for all reported volume measurements, the volume of a spinal cord surface
segment of 50 mm centerline length, which was clipped by planes perpendicular to
the centerline and which was located approximately 25 mm inferior of a manually
marked landmark, was evaluated as described in [13].
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4 Results

Scan–rescan evaluation. In two experiments on scan–rescan data, we evaluated the
accuracy and reproducibility of our method. To show the benefits of splitting the
spatial flow into an in-slice component and a through-slice component, we repeated
all experiments using Yuan et al.’s original formulation [6] for segmentation, setting
the spatial flow capacity C(x) (see Eq. (2)) to a value of C(x) = 1.0, as this parameter
choice provided the highest number of successful surface reconstructions in the
second experiment below. For the experiments, we scanned the 11 healthy volunteers
(see Sect. 3) three times in a row (scans S1, S2, S3), without repositioning between
S1 and S2 and with repositioning between S2 and S3, resulting in 33 scans altogether.

Accuracy: As we work with human in-vivo data, it was not possible to acquire quanti-
tative ground truth measurements, for example, via histologic specimen. We therefore
used manual segmentations of the image data as a gold standard for comparison in
the first experiment. To make such manual measurements feasible, a semiautomated
approach that allows for human feedback in the segmentation process seemed appro-
priate. We thus segmented all scan–rescan datasets with the method described as
presegmentation in [13], placing foreground/background seeds manually and adjust-
ing them in an iterative manner until we acquired a satisfying binary segmentation.
We then compared the overlap of this gold standard segmentation with the binarized
results of the automated segmentation for a 50 mm cord segment, located 25 mm
inferior of the manually marked landmark. As a measure of overlap agreement, we
calculated Dice coefficients for the region overlaps.

With our approach, we gained a mean Dice coefficient of 0.88 using the pro-
posed feature combination Z (i.e., intensity + vesselness + csfness) and 0.82 using
feature combination Y (i.e., intensity + vesselness). With Yuan et al.’s approach,
we gained a mean Dice coefficient of 0.86 using Z and 0.79 using Y . Therefore,
our approach proves superior in the given problem setting. Furthermore, it can be
seen that including the csfness feature into the segmentation process improves the
segmentation accuracy.

Reproducibility: In the second experiment, we assessed the reproducibility of our
method. The cervical spinal cord was segmented using feature combinationsY andZ ,
its surface was reconstructed, and the volume of the 50 mm cord surface segment (see
Sect. 3) was compared between scans and rescans. As a measure of reproducibility, we
calculated the coefficients of variation (CV; i.e., the sample standard deviation over
the mean) of the measured volumes for all possible S1–S2 comparisons (i.e., without
repositioning) and S1–S3 comparisons (i.e., with repositioning). An overview of the
mean CVs is given in Table 1.

For our proposed segmentation approach, the subsequent reconstruction of the
complete surface segment succeeded for 30 out of 33 scans using Y and 32 out of 33
scans using Z . All failures happened for the same subject, whose scans showed an
extremely low signal-to-noise ratio upon visual inspection. For Yuan et al.’s segmen-
tation approach, the surface reconstruction succeeded for 25 out of 33 scans using
Y and 28 out of 33 scans using Z .
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Table 1 Coefficients of variation (%) for spinal cord segment volume measurements, using feature
combinations Y and Z with Yuan et al.’s and our segmentation method

Y Z
S1 versus S2 S1 versus S3 S1 versus S2 S1 versus S3

Ours 2.02 5.81 2.13 4.90

Yuan et al. 2.54 6.84 2.85 4.42

As one could expect, CVs are lower for the S1–S2 comparison, due to the fact
that the subjects were not repositioned. Furthermore, including the csfness feature
makes the segmentation more robust (more successful surface reconstructions) while
at the same time having beneficial effects on the reproducibility (substantially lower
CVs for the more realistic S1–S3 comparisons). Similar statements on improved
robustness and reproducibility can be made when comparing our adapted max-flow
formulation with the original formulation: in both aspects, our method proves largely
superior. And while for feature combinationZ the S1–S3 CV of the original approach
is better than ours, one has to keep in mind that ours is calculated on a higher number
of successful reconstructions, including the more challenging ones on which the
original approach failed.

An exemplary case where the surface reconstruction failed for the original max-
flow formulation while succeeding for our adapted formulation is shown in Fig. 3.
As can be seen, the segmentation stops early for the original formulation while it
extends further down into the noisy image regions for ours. Relaxing C(x) in this
case would possibly enable the original formulation to also extend further down;
however, this would come at the price of an overall higher susceptibility to noise. By
contrast, controlling α(x) and β(x) separately in our approach enables us to largely
circumvent this tradeoff.

On the whole, the CVs we obtained by our method are higher than those of
established methods that are actually used in MS research (most notably, Losseff et al.
[1] and the methods compared in [13]). On the one hand, however, one should keep

Fig. 3 Comparison of the segmentation approaches on noisy, low-contrast case. a Input image.
b Segmentation result using the original max-flow formulation [6]. c Segmentation result using our
max-flow formulation
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in mind the substantially higher amount of manual intervention in these approaches.
On the other hand, we see our presented framework in its current state more as a
proof of concept than as a tool that is ready for clinical use.

Evaluation on patient data. A comparison of the five-year follow-up MS patient
data (see Sect. 3), using the proposed max-flow formulation for segmentation, showed
a mean yearly atrophy of 25.4 mm3 in the 50 mm cord surface segment (maximum
loss: 194.3 mm3, maximum gain: 53.4 mm3). The mean yearly percentage loss was
0.9 % (maximum loss: 7.0 %, maximum gain: 2.0 %). These measurements agree
well with the observation of cord atrophy during MS progression reported in the
literature [2]. Nevertheless, due to the high variability, our measurements should
again be interpreted as a proof of concept for our segmentation method rather than
as hard clinical data.

Computational performance. As we implemented the max-flow segmentation on
the GPU based on code provided by the authors of [6, 10], results can be acquired
extremely fast, namely in the order of seconds. Other parts of the implementation
also show a high parallelization potential in that they are mainly pointwise (such
as the feature calculation and the surface extraction). We therefore assume that the
complete chain of steps from feature calculation to quantitative measurements could
be optimized to run in less than a minute per subject.

5 Conclusion

We presented a new segmentation algorithm based on continuous max flow that
was specifically tailored towards the segmentation of elongated structures: a cross-
sectional similarity prior was introduced, which guides the segmentation in regions
of missing or contradictory image information. We showed how tubularity features
may be used in the flow capacity constraints to increase segmentation robustness
and measurement repeatability. Finally, we successfully demonstrated the clinical
applicability of our method by segmenting the spinal cord in both healthy volunteers
and multiple sclerosis patients.
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7 Reliable Volumetry of the Cervical Spinal Cord
in MS Patient Follow-up Data with
Cord Image Analyzer (Cordial)

In the publication presented in this chapter, we integrate the continuous max flow–based
segmentation approach of Chapter 6 into the toolchain of Chapter 5. As a result of replacing
graph cut with continuous max flow, the segmentation becomes faster and more memory-
efficient, and thus allows for the handling of larger images. As a result of integrating the struc-
tural features, an image preprocessing step can be omitted and less user input is required in
the interactive presegmentation. Additionally, the handling of more MR sequences becomes
possible, with the previous toolchain only working on T1-weighted images and the proposed
version also working on T2-weighted images, as demonstrated in the experiments.
Like the previous version, the adapted toolchain is evaluated both on healthy subjects and

multiple sclerosis patients. This time, we use longitudinal patient data, that is, MR images of
the same patients acquired at different points in time. Again,measurement reproducibility in
the healthy subjects is high. Spinal cord atrophy rates in patient subgroups of different forms
of MS largely agree with previously published findings.

Publication. The publicationwas written in joint first authorship byMichael Amann and Si-
mon Pezold, with S. Pezold developing and describing the proposed toolchain andM. Amann
focusing on experimental design and evaluation. It was accepted by the Journal of Neurology
(J Neurol) in April 2016 and published1 as part of volume 263, issue 7 of the journal [1].

1http://dx.doi.org/10.1007/s00415-016-8133-0 (last accessed on November 3, 2016)

55

http://dx.doi.org/10.1007/s00415-016-8133-0


ORIGINAL COMMUNICATION

Reliable volumetry of the cervical spinal cord in MS patient
follow-up data with cord image analyzer (Cordial)

Michael Amann1,2,3 • Simon Pezold4 • Yvonne Naegelin2 • Ketut Fundana4 •
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Abstract Spinal cord (SC) atrophy is an important con-

tributor to the development of disability in many neuro-

logical disorders including multiple sclerosis (MS). To

assess the spinal cord atrophy in clinical trials and clinical

practice, largely automated methods are needed due to the

sheer amount of data. Moreover, using these methods in

longitudinal trials requires them to deliver highly reliable

measurements, enabling comparisons of multiple data sets

of the same subject over time. We present a method for

SC volumetry using 3D MRI data providing volume

measurements for SC sections of fixed length and loca-

tion. The segmentation combines a continuous max flow

approach with SC surface reconstruction that locates the

SC boundary based on image voxel intensities. Two cut-

ting planes perpendicular to the SC centerline are deter-

mined based on predefined distances to an anatomical

landmark, and the cervical SC volume (CSCV) is then

calculated in-between these boundaries. The development

of the method focused on its application in MRI follow-up

studies; the method provides a high scan–rescan reliabil-

ity, which was tested on healthy subject data. Scan–rescan

reliability coefficients of variation (COV) were below

1 %, intra- and interrater COV were even lower

(0.1–0.2 %). To show the applicability in longitudinal

trials, 3-year follow-up data of 48 patients with a pro-

gressive course of MS were assessed. In this cohort,

CSCV loss was the only significant predictor of disability

progression (p = 0.02). We are, therefore, confident that

our method provides a reliable tool for SC volumetry in

longitudinal clinical trials.

Keywords Spinal cord � Segmentation � Continuous max

flow � Volumetry � Reliability � Multiple sclerosis �
Atrophy � Progression

Introduction

MR imaging of the spinal cord (SC) is a valuable part of

the diagnostic work-up in patients with multiple sclerosis

(MS) and other neurological disorders. Currently, mainly,

signal intensity changes within the cord are considered in

the clinical management of disorders of the central nervous

system. However, SC atrophy has been suggested as an

additional important contributor to the accrual of physical

disability, and the measurements of SC volume over time

may deliver valuable information on disease progression

and treatment effects.

Although the benefit of MR imaging of the SC has been

demonstrated for decades [8, 19, 21], the segmentation of

the SC in MR images is still demanding: the SC is a long,

thin anatomical structure, making MR images of the SC

prone to partial volume effects. Moreover, the SC is rela-

tively mobile in the spinal canal depending on the subject’s
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posture, which complicates the reproduction of localized

measurements.

Manual SC segmentation is very time-consuming and

biased by operator-dependent factors; therefore, semi- or

fully automatic volumetric methods have been proposed,

with pioneering work reaching back as far as 1996 [16].

Since then, a wide range of different segmentation

approaches have been employed, such as active contours or

surfaces [4, 10, 11, 20], level sets [30], partial volume

modeling [2], gradient vector flow [14], atlas-based

approaches [3, 6], and tubular deformable models [5].

Likewise, the amount of required user interaction has

varied to a great degree, reaching from the manual iden-

tification of the SC centerline [11] to the identification of

multiple [10] or single [4, 6] anatomical landmarks, with

completely automated approaches presented only recently

[31]. While many of these techniques have been shown to

provide precise and reproducible measurements of either

CS volume or cross-sectional area (CSA) in healthy sub-

jects or cross-sectional trial settings, only few methods

have been validated and/or evaluated on patient follow-up

data demonstrating the applicability in longitudinal trial

settings until recently. Notable exceptions are the method

of Losseff et al. [16], which was evaluated on 1-year fol-

low-up data of 28 MS patients [28], the active surface

approach [11], which was evaluated on 2.3-year follow-up

data of 35 MS patients by Valsasina and colleagues [29],

and the work of Yiannakas et al. [31], who evaluated their

method on 1-year follow-up data of 30 MS patients.

In this work, we present an extended evaluation of

cordial, the ‘‘cord image analyzer’’1. The method has been

developed with longitudinal studies in mind. Measure-

ments are provided for SC sections of fixed length and

location and, therefore, allow for a reliable measurement of

localized SC volume and its comparison in the same sub-

ject over time. The SC can slide within the spinal canal [9,

25] and cordial, therefore, relies on natural landmarks on

the SC itself, such as the medullopontine sulcus, allowing

reproducible measurements of comparable spinal cord

segments. Manual input to our method is limited to region

of interest selection as well as the placement of the land-

mark and two sets of SC labels and background labels;

apart from that, the workflow is completely automated.

We here tested the reliability of cordial in a scan–rescan

scenario with healthy volunteers, evaluating two different

3D MR contrasts: a T1-weighted (T1w) MPRAGE and a

T2-weighted (T2w) 3D turbo spin echo (TSE) sequence.

To demonstrate the applicability on longitudinal clinical

data, we processed 3-year follow-up MPRAGE images of

48 MS patients, assessing the relation between cervical SC

atrophy and disability.

Methods

Data analysis

The method that we use for volumetry in cordial is largely

a combination of methodological developments previ-

ously described in [23] and [24]. The approach can be

divided into three distinct steps, which we refer to as

presegmentation, segmentation refinement, and volumet-

ric measurement in the following. While the presegmen-

tation step is interactive and requires a user interaction of

about 2–5 min per scan, the subsequent steps are com-

pletely automated.

The most important deviation from the pipeline descri-

bed in [23] is the refinement of the presegmentation step.

Previously, we used a graph cut segmentation approach

that solely relied on image intensity information. In the

current setup, we use a continuous max flow segmentation

approach that additionally relies on the structural vessel-

ness and csfness features described in [24]. This change has

two advantages: first, replacing graph cut with continuous

max flow segmentation allows for a faster and more

memory-efficient presegmentation, which especially facil-

itates the handling of high-resolution data sets. Second,

integrating the vesselness and csfness features creates more

robust segmentation results, making the preprocessing step

of image intensity bias field correction obsolete in [23] and

requiring fewer SC and background labels to be provided

by the user.

In the following subsections, we give a brief recapitu-

lation of the steps to make the paper as self-contained as

possible. We point out further differences to our previous

work where necessary. As the latter mainly affects the

Presegmentation section, it contains most technical detail.

Readers not interested in technicalities may safely skip this

section. Suffice to say, the output of the presegmentation

step is a voxel mask with two different labels for the SC

and its surroundings.

Presegmentation

In the presegmentation step, a binary mask is produced that

roughly separates the SC section of interest from the sur-

rounding cerebrospinal fluid (CSF) and non-SC tissue

(called ‘‘background’’ in the following). Via a graphical

user interface (GUI), the following user input has to be

provided: a delineation of the box-shaped region of inter-

est, a set of M voxels labeled by the user as definitely

belonging to the SC, defining the labeled SC area Xc, a

similar set of N voxels for the background, defining the

labeled background area Xb, and an anatomical landmark

that indicates the location of medullopontine sulcus. The
1 https://github.com/spezold/cordial
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landmark is later used as a point of reference in the volu-

metric measurement step (Fig. 1). For the actual preseg-

mentation, the method relies on the continuous max flow

algorithm with cross-sectional similarity prior described in

[24], which is based on Yuan et al. work [32]. In contrast to

[24], we now use a supervised version of the algorithm that

utilizes the local information we can gain from the manual

user input; that is, each point labeled as SC by the user has

to lie in the SC region of the segmentation result, and each

background point has to lie in the result’s background. In

brief, the approach models the segmentation problem in

terms of a network of flows, where each point x ¼
x1; x2; x3ð Þ|2 X in the image domain X � R3 is thought to

be connected to a flow-emitting source s, a flow-consuming

sink t, and its neighboring points. Furthermore, each con-

nection is supposed to have a certain flow capacity, which

is denoted as Cs(x) for the connection to the source, Ct(-

x) for the connection to the sink, b for the connection to

neighbors along the x3 axis (assuming that the SC is

roughly aligned with this axis), and a for the connection to

the remaining neighbors. The algorithm tries to maximize

the flow emitted by the source while adhering to the con-

straints imposed by the flow capacities and by the manual

labeling. The segmentation result is given by the surface

that cuts through all saturated connections and in this way

separates the SC from the background.

In particular, the algorithm aims at maximizing the

functional

max
ps;pt ;q;r

Z

X

lbpsdx�
Z

X

lcptdx; ð1Þ

subject to the flow capacity constraints

ps xð Þ�Cs xð Þ; pt xð Þ�Ct xð Þ; jjq xð Þjj � a; r xð Þj j � b ð2Þ

and to the flow conservation constraint

div12qðxÞ þ r0ðxÞ � psðxÞ þ ptðxÞ ¼ 0;

where ps denotes the flow emitted by s, pt denotes the flow

consumed by t, q denotes the flow in slices perpendicular to

the x3 axis, r denotes the flow along the x3 axis, div12q

denotes the divergence of q perpendicular to the x3 axis,

and r0 denotes the derivative of r along the x3 axis. The

labeling functions

lc ¼ lc xð Þ := 1; x 2 Xc

0; x 62 Xc

�
and lb ¼ lb xð Þ := 0; x 2 Xb

1; x 62 Xb

�

integrate the knowledge of the positions of the manually

selected points. Introducing the Lagrange multiplier

u = u(x), Eq. (1) can be reformulated as:

max
ps;pt ;q;r

min
u

E :¼
Z

X

lbpsdx�
Z

X

lcptdx

þ
Z

X

u � div12qþ r0 � ps þ ptð Þdx

subject to the flow capacity constraints (2). Thresholding

arg minuE such that values B0.5 become 0 and values[0.5

become 1 gives the desired presegmentation result.

The capacity constraint b represents the desired cross-

sectional similarity prior: the higher its value is chosen, and

the less the SC’s cross-sectional shape is allowed to change

in its course along the x3 axis. In this way, the prior

increases the segmentation robustness.

The values of the source and sink capacities, Cs and Ct,

are based on a pointwise classification of the voxels in the

region of interest, using a combination of three features:

their intensity normalized to the [0,1] interval, their

response to Frangi’s vesselness feature [7], and the

response to our custom csfness feature [24]. We chose to

use the vesselness feature as the SC is a tubular structure.

Fig. 1 Spinal cord (SC) segmentation with ‘cord image analyzer’

(cordial). a In a first step, a subset of SC voxels (green) and

background voxels (e.g., cerebrospinal fluid, vertebral bodies; red) are

selected manually. In addition, an anatomical landmark—the

medullopontine sulcus—is defined manually (red dot). b Presegmen-

tation result of the SC (yellow). c SC surface reconstruction.

d Definition of the cutting planes for SC volume calculation
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Likewise, we integrated the csfness feature as the SC is

immediately surrounded by the CSF. The latter feature is

derived from the vesselness feature, but responses are high

for both tube-like and plate-like structures. We define it as

w�
x := maxn2Sw wðx; nÞ for dark structures on bright back-

ground in the predefined scales Sw with

w x; nð Þ ¼
0; k3 � 0

exp �2
k21
k23

 !
1� exp �

P3
i¼1 k

2
i

2h2

 ! !
else

8><
>:

where ki = ki(x) denote the ordered eigenvalues (|k1|
B |k2| B |k3|) of the pointwise Hessian matrices that result

from convolving the input image with Gaussian derivatives

of standard deviation n, and h is defined as half of the

maximum Frobenius norm of all Hessian matrices at scale

n, as suggested by Frangi [7]. Classification is achieved

using kernel density estimates. Let I ¼ 0; 1½ � 3 i�,
V ¼ 0; 1½ � 3 v�, and W ¼ 0; 1½ � 3 w� be the intensity,

vesselness, and csfness feature spaces with the respective

image functions I : X ! I ; Iv : X ! V; and Iw : X ! W.

Furthermore, let Wc ¼ wi
c

� �M
i¼1

and Wb ¼ w
j
b

� �N
j¼1

be the

csfness values of the manually determined SC and back-

ground samples, respectively. We calculate

pc;w� := p w�jcð Þ ¼ 1
M

PM
i¼1 Krc w� � wi

c

� �
, where Krc is a

Gaussian kernel with zero mean and standard deviation rc.

Analogously, we determine pb;w� := 1
N

PN
j¼1 Krb w� � w

j
b

� �
as well as pc;v� , pb;v� , pc;i� , and pb;i� . We then calculate the

pointwise source and sink capacities as Cs i�x ; v
�
x ;w

�
x

� �
¼

Cs I xð Þ; Iv xð Þ; Iw xð Þð Þ ¼ pc;i�x
pc;v�x

pc;w�x
pc;i�x

pc;v�x
pc;w�x

þpb;i�x
pb;v�x

pb;w�x
;Ct ¼ 1� Cs:

Note that, in contrast to [24], we now use separate kernel

density estimates for the features rather than a kernel

density estimate for a combined feature space here, which

improves the runtime while achieving comparable classi-

fication results.

Segmentation refinement

In the segmentation refinement step, a surface reconstruction

of the presegmented part of the SC is produced that delin-

eates the boundary between the nervous tissue and its sur-

roundings. The processing steps have been previously

described as Segmentation Refinement and Surface Recon-

struction in [23], except for the fact that the robustness of the

proposed feature combination allows us to omit the previ-

ously required bias field correction of the input images. In

short, we first apply an anisotropic diffusion filter to the

input images. We then determine the boundary of the pre-

segmentation mask in each transverse slice of the region of

interest. For an evenly distributed set of boundary points, we

extract a short 1D intensity profile and determine its point of

maximum intensity change as refined boundary coordinate.

This approach is based on the observation that in the MRI

sequences that we use, the SC and the immediately sur-

rounding CSF have opposed intensities. If the refined

boundary coordinate cannot be determined (which is the

case, for example, if the intensities on the profile are con-

stant or change in the wrong direction), we resort to the

initial contour position. Second, similar pass of profile

extraction follows, which eventually leads to a stack of

slicewise contours, whose vertex coordinates are indepen-

dent of the input image’s sampling positions. The surface

reconstruction is completed by connecting the vertices of

neighboring contours in a zigzag pattern.

As previously pointed out [23], it is necessary to account

for gradient non-linearity distortions for being able to mea-

sure volumes reliably in MR images. For this reason, we

correct the surface reconstructions with the method descri-

bed by Janke et al. [12] before acquiring measurements if

required. If the DICOM header indicates that an input image

has already been corrected on the MR scanner (employing

the manufacturer’s respective correction routines), we omit

the correction on the surface reconstructions.

Volumetric measurement

For measuring the volume of an SC section of length l that

has a distance d to the manually placed landmark (see

‘‘Presegmentation’’), we determine the centerline of the

reconstructed surface segment by fitting the third degree

smoothing B-spline through the centroids of its slicewise

contours. The initial point for the measurement is deter-

mined by intersecting the centerline with a sphere of radius

d around the landmark. The end point is defined by the

centerline point that lies at a length of l inferior of the

initial point, measured along the centerline. Through both

points, planes are fitted perpendicular to the centerline. We

then measure the volume of the surface segment that is

enclosed by the planes. This volume measurement

approach again largely follows the corresponding approach

described in [23], with the only exception being the

determination of the initial point. In preliminary scan–

rescan experiments, we found the approach that uses the

sphere to produce a lower coefficient of variation as the one

described in [23], which we ascribe to the fact that with this

procedure, no extrapolation of the centerline is necessary.

Application to MRI data

All human studies in this work have been approved by the

appropriate ethics committee and have, therefore, been

performed in accordance with the ethical standards laid
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down in the 1964 Declaration of Helsinki and its later

amendments.

Reliability assessment

To assess the reliability of cordial’s SC segmentation, 24

healthy controls (HC, 12 women, mean age 33.3 years,

ranges 24–49 years) were scanned on a 3.0 T whole-body

MR scanner (Magnetom Verio, Siemens Medical, Erlan-

gen, Germany) with a T1w MPRAGE sequence. The

sequence parameters were repetition time (TR) of 2.0 s,

inversion time (TI) of 1.0 s, echo time (TE) of 3.4 ms, flip

angle (a) of 8�, and field-of-view (FOV) of

256 9 256 mm2. One hundred ninety-two sagittal slices

with an isotropic resolution of 1 mm3 were centered onto

the chin and aligned to the cervical SC. The acquisition

time for the MPRAGE was 4:08 min (parallel imaging;

GRAPPA with acceleration factor 2).

In a subgroup of 18 HCs (10 women, mean age

35.0 years, ranges 24–49 years), a 3D T2w Turbo Spin

Echo (TSE) sequence was additionally scanned (see

Fig. 2). The sequence parameters of the T2w 3D TSE were

TR = 1.5 s, TE = 226 ms, turbo factor of 99, echo spac-

ing 4.6 ms, and FOV = 240 9 240 mm2. Fifty-six sagittal

slices were acquired with a spatial resolution of

0.75 9 0.75 9 0.75 mm3 (interpolated to 0.375 9 0.375

9 0.75 mm3). These slices were also centered onto the chin

and aligned to the cervical SC. The acquisition time for the

T2w 3D TSE was 5:39 min (parallel imaging; GRAPPA

with acceleration factor 2, 1.5 averages).

Both scans were acquired with a combination of a

12-element head matrix coil and a 4-element neck matrix

coil. Both the MPRAGE and 3D TSE were each repeated

three times. Between the first and the second scan block,

the subject remained in the scanner (back-to-back scan—

best-case scenario). Before the third block, the subject left

the scanner and was then repositioned and rescanned. This

third scan was performed to assess the additional variances

introduced by positioning and B0 shim, as both effects are

relevant in follow-up scans.

For each measurement, the cervical SC volume (CSCV)

was calculated. With the definition summarized in ‘‘volu-

metric measurement’’, d (the distance between the superior

cutting plane of the SC segment and the medullopontine

sulcus) was defined to be 30 mm. The length l of the SC

segment was defined to be 50 mm for the MPRAGE

sequence. In our data, this was the maximum feasible length

as in more inferior parts of the SC aliasing artifacts (shoul-

ders, etc.) severely degraded the image quality (Fig. 2b). In

the 3D TSE sequence, a slab-selective excitation pulse was

applied. Therefore, the 3D TSE images had minor fold-over

artifacts. For this reason, the CSCV for the 3D TSE images

was calculated for l = 50 mm and l = 90 mm.

The reproducibility of CSCV calculation was assessed

using the coefficient of variation (COV) independently for

each MRI sequence. COV was defined as the percentage of

the standard deviation (SD) normalized to the mean CSCV:

COV ¼ 100 � SD CSCVð Þ
mean CSCVð Þ%:

Two experienced scientists (M. A., S. P.) performed the

presegmentation. Segmentation refinement and volumetric

measurement were automatically processed by cordial.

COV for scan–rescan reliability was calculated separately

for each rater between the first and the second as well as

between the first and the third scan. Each data evaluation

was performed twice, with an interval of at least 48 h

between the two evaluations (runs). Intrarater reliability

was calculated for each rater as the COV between run one

and run two. Interrater reliability was calculated as the

COV between the two raters, separately for run one and run

two. All available data sets were used in this evaluation

Fig. 2 Sample MRI data

applicable to segmentation with

cordial. a T2-weighted 3D

Turbo Spin Echo (T2w 3D TSE)

of the SC. The T2w 3D TSE

image demonstrates a high

contrast between the SC cord

and the cerebrospinal fluid. b
Same healthy control scanned

with a T1-weighted MPRAGE

sequence. In the lower part of

the field of view, an aliasing

artifact of the shoulder is

apparent (yellow arrow). This

impairs cord segmentation in

the respective area
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(i.e., data sets of 24 HC for MPRAGE and data sets of 18

HC for 3D TSE). In addition, we tested for possible sig-

nificant dependencies of CSCV and demographic factors

(age and gender).

Evaluation of patient data and clinical correlations

To evaluate the applicability of cordial to clinical MRI

data with a focus on longitudinal settings, we segmented

the MRI data of an existing cohort of patients with pro-

gressive MS in whom 3-year clinical and MRI follow-up

data were available (two points in time). All patients were

participants in an ongoing study on the phenotype–geno-

type characterization of MS [1]. They were treated with

disease modifying immunomodulatory treatments at the

discretion of the treating physician. The patients underwent

a detailed clinical neurological assessment including

Expanded Disability Status Scale (EDSS) scoring by a

neurostatus certified neurologist (http://www.neurostatus.

net). Informed consent was obtained in writing from all

participating patients, in accordance with the local ethics

committee approval and the declaration of Helsinki. Forty-

eight MS patients were included in this analysis (24

women). Mean age of the patients at baseline was

52.1 years (ranges 22–67 years); mean disease duration

was 14.0 years with a range of 1–50 years. The median

baseline EDSS was 4.5 (ranges 2.5–6.5). Thirty of the

included patients had a secondary progressive (SPMS)

disease course; 18 patients had primary progressive MS

(PPMS). Additional clinical and demographic characteris-

tics of the patients are summarized in Table 1.

The patients were scanned on a 1.5 T whole-body MR

scanner (Avanto, Siemens Medical, Germany) using a

12-element head matrix coil. The scanning protocol

encompassed 3D MPRAGE head scans with TR = 2.08 s,

TI = 1.1 s, TE = 3.93 ms, and a = 15� (no parallel

imaging). One hundred sixty sagittal slices parallel to the

interhemispheric fissure were acquired with an in-plane

resolution of 0.98 9 0.98 mm2 and a slice thickness of

1 mm. The measurements were performed at two points in

time *3 years apart (mean follow-up period 3.1 years and

ranges 2.9–3.6 years) using an identical MRI protocol and

the same scanner.

For each point in time, CSCV was computed; then,

annualized CSCV change (DCSCV) was calculated for

each patient according to

DCSCV ¼ CSCV BLð Þ � CSCVðFUÞ
Dt

;

where Dt is the period between baseline (BL) and follow-

up (FU).

Differences in CSCV between baseline and follow-up

were compared using Wilcoxon sign-rank test, whereas

DCSCV was compared between SPMS and PPMS patients

by means of Mann–Whitney U test for independent sam-

ples. To determine correlations between cervical SC atro-

phy and disability progression, we tested two different

models using a multiple linear regression analysis with

EDSS change over 3 years (DEDSS) as dependent vari-

able. In the first model, DCSCV was included as inde-

pendent variable; in the second model, baseline CSCV was

included instead. For both models, we calculated whole

brain atrophy using SIENA [26, 27] and included annual-

ized percent brain volume change as independent variable

into the MLR model. In addition, the demographic factors

age, disease duration, disease course, and gender were also

included in both models.

Results

Data processing times

The manual intervention (delineation of the region of

interest, manual selection of a subset of SC, and a subset of

background voxels, and definition of the medullopontine

Table 1 Demographic and

clinical characteristics of the

patients

PPMS (N = 18) SPMS (N = 30) p value

Gender 9 M/9 F 15 M/15 F

Age 46.5 years (21–62 years) 55.4 years (39–67 years) 0.002

Disease duration 9.5 years (1–29 years) 20.5 years (4–47 years) \0.001

EDSS (BL) 4 (2.5–6) 4.5 (2.5–6.5) 0.3

EDSS (FU) 4.5 (2.5–6.5) 6 (3.0–7.5) 0.2

DEDSS 0.5 (-1.0–2.5) 0.5 (-0.5–3.5) 0.9

Dt 3.1 (2.9–3.4) 3.1 (2.9–3.4) 0.2

PPMS primary progressive multiple sclerosis, SPMS secondary progressive MS, BL baseline, FU follow-

up, EDSS Expanded Disability Status Scale, DEDSS change of EDSS between BL and FU, Dt period
between BL and FU measurement, mean (range) values are stated for age, disease duration, and Dt, median

(range) values are given for EDSS. Statistical comparisons between the groups were calculated by Mann–

Whitney U tests for independent samples
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sulcus landmark) and the automated presegmentation can

be performed in approximately 2–5 min per data set

including the visual review of the presegmentation result.

The processing time depends on the spatial resolution of

the respective data set and on the region of interest size.

The remaining, fully automated steps of surface recon-

struction, distortion correction, and volumetric measure-

ment, which are largely implemented in Python code, take

another 2–8 min processing time on a standard CPU (Intel

i7-2600, 8 9 3.4 GHz). The largest part of the processing

time is used up by the surface reconstruction, and again

strongly depends on the spatial resolution and on the region

of interest size.

Reliability assessment in healthy subjects

For the MPRAGE data (l = 50 mm), mean CSCV for the

healthy controls was 3852 mm3 (ranges 3117–4447 mm3);

for the subgroup scanned both with MPRAGE and T2w 3D

TSE, mean CSCV was 3819 mm3 (ranges

3117–4447 mm3). In the 3D TSE measurements, mean

CSCV was 4248 mm3 (ranges 3570–4967 mm3) for

l = 50 mm, which was significantly higher (p\ 0.001;

Wilcoxon sign-rank test) than in the MPRAGE data.

However, the intra-class correlation coefficient for con-

sistency (two-way mixed model with subjects as random

factor and the MR techniques as fixed factor) was 0.949,

indicating very strong consistency between the two tech-

niques. The CSCV results, also including values for the 3D

TSE data with l = 90 mm, are summarized in Table 2.

The coefficients of variation for the different sequences are

listed in Tables 3, 4, and 5. For all sequences and comparisons,

the COV were less than 1 %. The intra- and interrater COV

were in the range of 0.1–0.2 %. The scan–rescan COV was

higher between scan one and three (subject was repositioned

in-between: 0.90–0.95 % for MPRAGE; 0.41–0.53 % for

TSE) than between scan one and two (no repositioning:

0.47–0.53 % for MPRAGE; 0.32–0.43 % for TSE).

No significant CSCV differences were found between

male and female controls, neither in the T1w data sets

(men: 3941 ± 329 mm3, women: 3763 ± 351 mm3; t test:

p = 0.22) nor in the T2w data sets (l = 50 mm; men:

4406 ± 362 mm3, women: 4123 ± 367 mm3; p = 0.12);

(l = 90 mm; men: 8109 ± 714 mm3, women:

7627 ± 699 mm3; p = 0.17). In addition, no significant

correlation (Pearson correlation) between CSCV and age

was observed [T1w: p = 0.30; T2w(50 mm): p = 0.33;

T2w(90 mm): p = 0.36].

Evaluation of patient data and clinical correlations

The PPMS patients in our cohort were significantly younger

and had a significantly shorter disease duration than the

SPMS patients (see Table 1).Mean annualized cervical cord

atrophy rates of 0.5 % were found (PPMS: 0.9 %; SPMS:

0.2 %). In the whole cohort as well as in PPMS, significant

CSCV differences between baseline and follow-up were

found, but not in SPMS (cohort: p = 0.004; PPMS:

p = 0.008; SPMS: p = 0.11). We did not observe signifi-

cant CSCV differences between PPMS and SPMS neither at

baseline nor at 3-year follow-up. However, the volume loss

per year (DCSCV) was by trend higher in PPMS than in

SPMS (p = 0.053). The CSCV and DCSCV values of the

MSpatients (mean ± standard deviation) are summarized in

Table 2 Cervical spinal cord volume (CSCV) in healthy controls as measured using different MRI sequences

MPRAGE

(l = 50 mm); N = 24

MPRAGE

(l = 50 mm); N = 18

T2w 3D TSE

(l = 50 mm); N = 18

T2w 3D TSE

(l = 90 mm); N = 18

Mean CSCV 3852 3819 4248 7841

Range 3117–4447 3117–4447 3570–4967 6546–5159

N number of subjects and l length of the spinal cord section. Mean CSCV and range are given in mm3. The 18 subjects in column 2 are the same

as in columns 3 and 4

Table 3 Coefficients of variation (COV) for the MPRAGE measurements with a cord segment length of l = 50 mm (in brackets: 95 %

confidence interval)

MPRAGE, l=50 mm Intrarater COV (%) run #1 / run #2 
scan–rescan COV (%) scan #1 / scan #2 scan #1 / scan #3 rater #1 0.12 (0.09-0.14)

rater #1, run #1 0.53 (0.35-0.71) 0.95 (0.60-1.30) rater #2 0.08 (0.05-0.11)
rater #1, run #2 0.53 (0.35-0.70) 0.95 (0.60-1.29) Interrater COV (%) rater #1 / rater #2
rater #2, run #1 0.46 (0.29-0.63) 0.90 (0.55-1.24) run #1 0.17 (0.12-0.23)
rater #2, run #2 0.47 (0.30-0.64) 0.90 (0.55-1.25) run #2 0.14 (0.10-0.18)

Subjects were scanned three times, between scan #2 and scan #3, they were repositioned. Segmentation was performed twice by two different

raters (for details see text)
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Table 6. Figure 3 shows the DCSCV values for the indi-

vidual patients.

The two different models with DEDSS as dependent

variable yielded the following results: in the multiple linear

regression analysis with DCSCV as independent variable,

the annualized CSCV loss was the only significant pre-

dictor of EDSS change (p = 0.02). Neither annualized

percent brain volume change nor any of the demographic

factors reached significance. In the model with baseline

CSCV as independent variable, age (p = 0.001), disease

course (p = 0.03), and baseline CSCV (p = 0.01) were

significant predictors. Again, annualized percent brain

volume change was not significant.

Discussion

In this work, we present cordial, a mostly automated tool

for SC volumetry, optimized for the analysis of follow-up

MRI data. The manual input to cordial is limited to the

Table 4 Coefficients of variation (COV) for the T2w 3D TSE measurements with a cord segment length of l = 50 mm (in brackets: 95 %

confidence interval)

T2w 3D TSE, l=50 mm Intrarater COV (%) run #1 / run #2  
scan–rescan COV (%) scan #1 /scan #2 scan #1 / scan #3 rater #1 0.06 (0.05-0.08) 

rater #1, run #1 0.34 (0.20-0.47) 0.50 (0.32-0.68) rater #2 0.05 (0.03-0.06) 
rater #1, run #2 0.32 (0.19-0.45) 0.47 (0.30-0.64) Interrater COV (%) rater #1 / rater #2 
rater #2, run #1 0.33 (0.20-0.46) 0.50 (0.34-0.66) run #1 0.07 (0.05-0.08) 
rater #2, run #2 0.33 (0.20-0.45) 0.48 (0.31-0.64) run #2 0.06 (0.05-0.08) 

Table 5 Coefficients of variation (COV) for the T2w 3D TSE measurements with a cord segment length of l = 90 mm (in brackets: 95 %

confidence interval)

T2w 3D TSE, l=90 mm Intrarater COV (%) run #1 / run #2  
scan-rescan COV (%) scan #1 / scan #2 scan #1 / scan #3 rater #1 0.15 (0.09-0.22) 

rater #1, run #1 0.43 (0.29-0.57) 0.48 (0.30-0.66) rater #2 0.16 (0.09-0.23) 
rater #1, run #2 0.36 (0.20-0.52) 0.41 (0.27-0.56) Interrater COV (%) rater #1 / rater #2 
rater #2, run #1 0.43 (0.28-0.57) 0.45 (0.26-0.64) run #1 0.22 (0.15-0.30) 
rater #2, run #2 0.36 (0.21-0.51) 0.53 (0.26-0.80) run #2 0.16 (0.09-0.23) 
 

Table 6 Cervical spinal cord

volume (CSCV) and annualized

volume loss (DCSCV) in
patients with progressive MS

(mean ± standard deviation)

CSCV (mm3) BL 3-year FU DCSCV p value (between FU and BL)

All patients 3072 ± 466 3028 ± 482 14.7 ± 38.0 0.004

PPMS 3082 ± 521 2999 ± 561 27.8 ± 43.7 0.008

SPMS 3066 ± 439 3045 ± 437 6.8 ± 32.4 0.11

p value (between groups) 0.7 0.04 0.05

Differences in CSCV between FU and BL were calculated with Wilcoxon signed rank test; whereas

differences in DCSCV between the two subgroups were calculated with Mann–Whitney U test for inde-

pendent samples

Fig. 3 Annualized cervical spinal cord volume loss (DCSCV) for the
individual multiple sclerosis (MS) patients. Each spot represents a

patient; red squares mark primary progressive MS (PPMS) patients;

cyan circles mark secondary progressive MS (SPMS) patients. Lines

indicate the means and standard deviations of the DCSCV measure-

ments; dashed red lines are used for the PPMS patient group and

pointed cyan lines for the SPMS group. Note that positive DCSCV
values mean volume loss (atrophy)

J Neurol (2016) 263:1364–1374 1371

123

J Neurol 2016

63



selection of a few voxels belonging to the SC and the

background, the delineation of a box-shaped region of

interest (selection of three corner marks) and the definition

of an anatomical landmark. The presegmentation algorithm

works well even if SC and background voxels are selected

in only one slice within the region of interest. Voxel

selection is straightforward, drawing strokes for SC, and

background by clicking and dragging with the mouse. For

the majority of data sets, one stroke for marking parts of

the SC and about two to five strokes that partially cover the

CSF, vertebrae, and other non-cord tissue are sufficient.

The strokes within the SC do not need to outline or be close

to the outer border of the SC (for example, see Fig. 1a).

User interactions, including visual inspection and potential

corrections of the presegmentation, are performed in less

than 5 min. While we already demonstrated a completely

automated version of the underlying segmentation

approach in [24], we believe that the proposed set-up

provides a good compromise between manual interaction

time and the possibility to easily correct segmentation

errors. All subsequent steps of cordial are completely

automated and can be executed in batch mode. Therefore,

cordial allows the processing of large data set in clinical

practice or clinical trial data sets.

In all data sets processed, no presegmentation mistakes

were identified unless the selected region of interest

encompassed the cerebellar peduncle. With both MRI

sequences used in this work, the cerebellar tissue is isoin-

tense to the medulla oblongata and the SC; therefore,

cordial is not able to separate the cerebellum from the SC

in these sequences. This segmentation failure can be easily

corrected by an inferior positioning of the respective corner

mark for the region of interest. After segmentation refine-

ment, no segmentation failures were identified neither in

healthy subjects nor in MS patients, even if spinal cord

lesions were present.

In cordial, the surface and centerline of the SC are

reconstructed. In combination with 3D MRI techniques

providing high spatial resolution, this allows a flexible

choice of which level and volume of the SC is to be

studied. Frequently in SC imaging, the cross-sectional area

at a specific anatomical landmark is calculated and used in

statistical evaluations. We decided to use the volume of an

SC section instead. As the SC is a relatively flexible

structure, its inclination is dependent on the subject’s

positioning. We believe that the volume of a specific SC

section is less influenced by this effect than a cross-sec-

tional area at a certain level relative to the spine. However,

further evaluation will be necessary to provide a quantita-

tive justification. In this work, we also propose an

anatomical landmark on the tissue of interest itself (the

medullopontine sulcus in this work) instead of a bony

landmark. We believe that this choice reduces the effect of

spinal cord movements relative to the landmark due to

flexion differences between scans. Again, further experi-

ments will be necessary for quantifying these effects. If SC

parts other than the cervical region are evaluated, other

reference landmarks could be chosen. In a yet unpublished

study of the lumbar spine, for example, we used a landmark

on the tip of the conus medullaris instead and reached

similar scan–rescan COV results of 1.4 ± 0.8 %. Regard-

ing both cross-sectional area measurements and the use of

other anatomical landmarks, we would like to point out that

as a side effect of reconstructing the surface of a whole SC

segment and its centerline, the measurement of cross-sec-

tional areas at any point along the section is possible at

virtually no additional cost [4]. In our work, we defined a

constant distance between the segmentation volume and

the landmark as well as a constant segment length. We

believe that this choice is appropriate in studies focused on

longitudinal changes like the patient study presented here.

In cross-sectional studies, individual variations of anatomy

could be further minimized by normalization as proposed

by Oh and colleagues [22].

In the healthy control subjects, the calculated CSCV was

significantly higher in the T2w TSE data compared to the

T1 MPRAGE data. This difference is not surprising, as the

tissue contrast is very different in both techniques (see

Fig. 2), providing differing intensity profiles. Other groups

have also reported similar sequence-dependent effects [13].

Despite these apparent differences, the volumes measured

with both techniques are highly correlated with an intra-

class correlation coefficient of 0.949.

In the reliability assessment, the coefficients of variation

of cordial were below 1 % in all comparisons with intra-

and interrater reliability COV in the range of 0.1–0.2 %.

Scan–rescan reliability was slightly less accurate, indicat-

ing some slight impact of patient positioning and posture

on the segmentation results. The COV between the first and

the third scans were higher (subject was completely repo-

sitioned before scan #3) than those between the first and the

second scans. This effect was especially apparent when

using the MPRAGE data and was less pronounced in the

3D TSE scans (without repositioning 0.47–0.53 % for

MPRAGE; 0.32–0.43 % for TSE with repositioning

0.90–0.95 % for MPRAGE; 0.41–0.53 % for TSE). There

are two probable reasons for the higher variance of the

MPRAGE volumes in our study. First, the real spatial

resolution of the 3D TSE images is 2.4 times higher than

that of the MPRAGE images. Therefore, the MPRAGE

data are more sensitive to partial volume effects. Second,

the T2w 3D TSE images have an approximately eight times

higher contrast-to-noise ratio between SC and adjacent

CSF. For this reason, the intensity profile gradient on the

3D TSE images is much steeper, and slight differences in

the profile have less influence on the determination of the
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intensity change maximum. Despite the higher COV of the

MPRAGE data sets, our results are comparable or superior

to those of other published methods. Calculating cross-

sectional areas, Losseff et al. [16] reported scan–rescan

COV of 0.79 %, interrater COV of 0.83 % and intrarater

COV of 0.73 % on 3D T1w MR data with a resolution of

0.98 9 0.98 9 1 mm3. Segmenting T1w data with the

same resolution, Coulon and colleagues [4] reported

intrarater COV of 0.77 % for cross-sectional areas and

1.36 % for volumes, and scan–rescan COV of 1.31 %

(areas) and of 1.35 % (volumes). In the work of Horsfield

et al. [11], the COV of 0.44–0.59 % are reported for

intrarater variability and 1.07–1.36 % for interrater vari-

ability, segmenting MPRAGE data with a spatial resolution

of 1.09 9 1.09 9 1.0 mm3. Calculating the mean cross-

sectional spinal cord area over a section of 50 mm thick-

ness in MPRAGE data, Lukas and colleagues [17] found

intrarater COV of 0.49 %, interrater COV of 1.24 %, and

scan–rescan COV of 1.33 %.

Applying cordial to the MRI data of a clinical follow-up

study, we found mean annualized cervical cord atrophy

rates (DCSCV) of 0.5 % in patients with progressive MS

(PPMS 0.9 %; SPMS 0.2 %). This is in line with the work

of Laule and colleagues [15], which reported a mean SC

volume atrophy rate of 0.8 % at the level C2–C3 for PPMS

patients. Lukas et al. [18] have reported higher atrophy

rates in progressive MS patients (PPMS 1.9 %, SPMS

2.0 %, measured also at level C2–C3).

In our patient study, the DCSCV was by trend

(p = 0.053) higher in the PPMS patients compared to the

SPMS patients. However, both mean age and mean disease

duration were significantly longer in the SPMS patients. If

adjusted for age and disease duration, the DCSCV differ-

ences between the two patient groups disappeared

(p = 0.8). One might speculate that age- and disease

duration-correlated effects could mimic an apparent effect

of disease course onto cervical SC atrophy. More inter-

estingly, the change in EDSS over 3 years significantly

correlates with DCSCV, independent of brain atrophy and

any demographic factor included in our multiple linear

regression model. In the alternative MLR model, also

baseline CSCV was a significant predictor of EDSS

change. This emphasizes the impact of the upper SC to

clinical disability and the need for having appropriate

methods to study SC changes over time.

In conclusion, we could demonstrate that cordial allows

a highly reliable volumetry of the SC. Most importantly,

we demonstrated the clinical applicability of our method in

longitudinal settings by segmenting the SC in follow-up

data sets of progressive multiple sclerosis patients. The

segmentation in cordial is largely automated, minimizing

operator bias and cost. Because of the graphical user

interface, even non-experienced users can easily provide

the manual input to cordial. The mainly automated pro-

cessing steps in combination with the possibility of volume

reconstructions and the definition of a landmark defined on

the tissue of interest itself imply that the new method is not

only reliable, but also highly flexible with potential appli-

cations not only in MS, but also generally in diseases

affecting the SC, also beyond the cervical SC.
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8 Automatic, Robust, and Globally Optimal
Segmentation of Tubular Structures

In the approach presented in this chapter, we continue our adaptations of the continuous
max flow algorithm. Rather than requiring a fixed axis of orientation for the tubular structure
of interest, like we did in Chapters 6 and 7, we now exploit the directional information of the
vesselness feature and thus the tubular structure’s orientation itself for guiding the segmenta-
tion. In order to enable regularization along arbitrary directions, we integrate an anisotropic
total variation regularizer into the segmentation algorithm. The presented approach is fully
automatic, which reduces necessary user interaction. Furthermore, it makes the previously
required segmentation refinement step of our toolchain obsolete, which results in a shorter
overall processing time and reduces the number of possible points of failure.
For evaluation, we segment noisy images of a simulated helical phantom both with iso-

tropic and anisotropic regularization, demonstrating the benefits of the latter. We compare
the proposed approach to a state-of-the-art spinal cord segmentation framework using im-
ages of healthy subjects,wherewe achieve comparable segmentation quality in termsofmean
surface distance,Hausdorffdistance, andDice coefficientwith respect to correspondingman-
ual segmentations that were provided by two clinical experts.
Two appendices conclude the chapter: In Appendix 8.A, we derive Eq. (4) of the paper, that

is, theminimumcut–maximumflowequality for the nonterminal flow p. In Appendix 8.B,we
derive the first algorithm step for updating p.We added the derivations here for completeness
as we could not add the information to the paper due to a page limit.

Publication. The proposed approach was presented at the 19th International Conference on
Medical ImageComputing andComputer Assisted Intervention (MICCAI),October 2016, Athens,
Greece. It was published1 as part of the conference proceedings [36].

1http://dx.doi.org/10.1007/978-3-319-46726-9_42 (last accessed on November 3, 2016)
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Abstract. We present an automatic three-dimensional segmentation
approach based on continuous max flow that targets tubular structures
in medical images. Our method uses second-order derivative informa-
tion provided by Frangi et al.’s vesselness feature and exploits it twofold:
First, the vesselness response itself is used for localizing the tubular struc-
ture of interest. Second, the eigenvectors of the Hessian eigendecompo-
sition guide our anisotropic total variation–regularized segmentation. In
a simulation experiment, we demonstrate the superiority of anisotropic
as compared to isotropic total variation–regularized segmentation in the
presence of noise. In an experiment with magnetic resonance images of
the human cervical spinal cord, we compare our automated segmenta-
tions to those of two human observers. Finally, a comparison with a ded-
icated state-of-the-art spinal cord segmentation framework shows that
we achieve comparable to superior segmentation quality.

Keywords: Convex optimization · Anisotropic total variation ·
Vesselness

1 Introduction

Segmenting tubular structures is an important task in medical image analysis; for
example, for assessing vascular diseases or tracking the progress of neurological
disorders that manifest in spinal cord atrophy. Especially when used in large-
scale clinical trials, largely automated segmentation is desirable to reduce the
workload on clinical staff. Such automated segmentation approaches, in turn,
should be robust with respect to specific choices of parameterization.

In this paper, we propose a segmentation method that fulfills both criteria:
it is completely automated, and it creates segmentations of similar quality over
a wide range of parameter choices. Our method adapts Yuan et al.’s continuous
max flow approach [10] and combines it with an anisotropic total variation (ATV)
c© Springer International Publishing AG 2016
S. Ourselin et al. (Eds.): MICCAI 2016, Part III, LNCS 9902, pp. 362–370, 2016.
DOI: 10.1007/978-3-319-46726-9 42
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Fig. 1. Left to right: T1 image I of the cervical spinal cord; closeups of the vessel
directions v1 before GVF and ṽ1 after GVF (vectors scaled by the segmentation u∗

for visualization); distance map D of the vessel ridge R (normalized for visualization);
source capacities Cs; sink capacities Ct; nonterminal capacities C; segmentation u∗.

regularization term. ATV keeps changes of the segmentation’s boundary small
along the course of the tubular structure. We use Frangi et al.’s well-established
vesselness feature [3] as our measure of tubularity, which we exploit twofold:
both for finding the location and the orientation of the structures of interest.

The directional information of vesselness, which is usually neglected, has pre-
viously been used: Manniesing et al. [6] construct an anisotropic tensor from it
for accentuating vascular structures in angiography images for image enhance-
ment. Gooya et al. [4] use this tensor in an active contour framework for blood
vessel segmentation. ATV-regularized segmentation has been generally described
by Olsson et al. [7] and has been used, for example, by Reinbacher et al. [8] who
segment thin structures of known volume based on first-order derivatives and a
volume constraint. A review of vessel segmentation is given by Lesage et al. [5].
De Leener et al. [2] review the more specific topic of spinal cord segmentation.

Our contributions lie in incorporating Hessian-based vesselness into ATV-
regularized segmentation and in integrating ATV into the continuous max flow
framework [10]. To the best of our knowledge, both has not been tried, so far.

2 Methods

In Sect. 2.1, we motivate our choice of ATV regularization. In Sect. 2.2, we state
the ATV-regularized segmentation problem in the continuous max flow frame-
work and propose an algorithm for solving it. In Sect. 2.3, we describe how we
incorporate the vesselness feature. In Sect. 2.4, we present our choice of flow
capacities. For a good general introduction to continuous max flow, see [10].

2.1 Isotropic and Anisotropic Total Variation

Segmentation on the d-dimensional image domain Ω ⊂ R
d can be formulated as

the problem of finding a binary labeling u : Ω → {0, 1} for the given image I :
Ω → I (e.g. with I = [0, 1] for a normalized single-channel image). In practice,
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the problem is often relaxed such that u : Ω → [0, 1], and the final labeling is
determined by applying a threshold to the result of the relaxed problem [7,10].

A common regularization term in segmentation is the total variation TV,
which minimizes the surface area of the segmented region, penalizing jumps
between segmentation foreground (u = 1) and background (u = 0) and thus allow-
ing for smooth segmentations even if I is noisy (here, |·| denotes the l2 norm):

TV [u] =
∫

Ω

|∇u| dx. (1)

While TV is a good regularizer for many applications, it seems not optimal in the
context of tubular structure segmentation. This is because TV is isotropic; that
is, changes of u are penalized regardless of orientation. If we want to segment
a tube, however, we would like to employ the prior knowledge that its shape
ideally does not change along its course; thus we would like to penalize changes
along the tube’s direction more strongly than changes perpendicular to it. In
other words, we would prefer an anisotropic regularization term.

In the proposed method, we thus use anisotropic total variation ATV [7,8]:

ATV [u;A] =
∫

Ω

(∇uTA∇u
)1/2

dx =
∫

Ω

∣∣ST∇u
∣∣ dx with A = SST, (2)

where A : Ω → R
d×d is strongly positive definite in the sense of Olsson et al.

[7] and S is a decomposition of A. For our particular choice of A and S, see
Sect. 2.3.

If we assume, as a simple three-dimensional example, that A = diag (1, a, a)
with 0 < a < 1, we see that changes along the x1 axis will be more strongly
penalized than changes along x2 and x3. This would in fact be a meaningful
choice if the tubular structure of interest was oriented along x1. From the exam-
ple we can also see that ATV is a generalization of TV, as ATV becomes TV for
a= 1.

2.2 ATV in Continuous Max Flow

The dual formulation of the max flow problem as stated in [10], with TV replaced
by ATV regularization as we propose, is given by the min cut problem

min
u∈[0,1]

∫
Ω

(1 − u) Cs + u Ct +
∣∣ST∇u

∣∣ C dx, (3)

with the source capacities Cs, sink capacities Ct, and nonterminal capacities C
(C. : Ω → R≥0). Using integration by parts and the geometric definition of the
scalar product, we can show for the nonterminal flow p : Ω → R

d that
∫

Ω

∣∣ST∇u
∣∣ C dx = max

|p|≤C

∫
Ω

u div (Sp) dx. (4)
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Algorithm 1. Augmented Lagrangian–based max flow algorithm with ATV.
– Set bound ε̂, steps γ, c; calculate C, Cs, Ct, S; arbitrarily initialize p0, p0

s, p0
t , u0.

– Starting from n = 0, iterate until 1
|Ω|
∫

Ω

∣
∣εn+1 (x)

∣
∣dx < ε̂:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

p̃n+1 = pn + γ ST∇
(
div (Spn) − pn

s + pn
t − un

c

)

pn+1 = p̃n+1

|p̃n+1| min
{∣
∣p̃n+1

∣
∣ , C
}

if p̃n+1 �= 0 else 0

pn+1
s = min

{(
1−un

c
+ div

(
Spn+1

)
+ pn

t

)
, Cs

}

pn+1
t = min

{(
un

c
− div

(
Spn+1

)
+ pn+1

s

)
, Ct

}

εn+1 = c
(
div
(
Spn+1

)− pn+1
s + pn+1

t

)

un+1 = un − εn+1.

Together with the respective equalities for Cs, Ct and the source and sink flows
ps, pt : Ω → R (see Eqs. (18) and (19) in [10]), we derive the primal–dual
formulation as maxps,pt,p minu∈[0,1] E [ps, pt, p, u] with

E =
∫

Ω

(1 − u) ps+u pt+u div (Sp) dx =
∫

Ω

ps+u (div (Sp) − ps + pt) dx, (5)

subject to the flow capacity constraints ps ≤ Cs, pt ≤ Ct, and |p| ≤ C.
Making use of the anisotropic coarea formula in [7], it can be shown that any

u� for a threshold � ∈ (0, 1), given by

u�(x) =

{
1, u∗(x) > �

0, u∗(x) ≤ �
with u∗ = arg min

u∈[0,1]

E, (6)

is a globally optimal solution for the binary problem corresponding to Eq. (3).
Following [10], we add an augmented Lagrangian term to Eq. (5), gaining

max
ps,pt,p

min
u∈[0,1]

∫
Ω

ps + u (div (Sp) − ps + pt) − c

2
(div (Sp) − ps + pt)

2 dx (7)

as the final problem, which we propose to solve with Algorithm 1.

2.3 ATV Regularization with Vesselness

Frangi et al. [3] examine the Hessian matrices; that is, the second-order deriv-
atives, in the scale space of the volumetric image I to calculate what they call
vesselness. The idea is to determine from the ratios of the Hessians’ eigenvalues
how closely the local structure in I resembles a tube.

In particular, let S be a predefined set of scales that roughly match the
expected tube radii. For each scale s ∈ S, let Hs (x) denote its Hessian
approximation in x, calculated by convolving I with Gaussian derivatives of
standard deviation s. Let λi,s (x) (i= 1, 2, 3) denote the sorted eigenvalues
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(|λ1,s| ≤ |λ2,s| ≤ |λ3,s|) and vi,s (x) corresponding eigenvectors of Hs, such
that

Hs = VsΛsV
T
s with Vs = [v1,s|v2,s|v3,s] , Λs = diag (λ1,s, λ2,s, λ3,s) . (8)

Note that V T
s = V −1

s , as Hs is symmetric. Assuming bright tubular structures
on dark background, the vesselness response is ν (x) = maxs∈S νs (x), where

νs =

⎧⎨
⎩

0, λ2,s ≥ 0 or λ3,s ≥ 0(
1 − exp( −1

2w2
1

λ2
2,s

λ2
3,s

)
)

exp( −1
2w2

2

λ2
1,s

λ2,sλ3,s
)
(
1 − exp(−∑i λ2

i,s

2w2
3

)
)

, else,

(9)
with the weighting factors wi ∈ R>0. The eigenvectors for ν are V = [v1|v2|v3],
with vi = vi,s∗ and s∗ = arg maxs∈Sνs. In the original description of [3], no use of
V is made. In our approach, we use the eigenvectors to steer the ATV regularizer.
We observe that in points where ν is high, v1 points along the local vessel
orientation [6]. Recall that we want to regularize strongly along the direction
of the vessel. Unfortunately, we cannot use v1 directly for this purpose, as it
reliably gives the vessel’s direction in the vessel center only, where ν is the
highest. Therefore, we use the concept of gradient vector flow (GVF) [9] to first
propagate the directions from places where ν is high to regions where ν is low,
creating a smoothly varying vector field. The necessary steps are as follows.

Let R be the set of vesselness ridge points; that is, the local maxima of ν,
down to a noise threshold. As both −v1 and v1 are valid eigenvectors, we have
to make sure that the vectors of neighboring points approximately point in the
same rather than the opposite direction, so that they don’t cancel each other
out when diffusing them via GVF. Thus, we fix their signs beforehand, gaining
v̄1: We calculate the minimum spanning tree over the ridge points R, select a
root point, keep its sign, and traverse the tree. For each child point, we choose
v̄1 as either −v1 or v1, depending on which one maximizes the dot product (i.e.
minimizes the angle) with its parent’s v̄1. After traversal, the signs of the v1
for all remaining domain points x ∈ Ω\R are fixed w.r.t. their closest point in
R, following the same rule. We scale all v̄1 with ν, apply GVF, and scale the
resulting vectors back to unit length, gaining ṽ1. A comparison of the vector
field before and after sign adjustment and GVF is shown in Fig. 1.

Finally, we recomplete ṽ1 to an orthonormal basis Ṽ = [ṽ1|ṽ2|ṽ3]. The partic-
ular choice of ṽ2, ṽ3 does not matter, as we will treat all directions perpendicular
to ṽ1 the same when regularizing. From Ṽ , we construct A,S for Eq. (2) as

A = ṼÃṼ T and S = ṼÃ
1/2 with Ã = diag (1, a, a) and 0 < a ≤ 1.

(10)
Notice the similarity to A in the example at the end of Sect. 2.1: The idea of
regularizing one direction stronger than the others remains the same; however,
as we now scale with Ã = diag (1, a, a) in the new basis Ṽ , we target the actual
local vessel direction ṽ1 rather than a fixed axis.
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2.4 Flow Capacities

For the source and sink capacities Cs, Ct of Eqs. (3) and (5), we use a combination
of the normalized image intensities and the distances to the vessel ridge points
R. Intuitively, using the intensities enables the distinction of foreground (i.e.
the vessel) and background (i.e. everything else), while the distances w.r.t. R
isolate the vessel surrounding. This helps avoiding oversegmentations in case
other structures have intensities similar to those of the vessel of interest. More
formally, let D : Ω → D =R≥0 be a Euclidean distance map of R, and let
I : Ω → I = [0, 1] be the normalized image. Let pD

b , pD
f , pI

b, pI
f be predefined

estimates of the background and foreground probability densities for D and I,
with pD

. : D → R≥0 and pI
. : I → R≥0. We calculate Cs, Ct as

Cs (x) =
1
q

max {r (x) , 0} , with r (x) = ln
(

pD
f (D (x)) · pI

f (I (x)) + ε

pD
b (D (x)) · pI

b (I (x)) + ε

)
,

(11)

Ct (x) =
1
q

max {−r (x) , 0} , q = ln
(

max{p̂D
b · p̂I

b, p̂D
f · p̂I

f } + ε

ε

)
,

(12)

where p̂.
. = max p.

.. The small positive constant ε avoids zero logarithms and
zero divisions in r. Normalization with q ensures that Cs, Ct ∈ [0, 1], which eases
their balancing with the nonterminal capacities C of Eqs. (3) and (5).

Using C, we try to move the segmentation boundary to image edges by
making C small where the intensity gradient magnitude is high and vice versa:

C (x) = w exp
(

−1/ς2 |∇I (x)|2
)

with w, ς ∈ R>0, (13)

where ς controls C’s sensitivity regarding the size of |∇I| and w balances C and
Cs, Ct. For an example of the capacities, see Fig. 1.

3 Experiments and Results

Implementation: Most of the method’s steps can be described as embarrassingly
parallel, which means they can be calculated independently for different voxels.
This is true, for example, for the vesselness ν, GVF, the capacities Cs, Ct, C,
and large parts of Algorithm 1. For this reason, we ported code to the GPU
wherever possible. To reduce memory consumption, which is still a limiting factor
for GPU programming, we represent the pointwise basis matrices Ṽ in Eq. (10)
as equivalent unit quaternions. Derivatives are approximated using forward (∇,
Algorithm 1), backward (div, Algorithm 1), and central (∇, Eq. 13) differences.
Parameterization: For all experiments, the following parameters were chosen.
Algorithm 1: ε̂ = 10−6, γ = 0.11Δx2, c= 0.2Δx2 (Δx: minimum voxel edge length
in mm); GVF: 316 iterations with a regularization parameter of μ= 3.16 and
step size determined as defined and described in [9]; Eq. (6): �= 0.5; Eq. (9):
w1 = w2 = 0.5 as suggested in [3], w3 determined following [3]; Eq. (12): ε= 10−9.
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Fig. 2. Phantom experiment. Left to right: Mean intensity projection at σ = 1.5; seg-
mentation with ATV; segmentation with TV; Dice coefficients w.r.t. ground truth (GT)
for all noise levels σ.

Fig. 3. Spinal cord experiment. Left to right: Mean surface distances for ATV/TV/
PropSeg [1] vs. E1 and E2; corresponding Hausdorff distances; corresponding Dice coef-
ficients; T1 Dice coefficients for ATV vs. E1 and E2 with varying parameter values
(central bar: median, circle: mean, box limits: 25/75th percentile, whiskers: extrema).

Helical Phantom. In this simulation experiment, we rendered images of a syn-
thetic helical phantom with values in [0, 1] to which we added Gaussian noise of
standard deviation σ (Fig. 2). The phantom’s tube radius varied between 3 mm
and 6 mm, so we set S = [2.5 mm, 7.2 mm] (16 scales) in Eq. (9). We seg-
mented the images with TV and ATV regularization, setting a = 1 and a = 0.03
in Eq. (10), respectively. We modeled pI

. as normal distributions, using the true
background, foreground, and noise level values. For the sake of simplicity, we set
pD

. = 1 always. For w and ς in Eq. (13), we made grid searches for each noise
level, using the Dice coefficients w.r.t. the ground truth as optimization criterion.

Figure 2 shows the Dice coefficients for the best w, ς combinations. The
advantage of ATV becomes apparent as soon as the noise level increases.

Spinal Cord. In this experiment with real data, two clinical experts (E1, E2)
manually segmented 10 MR scans (5 T1, 5 T2) of the healthy human cervical
spinal cord over the C1–C3 region. For each image, we then used the remaining
four images of the same sequence (T1/T2) to estimate p.

. and to find an optimal
parameter combination for a,w, ς. The distributions p.

. were estimated from the
manual labelings of the remaining four images, modeling p.

b as mixtures of four
Gaussians and p.

f as normal distributions. We set S = [2 mm, 4 mm] (16 scales)
in Eq. (9). The parameters a,w, ς were optimized via grid search, using the mean
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Dice coefficients of the remaining four images w.r.t. their manual segmentations
as optimization criterion. These distributions and the determined optimum para-
meterization were then used to segment the left-out image for evaluation of the
method. For comparison with the state of the art, we also segmented all images
with PropSeg [1].

Figure 3 shows the averaged mean surface distances, Hausdorff distances, and
Dice coefficients w.r.t. their manual segmentations. Especially the T1 images
profit from ATV, as they have both a lower resolution (T1: 1×1×1mm3, T2:
0.75×0.38×0.38mm3) and a lower contrast-to-noise ratio (about one eighth)
than the T2 images. On the right, Fig. 3 shows the Dice coefficients for applying
a wide range of parameter values to the T1 images, demonstrating the robustness
of our method w.r.t. parameterization. For each varied parameter, the others
were kept constant (a = 0.03, w = 0.32, ς = 1.00).

4 Discussion and Conclusion

We presented a fully automated method for the segmentation of tubular struc-
tures. For a single image of 2563 voxels, the complete process of calculating the
vesselness, GVF, capacities, and segmentation takes about 1 to 1.5 min (GPU:
Nvidia GeForce GTX 770). Although image segmentation in general and tubular
structure segmentation in particular have often been addressed, the results of
comparison with a state-of-the-art approach lead us to believe that our method
may be of value to the scientific community. Future experiments will have to
show in more detail how strong is the dependence of the segmentation quality
on the outcome of the Frangi vesselness response and what is the influence of a
particular GVF parameterization in this context. Furthermore, the use of alter-
native vesselness indicators will have to be considered. We provide our reference
implementation at https://github.com/spezold/miccai2016.
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8.A Derivation of the Nonterminal Flow Equality

8.A Derivation of the Nonterminal Flow Equality

Herewe show for the nonterminal flow variable p ∶ Ω → ℝd that the following equality holds:

∫
Ω

|ST∇u|C dx = max
|p(x)|≤C(x)

∫
Ω

u div(S p) dx, (8.1)

where S is defined as above.

Derivation: In the first step, we show that

∫
Ω

|ST∇v|C dx = max
|q(x)|≤C(x)

∫
Ω

ST∇v ⋅ q dx, (8.2)

with ∇v, q∈ℝd. The cases in which |S(x)T∇v(x)|= 0 or C(x)= 0 are similar to the case de-
scribed for the first summand in Section 3.5. Equality for |S(x)T∇v(x)|> 0 and C(x)> 0 can
be shown by a geometric argument: We let w= ST∇v and define 𝒬c = {q ∈ ℝd | |q| = c},
that is, the set of d-dimensional vectors of length c∈ℝ>0. The product w ⋅ q with q∈𝒬c is
maximized for a given w by q= c w/|w|, that is, by the feasible vector that points in the same
direction as w. This immediately follows from the geometric definition of the dot product,

w ⋅ q ≔ |w| |q| cos𝛼, (8.3)

where 𝛼 is the angle between w and q: The product |w| |q| remains constant for all feasible
q by definition of 𝒬c, while cos𝛼 is maximized for 𝛼= 0 with cos 0= 1. We now define the
set 𝒬 ̂c,w = {c w/|w| ∈ ℝd | 0 < c ≤ ̂c}, that is, the set of vectors pointing in the same direction
as w, with the length bounded by ̂c∈ℝ>0. The product w ⋅ q with q∈𝒬 ̂c,w , is maximized by
q= ̂c w/|w|, that is, by the longest feasible vector. This can again be seen from the definition
of the dot product: Now the angle remains constant with 𝛼= 0, therefore cos𝛼= 1, and the
product |w| |c w/|w|| = c |w| |w/|w|| is maximized by c= ̂c. In other words, now we employ the
linearity of the dot product with respect to the length of q. As a consequence,

max
|q(x)|≤C(x)

∫
Ω

w ⋅ q dx = ∫
Ω

w ⋅ (C
w
|w|

) dx = ∫
Ω

w ⋅ w
|w|

C dx = ∫
Ω

|w|C dx (8.4)

⇔ max
|q(x)|≤C(x)

∫
Ω

ST∇v ⋅ q dx = ∫
Ω

|ST∇v|C dx, (8.5)

where we leverage the fact that w ⋅ w = |w|2 in the last term of Eq. (8.4).
In the second step, we rearrange:

∫
Ω

ST∇v ⋅ q dx = ∫
Ω

(ST∇v)
T
q dx = ∫

Ω

∇vTS q dx = ∫
Ω

∇v ⋅ S q dx. (8.6)

In the third step, we employ the equality

∫
Ω

∇v ⋅ S q dx = −∫
Ω

v div(S q) dx, (8.7)
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which holds if either v= 0 or q= 0 on the boundary of Ω, and which can be shown using
integration by parts.
Combining the steps, we can thus write

∫
Ω

|ST∇v|C dx = max
p

∫
Ω

ST∇v ⋅ p dx = max
p

∫
Ω

∇v ⋅ S p dx = max
p

∫
Ω

−v div(S p) dx, (8.8)

subject to |p(x)| ≤ C(x).
Finally, if we substitute u=−v, constrain u∈ [0, 1] ⊂ℝ, and realize that |∇(−u)| = |∇u|, we

get the equality for the nonterminal flow, as stated in Eq. (8.1).

8.B Derivation of an Update Rule for the Flow p

Derivation Using Euler–Lagrange Equation. Here we derive an update rule based on gradi-
ent ascent for the nonterminal flow variable p with anisotropic total variation regulariza-
tion in two dimensions. A generalization to more dimensions is straightforward and leads
to the same final result in matrix/vector notation. For the sake of notational clarity, we use
the shorthand 𝜕𝛽𝛼 to denote the partial derivative 𝜕𝛼/𝜕𝛽 throughout this section. The three-
dimensional version of the result is used in the algorithm proposed above.

Derivation: The augmented Lagrangian–based segmentation energy term E that is to bemax-
imized in p is given by

E = ∫
Ω

L dx, (8.9)

with
L = ps + u (div(S p) − ps + pt) −

c
2
(div(S p) − ps + pt)

2
, (8.10)

where

x = (
x1
x2
), S = [

s11 s12
s21 s22

], and p = (
p1
p2
).

We can write out div(S p) in Eq. (8.10) as

div(S p) = 𝜕x1(s11 p1 + s12 p2) + 𝜕x2(s21 p1 + s22 p2) (8.11)

= 𝜕x1(s11 p1) + 𝜕x1(s12 p2) + 𝜕x2(s21 p1) + 𝜕x2(s22 p2) (8.12)

= 𝜕x1s11 p1 + s11 𝜕x1p1 + 𝜕x1s12 p2 + s12 𝜕x1p2 + (8.13)

𝜕x2s21 p1 + s21 𝜕x2p1 + 𝜕x2s22 p2 + s22 𝜕x2p2
= (𝜕x1s11 + 𝜕x2s21) p1 + (𝜕x1s12 + 𝜕x2s22) p2 + (8.14)

s11 𝜕x1p1 + s12 𝜕x1p2 + s21 𝜕x2p1 + s22 𝜕x2p2.

The Euler–Lagrange equations for Eq. (8.10) are given by

𝜕piL−∑

j

𝜕xj(𝜕𝜕xjpi
L)

!
= 0 with i, j = 1, 2. (8.15)
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8.B Derivation of an Update Rule for the Flow p

It can be seen that each component 𝜕𝜓L in Eq. (8.15) is of the form

𝜕𝜓L = 𝜕𝜓 div(S p)m with m = u− c (div(S p) − ps + pt). (8.16)

We can directly get 𝜕𝜓 div(S p) from Eq. (8.14), for example:

𝜕𝜕x1p1
div(S p) = s11 ⇔ 𝜕𝜕x1p1

L = s11m = s11 (u− c (div(S p) − ps + pt)). (8.17)

As a result, we can write out the two Euler–Lagrange equations (i= 1, 2) as

(𝜕x1s11 + 𝜕x2s21)m− (𝜕x1(s11m) + 𝜕x2(s21m)) = 0, (8.18)

(𝜕x1s12 + 𝜕x2s22)m− (𝜕x1(s12m) + 𝜕x2(s22m)) = 0. (8.19)

Applying the product rule to the 𝜕xj(s⋅m) terms, we can simplify to

−(s11 𝜕x1m+ s21 𝜕x2m) = 0, (8.20)

−(s12 𝜕x1m+ s22 𝜕x2m) = 0, (8.21)

which we can combine in matrix/vector notation to

− [
s11 s21
s12 s22

] (
𝜕x1m
𝜕x2m

) = 0 ⇔ ST∇x(c (div(S p) − ps + pt) − u) = 0. (8.22)

In order to maximize p, we introduce a time variable 𝜏 and its time step Δ𝜏, such that

p𝜏+Δ𝜏 − p𝜏

Δ𝜏
≈ c ST∇x(div(S p) − ps + pt −

u
c
), (8.23)

and we end up with the update rule

pn+1 = pn + 𝛾 ST∇x(div(S pn) − ps + pt −
u
c
), (8.24)

where n is the iteration count and 𝛾 = c Δ𝜏 is the step size.

Alternative Derivation. Amore elegant derivation of the update rule for p in d dimensions is
achieved by following a commonway to derive the Euler–Lagrange equation.We thank Antal
Horváth for providing this alternative.

Derivation: Let E and L be defined as above, that is

E = ∫
Ω

L dx, (8.25)

L = L(x, p(x), div(S p)(x)), (8.26)

with
L = ps + u (div(S p) − ps + pt) −

c
2
(div(S p) − ps + pt)

2
. (8.27)
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We now define p𝜀 ∶ Ω → ℝd as the result of a perturbation of p:

p𝜀(x) ≔ p(x) + 𝜀 𝜂(x), (8.28)

where 𝜀 ∈ℝ is a weighting factor and the perturbation 𝜂 ∶ Ω → ℝd with 𝜂 ∈C∞0 (Ω) is a
differentiable function that is zero on the boundary of the domain Ω.
Making use of p𝜀, we define E𝜀 and L𝜀 as

E𝜀 ≔ ∫
Ω

L𝜀 dx, (8.29)

L𝜀 ≔ L(x, p𝜀(x), div(S p𝜀)(x)). (8.30)

Calculating dE𝜀/d𝜀, that is, E𝜀 ’s total derivative with respect to 𝜀, we yield

dE𝜀
d𝜀

=
d
d𝜀
(∫

Ω

L𝜀 dx) = ∫
Ω

dL𝜀
d𝜀

dx, (8.31)

with

dL𝜀
d𝜀

=
𝜕L𝜀
𝜕x

⋅
dx
d𝜀

+
𝜕L𝜀
𝜕p𝜀

⋅
dp𝜀
d𝜀

+
𝜕L𝜀

𝜕 div(S p𝜀)
d div(S p𝜀)

d𝜀
(8.32)

=
𝜕L𝜀
𝜕p𝜀

⋅ 𝜂 +
𝜕L𝜀

𝜕 div(S p𝜀)
div(S 𝜂). (8.33)

If the current pmaximizes L, then any perturbation with 𝜀 𝜂 will be non-increasing in E𝜀. If
in this case 𝜀 = 0, then p𝜀 = p, L𝜀 = L, and E𝜀 has a maximum value. In combination we thus
have

dE𝜀
d𝜀

|
𝜀=0

= ∫
Ω

[
𝜕L
𝜕p

⋅ 𝜂 +
𝜕L

𝜕 div(S p)
div(S 𝜂)] dx

!
= 0. (8.34)

Using integration by parts on the second summand, we get

∫
Ω

𝜕L
𝜕 div(S p)

div(S 𝜂) dx = −∫
Ω

S 𝜂 ⋅ ∇x(
𝜕L

𝜕 div(S p)
) dx, (8.35)

where we recall that 𝜂 is zero on 𝜕Ω. Equation (8.34) thus becomes

∫
Ω

[
𝜕L
𝜕p

⋅ 𝜂 − S 𝜂 ⋅ ∇x(
𝜕L

𝜕 div(S p)
)] dx = ∫

Ω

(
𝜕L
𝜕p

− ST∇x(
𝜕L

𝜕 div(S p)
)) ⋅ 𝜂 dx

!
= 0. (8.36)

From the fundamental lemma of the calculus of variations, it follows that

𝜕L
𝜕p

− ST∇x(
𝜕L

𝜕 div(S p)
)

!
= 0, (8.37)

where 𝜕L/𝜕p = 0, as pmaximizes L.
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8.B Derivation of an Update Rule for the Flow p

After inserting Eq. (8.27) into Eq. (8.37), we get

−ST∇x(u− c (div(S p) − ps + pt)) = 0 (8.38)

⇔ c ST∇x(div(S p) − ps + pt −
u
c
) = 0, (8.39)

which again, compare Eqs. (8.22)–(8.24), motivates the update rule

pn+1 = pn + 𝛾 ST∇x(div(S pn) − ps + pt −
u
c
), (8.40)

where n is the iteration count and 𝛾 is the step size.
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9 Discussion and Conclusion

It was our goal to develop software tools for our clinical partners for reliably measuring the
spinal cord volume and quantifying neural atrophy. To achieve this goal, we developed and
adjusted a toolchain to segment the spinal cord, reconstruct its surface, handle image distor-
tions, and acquire measurements relative to an anatomical landmark. In addition to volume
measurements, the toolchain enables cross-sectional area measurements. The user interac-
tion is limited to providing the landmark location as well as a small number of initial hints
that label voxels of the spinal cord and its surroundings.
In our first version (Chapter 5), we relied on graph cut–based segmentation. For calculating

the segmentation cost functions, we relied on the image intensities only. An evaluation on
healthy subjects and MS patients indicated that our measurement quality was on par with
previously published approaches. Nevertheless, this initial version of our toolchain had some
limitations: Due to evaluating solely the image intensities in the segmentation, it worked
reliably onT1-weightedMR images only. Furthermore, as graph cut segmentation is by design
bound to the image resolution, a second step of segmentation refinement was necessary to
get a surface reconstruction that was fine enough for exact measurements.
To overcome the first issue, we integrated two Hessian-based features into our segmenta-

tion approach: a vesselness feature that responded to the spinal cord itself, and a customized
csfness feature that responded to the CSF, which immediately surrounds the spinal cord in
the vertebral canal. Furthermore, we switched from graph cut–based segmentation [14] to
a continuous max flow–based algorithm [47]. In this new segmentation algorithm, we inte-
grated a cross-sectional similarity prior that allowed only gradual changes along a predefined
image axis and thus helped to guide the segmentation in noisy or low-contrast image regions.
As a result from these adjustments, the second version of our toolchain (Chapters 6 and 7)
could now handle both T1- and T2-weighted MR images, could work on larger images, and
provided an overall more robust segmentation outcome. As a further result of replacing the
segmentation algorithm, we were able to port large parts of the toolchain to the GPU, which
gained us noticeable improvements in execution time.
In the third version (Chapter 8), rather than predefining an axis for the cross-sectional simi-

larity prior, we leveraged the directional information from the vesselness feature to regularize
along the spinal cord’s direction itself, thus evading the need for predefining an axis and al-
lowing for the handling of more curvy tubular structures, as we demonstrated on a helical
phantom. Furthermore, we could now omit the previously required surface refinement step,
reducing the number of possible points of failure in the toolchain. Again we could show that
the quality of our segmentation results was competitive with other published approaches.
Wedeployed our software toolchainwith our clinical partners, and it has already been used

for larger-scale MS patient trials, analyzing more than 1000 follow-up scans of more than
200 patients acquired over a seven-year range. The results, which have yet to be published,
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9 Discussion and Conclusion

are well in line with the MS literature, showing different baseline spinal cord volumes and
different degrees of atrophy that are characteristic for the respective subtypes of MS. Thus,
in addition to reaching comparable performance to the state of the art, our approach proved
its practical usability for large-scale analyses.

Future Research. Despite demonstrating that at present our approach is already well-suited
for application in clinical research, we still see numerous opportunities for advancing it.
Regarding the degree of automation, we are confident that it is possible to make our tool-

chain fully automatic. As other groups have already shown, for example De Leener et al. [12],
and as we have demonstrated by proof of concept (Chapters 6 and 8), completely automated
spinal cord segmentation with reliable results is possible. We note that by now we have nu-
merous segmentations and anatomical landmark annotations at our disposal that were ac-
quired with our toolchain. These data could be used as training samples for integrating ma-
chine learning techniques for automating the landmark localization and for extending or
perhaps even replacing the segmentation algorithm. Nevertheless, we think that a certain
degree of interactivity should always be possible, enabling an expert to adjust or overrule the
software tool’s results.
As to the acquiredmeasurements, our approach currently segments the whole spinal cord,

while research interest also lies in segmenting its inner gray andwhitematter structures. This
part of future research is already being approached in another project of our group, which
can be seen as a continuation of the presented work. Potentially, even further localization
of atrophy measurements down to pointwise locations is possible, as has been indicated in
recent work of Rocca et al. [41] and Taso et al. [44].

Conclusion. In conclusion, we are confident that we provided our clinical partners with the
necessary tools for quantifying atrophy in the spinal cord comfortably and reliably. In this
way, we added our share to the ongoing research inMS, which may ultimately help to under-
stand the disease better. Tomake our suggested approaches easier accessible for the scientific
community, we are currently preparing cordial, the cord image analyzer, to be released as open
source software1.

1https://github.com/spezold/cordial (last accessed on November 3, 2016)
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