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Summary

In recent two decades, there has been a large interest in organic molecules on metallic as
well as insulating substrates. This interest is caused by the need to understand funda-
mental properties of large organic molecules on solid surfaces at the level that properties
of smaller adsorbates, like carbon monoxide or oxygen molecule, are understood. In addi-
tion, theoretical and experimental studies in this field are driven by potential applications
of organic materials as active components in light-emitting diodes (OLEDs) and field-
effect transistors (FETs), as well as by on-going efforts to use single molecules as building
blocks in nano-electronic and nano-mechanical devices.

This Thesis deals with two aspects of large organic molecules on metal surfaces: local
adsorption geometry and energy level alignment. Molecules bind to specific sites on
metallic surfaces which correspond to the lowest total energy of the molecule-substrate
system. It is of fundamental interest to understand the electronic causes of the interaction
between the molecule and the surface. Ultimately, one would like to gain understanding
of what causes molecule-substrate attraction and why this attraction is stronger for some
particular geometries than for others. Another important aspect is the alignment of
molecular levels with respect to the Fermi level of the metal. This level alignment governs
the electron injection from the metal to the molecule (or vice versa) in electronic devices.

At the beginning of the Thesis, we review our main theoretical tool, density func-
tional theory (DFT), and present details of the plane-wave implementation of DFT. We
introduce concepts which are useful in analyzing surface science systems, such as surface
energy, work function, electron density difference, difference in density of states, etc. We
present calculations of copper and silver bulk and surfaces to assess how density func-
tional theory performs for noble metals. We then investigate a specific surface science
system to demonstrate these concepts, namely, chlorine adsorbed on the Ag(111) surface
at submonolayer coverages. We find that the adsorption energy of Cl on Ag(111) is about
2.9 eV and depends only weakly on coverage. The Ag-Cl bond is very strong and can
be best described as ionic. Adsorption of Cl on the Ag(111) surface leads to electron
charge transfer from the metal to the adsorbate. Each chlorine atom acquires about 0.2
additional electrons upon adsorption. Because of this charge transfer the work function
of adsorbate-covered substrate increases. We find a very good agreement between theory
and available experimental data. Small dependence of adsorption energy on coverage can
be explained by lateral repulsion of adsorption-induced dipoles.

Chapter 4 of the Thesis is devoted to site-selective adsorption of one specific molecule,
1,4,5,8-naphthalene tetracarboxylic dianhydride (NTCDA), on the Ag(110) surface. We
perform large-scale density functional calculations of several local adsorption sites and
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analyze the results in great detail. Calculations reveal that NTCDA prefers adsorption
geometry in which the peripheral oxygen atoms lie directly above the silver atoms in the
[11̄0] atomic rows. This nicely agrees with available experimental data. From the analysis
of DFT calculations we are able to understand why this happens. Firstly, NTCDA is a
molecule with electron accepting properties. In the gas-phase molecule the oxygens of
the side groups are negatively charged while the central naphthalene core is positively
charged. When the molecule is adsorbed on the Ag(110) surface, about 0.4 electrons are
transfered to the lowest occupied molecular orbital (LUMO). Silver atoms in the topmost
atomic layer become positively charged and this causes electrostatic attraction between
negatively charged oxygen atoms of NTCDA and positively charged silver atoms. This
attraction is maximum when oxygens are just above the silver atoms in the [11̄0] atomic
rows. Thus, on the basis of DFT calculations, we have developed a model for site-selective
adsorption of NTCDA on the Ag(110) surface. This model should also be applicable in
case of adsorption of a related molecule, PTCDA, on the same surface.

In Chapter 5 we analyze the energy level alignment of copper octaethylporphyrin
(CuOEP) on three metal surfaces: Ag(001), Ag(111) and Cu(111). The experiments that
this analysis is based on were performed in the Institute of Physics of University of Basel,
in the NanoLab group. We first critically review and discuss different physical mechanisms
that lead to a formation of the interface dipole at metal-organic interfaces. These different
mechanisms are: charge transfer (as described by the so-called induced density of interface
states (IDIS) model), polarization of the adsorbate near the metal surface, push-back
effect, which is a consequence of the Pauli exclusion principle, permanent electrostatic
dipoles at interfaces, and charge transfer caused by chemical interactions. Then we discuss
in detail experimental results and evaluate the contribution of each mechanism to the
total interface dipole. We conclude that the push-back effect is the most important for
CuOEP/metal interfaces.
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Abreviations

B3LYP Becke’s three-parameter hybrid density functional

CuOEP Copper octaethylporphyrin

DFT Density functional theory

EA Electron affinity

EN Electronegativity

GGA Generalized gradient approximation

HOMO Highest occupied molecular orbital

IP Ionization potential

LDA Local density approximation

LEED Low energy electron diffraction

LUMO Lowest unoccupied molecular orbital

NEXAFS Near-edge X-ray absorption fine structure

NTCDA 1,4,5,8-naphthalene tetracarboxylic acid dianhydride

NTCDI 1,4,5,8-naphthalene tetracarboxylic acid diimide

PP Pseudopotential

PBE Perdew-Burke-Ernzerhof GGA functional

PTCDA 3,4,9,10-perylene tetracarboxylic acid dianhydride

PTCDI 3,4,9,10-perylene tetracarboxylic acid diimide

STM Scanning tunneling microcope

STS Scanning tunneling spectroscopy

TPDS Temperature programmed desorption spectroscopy

UPS Ultraviolet photoelectron spectroscopy

XPS X-ray photoelectron spectroscopy
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List of symbols

D (E) Density of states

∆D (E) Change in density of states

Ead Adsorption energy

ES Surface energy

E Electric field

n (r) Electron density

∆n (r) Density difference function

Φ Work function of the surface

VKS Kohn-Sham potential

HKS Kohn-Sham Hamiltonian

εvF Position of HOMO of the molecule with respect to the Fermi energy in the
metal

εcF Position of LUMO of the molecule with respect to the Fermi energy in the
metal

∆ Work function change

SD, SB Interface slope parameters

Axy Area of the surface unit cell

µ Chemical potential, electric dipole moment

θ Coverage
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Chapter 1

Introduction

1.1 Molecular nanoscience and organic electronics

From the early days of civilized humanity, and especially in the past few centuries, the
world of science and technology has witnessed numerous occasions when fundamental
scientific ideas turn into commercial devices and gadgets. In the era of information tech-
nologies this ancient collaboration between fundamental science and industry continues
to be fruitful. To fulfill the constant need for faster operation, denser information storage
and shorter communication times of electronic devices, the scientific community has al-
ways to search for alternative ways to perform these basic operations. However, there are
fundamental limits to all of these processes. These limits are set by nature, and in partic-
ular by the size of usual everyday matter - atoms and molecules. It is difficult to imagine
a smaller bit of information than a single atom; communication times shorter than the
time it takes a photon to travel a distance of atomic size is also difficult to conceive.
In addition, no smaller conductor than an atom or a small molecule exists. Thoughts
like these have given birth to a new area of science - molecular nanotechnology, which
represents the bottom-up branch of the field of nanoscience. Together with its top-down
counterpart, semiconductor nanotechnology, it forms the fast-growing and ever-wider field
of nanoscience and nanotechnology.

If a molecule or an atom should one day become a working electronic device, they will
do so only when in contact with a solid - a metal or a semiconductor. The device is not
useful if information cannot be written to it, a current passed through it, or a voltage-
drop measured. In addition, useful molecular machines, which will behave like atomistic
equivalents of macroscopic machines, would not hang in air or in vacuum, but rather
reside on a solid substrate. Thus molecules on solid substrates are of big importance for
the entire field of nanoscience.

The field of molecular electronics [1,2,3,4,5,6] is just a part of molecular nanoscience
[7, 8, 9], but a very important one. The idea is to explore the transport characteristics
of a single molecule attached to two or more electrodes. This area of science is indeed
multidisciplinary, and people with different backgrounds not only study this fundamental
problem by different means, but also look at it from different angles. Experimental solid
state physicists, who always obtained the lion’s share of information about their samples
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14 CHAPTER 1. INTRODUCTION

from transport measurements, understood quite quickly that the smallest conductor is just
a single atom or a single molecule. The problem they are facing is exactly what they were
looking for: this conductor indeed is so small, that attaching it to the metallic electrodes
is far from easy or, once done, not easily reproducible. Chemists have a vast knowledge
and intuition about the electronic structure of molecules, their oxidation and reduction
states, and recipes for synthesizing new molecules. They also, however, have to deal with
the fact that it is not easy to have only one molecule in the junction. The situation
is not any clearer on the theory side. Solid-state theorists from the mesoscopic physics
community look at molecules as small quantum dots and apply their well-developed the-
oretical machinery to these smallest dots. Their worry, however, is that a great deal of
parameters characterizing metal-molecule contacts are unknown and cannot be deduced
from a phenomenological theory. This includes charge transfer between the subsystems,
the broadening of molecular electronic states, their position with respect to the Fermi
level of the metal, phonon spectrum of the combined system, electron-phonon coupling in
the junction, etc. All of these properties are accessible to solid-state physicists from the
electronic structure community, which have created reliable tools to predict such proper-
ties, density functional theory, for instance. Their “Achilles’ heel” is electron transport
itself, theories of which, within the electronic structure framework, are still in their in-
fancy. A special role in this area of research is played by surface scientists. They have
almost a century of experience investigating interactions of such different partners - a
molecule with discrete energy levels, and a metal with a continuum of states. In addition,
they have at their disposal suitable and ever-improving tools for the characterization of
molecules on surfaces, like X-ray photoelectron spectroscopy (XPS), ultraviolet photoelec-
tron spectroscopy (UPS), X-ray absorption spectroscopy (XAS), two photon spectroscopy
(2PPES) [10], scanning tunneling microscopy (STM) [11,12] and atomic force microscopy
(AFM). To use surface science techniques, one usually must work in ultra-high vacuum
and there are strict requirements for the quality of the substrate. Thus, information
about other environments, such as high pressures and room temperature, is not always
accessible with such surface science tools.

The weaknesses of each scientific discipline are mentioned on purpose in the previous
paragraph, with the intention to show that many problems remain unsolved, both in
theory and experiment. In fact, what matters are the strengths of each branch of science,
because their different way of looking at things is a great advantage.

Let us look at the main problem more closely. Figure 1.1 summarizes in brief the
idea of molecular electronics. In Fig. 1.1a the molecule is between two gold contacts
(leads) in a suspended geometry, while in Fig. 1.1b an artist’s view of a more practical
in-plane geometry is shown. In the latter case the molecule and electrodes are on the solid
support, for instance, an insulator surface. Here a third additional electrode (called gate
electrode) which can control the position of the molecular levels with respect to the Fermi
energy in the metal, is also drawn. In both of these geometries, suspended and in-plane,
the properties of the molecule-metal junction are crucial. In Fig. 1.1c the energy-level
diagram of the device is sketched. Coupling of the molecular orbitals to the metal states
leads to their broadening, i.e. a smearing of energy levels. Under an applied bias V there
is an electron flow from the left electrode to the right one. In the linear regime, for non-
interacting electrons or electrons moving in a self-consistent potential, the conductance
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a) b)

c)

LUMO

HOMO

EF

V

Figure 1.1: Molecular electronics: artist’s view of the device in a) suspended geometry, b)
in-plane geometry; c) the schematic energy level diagram. EF is Fermi level of the metal,
V is applied bias voltage, HOMO is the highest occupied molecular orbital, and LUMO
is the lowest unoccupied molecular orbital.

of the device is given in terms of the famous Landauer formula [13]:

G =
2e2

h
ΓLΓR

∣
∣GR

C

∣
∣
2
. (1.1)

We assume that only one molecular level is relevant for transport. In Eq. (1.1), G0 =
2e2/h is a conductance quantum, ΓR and ΓL are the imaginary parts of the self energies
of the molecular state due to the coupling to the left and right electrode, respectively
(Γ = i

(
ΣR − ΣA

)
). These quantities are measures of the escape rates of the electron

from the molecular state to the metallic electrodes. GR
C is the retarded Green’s function

of the molecular state, which, aside from information about self energies Σ, also contains
information about the position of the molecular state with respect to the electronic states
in the metal. Equation (1.1) is very instructive and the physical quantities that appear
in it are of principle significance in this Thesis. It is important to stress that these
quantities (Γs and GR

C) describe the electronic structure of the metal-molecule contact,
rather than a metal, or a molecule, alone. Therefore, the relevance of theoretical studies
of metal-molecule contacts to the field of molecular electronics is unquestionable.

Both Γ, the coupling strength, and Green’s function GR
C , which contain information
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Figure 1.2: Schematic diagram of the organic field-effect transistor. The contact properties
of the metallic electrodes (source and drain) with the organic semiconductor determine
the characteristics of the device. From Ref. [16].

1. Atomic structure
Bonding configuration
Vibrational properties

2. Electronic structure
Charge transfer

Energy level alignment
Interfacial electronic states

3. Interactions
Electron-phonon coupling

Coupling to the gate
Coupling to the thermal bath

etc.

4. Electron transport
Linear response

Far-from equilibrium

Figure 1.3: Four ingredients of the microscopic theory of molecular electronics: 1) Atomic
structure of the metal-molecule contact; 2) Electronic ground state structure of the metal-
molecule contact; 3) Interactions between different degrees of freedom and with the en-
vironment: electron-phonon coupling, and coupling to the thermal bath, gate electrodes,
etc.; 4) Electron transport. The first two blocks represent ground state properties of
metal-molecule contact and can be modelled with electronic structure methods.

about molecular levels, also depend strongly on the atomic structure of the contacts,
such as bonding geometry, conformation and distortion of the molecule, deformation of
the metal, etc. The atomic and electronic structure of the molecule - metal contact
determines also mechanical properties of the system, which are explored in another sub-
branch of molecular nanoscience - the field of molecular machines. Here, the idea is to
build microscopic machines which would mimic macroscopic machines and would perform
the desired task. Current research in this area is exemplified by beautiful experiments
involving manipulation of organic molecules on noble metal surfaces [14, 15].

Contacts between organic components and metals are also important in the field of
organic electronics. In this field, electronic transport in bulk organic materials, rather
than through single molecules, is employed. Organic electronics is much more mature
than molecular electronics, and several commercial devices are on the market already.
The common feature of both molecular and organic electronics is the crucial role played
by the metal-molecule contacts. Figure 1.2 shows the schematic diagram of the organic
field-effect transistor (OFET) [16].

This Thesis presents theoretical work on several aspects of metal-molecule contacts,
mainly local adsorption properties and energy-level alignment. Only the ground-state
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atomic and electronic structure of organic molecules on metals will be discussed. One can
then ask what is the relevance of the ground-state information to electron transport, which
is not a ground-state phenomenon. In Fig. 1.3 four ingredients of the microscopic theory of
molecular electronics are shown. These are the building-blocks of the theory, in which the
subsequent block depends on the previous ones. To fully understand transport through
the molecule, one has to know: 1) the atomic structure of the device; 2) the electronic
structure of the device in equilibrium; 3) coupling between different degrees of freedom
and to the environment. Only knowledge of all these constituents can lay the ground for 4)
modelling of electron transport at the atomic scale under non-equilibrium conditions. In
particular, blocks 1) and 2) form a starting point for such a theoretical investigation. They
represent ground-state properties of the system and can be understood with electronic
structure methods. All the problems which are investigated in this Thesis belong to the
first two blocks in Fig. 1.3. Hence their relevance to molecular electronics and molecular
nanoscience in general.

1.2 Review of theoretical modelling

Due to the fast development of computers and algorithms, computational science started
has begun play an increasing role, comparable to that of theory and experiment. Elec-
tronic structure calculations, which deal with usual electronic matter and its interaction
with various environments, now constitute probably what is the largest branch of com-
putational physics and chemistry. Questions asked both in treating molecules and solids
are very similar: the ground-state electronic structure of the system, the change of the
total energy as a function of nuclear coordinates, phonon spectrum, electron-phonon cou-
pling, static and dynamic polarizabilities, electronic excitations, etc. The methods used
are different, however. Molecules are relatively small objects and modern-day comput-
ers allow for a very accurate treatment of such systems by techniques which are usually
called quantum chemistry methods. Examples of these are configuration interaction (CI),
Møller-Plesset perturbation theory, or coupled clusters [17]. These methods are use the
Hartree-Fock wavefunction as a zeroth-order approximation to the total wavefunction,
and systematically improve upon it by including the effects of electron correlation. The
computational cost of such schemes grows extremely fast with the system size, but for
small chemical systems the accuracy that is achieved is unrivaled.

The situation is very different in solid state physics. Here, one deals with a very
large number of electrons. It is impossible (and not even useful) try to describe the
entire system by a single wavefunction. However, if a many-electron problem can be cast
into a single-electron problem (for instance, in the self-consistent field approach), the
computational cost is drastically smaller, because now the problem is reduced to only one
unit cell of the periodic lattice. The density functional theory of Kohn and Sham, being
in principle an exact reformulation of ground-state quantum mechanics in terms of single-
particle self-consistent field equations, is thus very suitable for solid state systems, as well
as other extended systems, such as liquids and glasses. It is no wonder, therefore, that
density functional theory (DFT) has become the most popular electronic structure theory
in computational solid state physics [18,19,20]. It is usually DFT that physicists have in
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mind when they speak about ab initio (first principles) calculations. DFT is used much
less in chemistry (its death was even announced by a famous quantum chemist P.M.W.
Gill [21]) and by ab initio chemists usually mean Hartree-Fock and post-Hartree-Fock
methods mentioned above rather than DFT.

Density functional theory is the main theoretical tool used in this work, and therefore
Chapter 2 is devoted to the description of this theory and its practical implementations.
DFT was also the main subject of learning during the PhD studies of the author, and
this also justifies a not-so-short description of the theory in Chapter 2. We discuss the
theorems which provide the basis to use density as a basic variable in electronic struc-
ture. The most popular approximations to the exact exchange-correlation potential are
discussed, too. Practical DFT calculations would not be feasible without the numerous
technical developments which have occurred in the past several decades. These include,
for instance, the development of soft norm-conserving ab initio pseudopotentials, efficient
iterative diagonalization methods for metallic systems and efficient ways to approach
self-consistency, accurate Brillouin zone integration schemes, improvements of geometry
optimizers, etc. Mastery of all these tools is necessary to obtain reliable results in a
meaningful time in any electronic structure calculation. All of these topics are areas of
scientific research on their own (because their range of applicability sometimes is much
broader than just DFT) and different implementation alternatives exist for each of them.
Chapter 2 discusses specific implementations of these tools which are used to calculate
the properties of metallic systems, in which we are most interested.

In Chapter 3 of this Thesis a simple physical system, chlorine adsorbed on the Ag(111)
surface at sub-monolayer coverage, is studied. Our main goal in performing these calcu-
lations was to gain experience in different techniques that are specific to surface science
problems, such as slab and supercell methods, as well as to become familiar with general
computational tools. Post-processing of total energy calculations is also discussed. For
instance, density difference functions, as instructive tools to gain insight into the physics
of surface chemical bonds, are introduced. Also, calculations of the work functions of the
adsorbate-covered surfaces are explained.

1.3 Adsorption of large aromatic molecules on noble

metals

For self-assembly of organic molecules on solid surfaces to take place, several criteria
should be fulfilled. Firstly, interaction of the molecule with the surface should be not
too strong such that the molecule is still quite mobile on the surface. Transition metals
with partially filled d -states are rather reactive and molecules stick to the surface during
deposition and become immobile. Such a situation occurs even for near-noble metals Ni,
Pd or Pt (electronic configuration in the solid state (n− 1) d9ns1). Similarly, molecules
interact very strongly with the surfaces of elemental semiconductors (Si and Ge) or III-V
semiconductors (GaAs).

On the other hand, the interaction of the molecule with a surface should also be
not too weak. If the interaction is too weak, the molecules are too mobile at room



1.3. ADSORPTION OF LARGE AROMATIC MOLECULES ON NOBLE METALS19

CO Adatom Flat aromatic molecule

Figure 1.4: A sketch of (left) a C=O molecule, (middle) an adatom and (right) a large
flat-lying π-conjugated molecule adsorbed on a metal surface.

temperature. The surfaces of noble metals Cu, Ag and Au (electronic configuration in the
solid state (n− 1) d10ns1) with filled d-states show intermediate reactivity, and therefore
the majority of investigations of self-assembly of large organic molecules were performed
on these surfaces. Another important requirement is that the interaction among the
molecules themselves should be strong enough to allow the formation of stable islands. The
interaction between molecules is usually of the van-der-Waals type and can be described
with model potentials. Molecule-molecule interactions will not be discussed in detail in
this Thesis. On the other hand, the nature of the interaction of large organic molecules
with metal surfaces will be one of the central topics in this work. Three very important
questions arise in this context.

1. Local adsorption site. Let us look at Fig. 1.4. There, a sketch of the metallic
surface, represented by a periodically varying potential energy landscape, along with
three different adsorbates is shown. Drawn on the left is a small molecule, CO, which
binds via its carbon end to the metal. Since only one atom binds directly to the surface,
the corrugation, that is, lateral variation of the adsorption energy, can be associated
with a variation of the number of substrate atoms with which there is a direct contact
(coordination number). Carbon monoxide CO usually prefers low-coordination sites, e.g.,
on-top bonding positions (see, for example, Fig. 3.3 in Chapter 3). Shown in the middle
in Fig. 1.4 is a small adatom, for which the situation is similarly simple. Also in this case
the corrugation can be rationalized by a variation of the local coordination. However,
the situation is not so obvious when one considers flat-lying large aromatic molecules (on
the right in Fig. 1.4). If the molecule covers several or several tens of substrate atoms,
the corrugation, determined by local coordination, averages over the area of the molecule.
Diffusion experiments, on the other hand, show that diffusion barriers, or the height of
the corrugation potential, can be as high as 1 eV [22]. The questions that arise are: Why
can the corrugation potential for flat-lying aromatic molecules be so large? Or: What
determines the site-selectivity of adsorption?

Fig. 1.4 is simplified and neglects the atomic structure of the molecule itself, but
clearly illustrates the problem. Experimentally, it is not an easy task to determine the
exact local adsorption configuration of a large organic molecule. To date, such infor-
mation is available only for few systems of interest. One elegant technique is lateral
manipulation of the molecule or host atoms with an STM tip. Meyer et al. [23] have
demonstrated this by exact determination of the C2H2 registry on the Cu(211) surface.
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Böhringer et al. [24] have made use of the known adsorption site of the Ag adatom on the
Ag(110) surface to determine the bonding geometry of PTCDA on Ag(110). Recently,
manipulations of pentacene C22H12 on the Cu(111) surface [25] have also allowed defi-
nite conclusions to be drawn about adsorption geometry of this molecule and even to
quantify the corrugation potential along high-symmetry directions. Manipulation exper-
iments require low-temperature STM, which is not as widely accessible and widely used
as room-temperature STM. In the near future, more results of this type will appear and
local adsorption configurations of a larger number of molecules will be investigated.

2. Distortion of the molecule upon adsorption. The adsorption of atoms and molecules
on metal surfaces leads to structural changes such as substrate relaxation and, in some
cases, reconstruction. Molecules also have internal degrees of freedom, and changes in the
geometries of the molecules themselves are also to be expected. For small adsorbates, like
carbon monoxide, this is a well-known phenomenon. A direct proof that similar, and even
more drastic, changes occur for large organic molecules, was given recently by Hauschild
et al. [26]. A synchrotron X-ray source was used in the X-ray standing wave (XSW)
experiment, a method which allows one to measure the distance of a specific atom (or a
group of chemically identical atoms) from the topmost metal plane. It was shown that
in the case of PTCDA on the Ag(111) surface the anhydride side groups of the molecule
are closer to the substrate than the aromatic perylene core. Later, Gerlach et al. [27]
studied the adsorption of perfluorinated copper phthalocyanine F16CuPc on the Cu(111)
and Ag(111) surfaces and clearly showed that the peripheral fluorines are further away
from the surface than the phthalocyanine center. Many more successful experiments of
this kind will be performed in the near future.

3. Physical origin of site-selective adsorption. The third question to answer is: What
causes the above mentioned site-selective adsorption and the change in geometry? In
other words, what are the physics and chemistry of the interaction between the molecule
and the surface [28]? In surface science, many useful models are known which explain
the electronic structure of adsorbates on metals, e.g., the well-known Blyholder model of
adsorption of carbon monoxide on metal surfaces [29, 30, 31, 32]. CO has a small number
of electronic states, the most important of which are the C-derived 5σ bonding and 2π∗

antibonding states. Electron spectroscopy suggests that upon adsorption there is charge
donation from the metal to the 2π∗ LUMO and back-donation from the 5σ HOMO to
the metal. Such charge rearrangement should weaken the C=O bond. This conclusion is
confirmed by vibrational spectroscopy which clearly shows that the frequency of the C=O
stretch vibration decreases. Blyholder’s picture of CO bonding can explain all the related
phenomena - qualitative changes in the ultraviolet photoelectron spectra, softening of the
C=O stretching vibration frequency and can account for a fact that adsorption is via
the carbon end of the molecule. Thus, it is a very useful model. Similar models exist
for other small molecules, like ethylene C2H4 [32] or benzene C6H6 [33, 34, 35]. In the
latter case, for instance, the interaction of the molecule with the Pt(111) surface can be
described as electron donation from the π molecular HOMO to the metal dxy + dyz states
and back-donation from the metal dz2 states to the antibonding π∗ molecular LUMO. As
in the case of CO, many conclusions that are consistent with experiments follow from this
model.

Numerous complications arise when one tries to develop such useful models for larger
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organic molecules. First, big molecules have more degrees of freedom, and the adsorption
energy landscape is much more complicated. Second, they possess a much larger number
of electronic states and therefore more orbitals are affected by the interaction with the
surface. Organic molecules used in self-assembly studies are closed-shell molecules, which
interact relatively weakly with noble metal surfaces, and two questions arise: How useful is
the description of the molecule-surface interactions in terms of the chemical bond; What is
the relative significance of the dispersion forces [36]? These are very important questions
and one can hope that such models will soon be developed for a number of interesting
molecules. In Chapter 4 of this Thesis we propose such a model for 1,4,5,8-naphthalene
tetracarboxylic dianhydride (NTCDA) adsorption on the Ag(110) surface. This model is
based on large-scale density functional theory calculations and is able to explain a number
of experimental results, such as charge transfer, local adsorption geometry, or distortion
of the molecule and the substrate.

1.4 Energy level alignment

Energy level alignment is the last topic to be considered in this thesis (Chapter 5).
Whether we speak about molecular electronics (Fig. 1.1) or organic electronics (Fig. 1.2),
the positioning of molecular levels with respect to the Fermi energy in the metallic con-
tacts determines the charge-carrier injection properties from the metal to the organic
system (and vice versa) [37, 38, 39]. In Chapter 5 we will focus on organic films rather
than single molecules. We will discuss contact properties between two bulk materials -
metal and organic semiconductor. Knowledge of these properties can be useful to under-
stand contacts between single molecules and metals, too. Another advantage of thin films
versus single molecules is that numerous well-developed spectroscopic techniques, such as
ultraviolet photoelectron spectroscopy (UPS), X-ray photoelectron spectroscopy (XPS) or
X-ray absorption spectroscopy (XAS) can be applied to extract information about elec-
tronic structure of thin films. Those techniques cannot be used for single molecules, but
rather require macroscopic samples. On the other hand, local probe methods like scanning
tunneling spectroscopy (STS) can be employed to study the local electronic structure of
single molecules or monolayers of molecules. Concerning the electronic structure at the
interface, usually there is good agreement between the STS data and the UPS data.

Fig. 1.5 shows the two possible variants of energy level alignment at the metal-organic
semiconductor interface. We use the following notations: Φm and EF are the work function
and Fermi energy of the metal, IP and EA are the ionization potential and electron affinity
of the molecular solid, εvF is the distance of the molecular HOMO state from the Fermi
level, and εcF is the distance of the molecular LUMO state from the Fermi level. The
last two parameters are related to the hole and electron injection barriers, respectively,
which can be determined in transport measurements. There is one additional parameter,
however, the importance of which for the metal-organic interfaces has only realized been
recently [40, 41, 42, 43, 44].

It has been known for a long time that at the interface between two solids or at the
surface of a solid (in other words, at the interface between a solid and vacuum) a charge
rearrangement occurs. This means, for instance, that when two solids are in contact with
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Figure 1.5: Energy level diagram at the metal-organic semiconductor interfaces: (a) with-
out interface dipole; (b) with interface dipole. Φm and EF are the work function and Fermi
energy of the metal, IP and EA are the ionization potential and electron affinity of the
molecular solid, εvF is the distance of the molecular HOMO state from the Fermi level, εcF
is the distance of the molecular LUMO state from the Fermi level.

each other, the total electron charge is not just the superposition of the charges of the
two subsystems. In the description of different systems this charge rearrangement has
different names, for example, contact potential in the theory of metal-metal interfaces,
Fermi level alignment in the theory of semiconductor p-n junctions, etc. Interface charges
also control the properties of the metal - inorganic semiconductor junctions [45]. However,
no charge rearrangement was previously thought to occur at metal-organic semiconductor
interfaces because of weak interaction between the two solids. This means that vacuum
levels of metals and organic semiconductors can be aligned when constructing the energy
level diagram, as in Fig. 1.5a. It turns out that it is not the case for the majority of
metal-organic interfaces [40,41,42]. There exist several physical phenomena which lead to
microscopic charge rearrangement [46]. This charge rearrangement ∆n (z) is related to an
electrostatic potential difference ∆ across the interface, or a change of the work function,
if we deal with thin films [47]:

∆ =
1

ε0Axy

∫ +∞

−∞
z∆n (z) dz =

∆µ

ε0Axy
, (1.2)

where ∆n (z) is the xy-integrated density difference, z is the coordinate perpendicular to
the interface, Axy is the area of the surface unit cell, and ∆µ is the vertical interaction-
induced electrostatic dipole moment per surface unit cell. The electrostatic potential
difference ∆ affects the position of the molecular levels with respect to the Fermi level of
the metal (compare Fig. 1.5a and Fig. 1.5b), and therefore is a very important parameter.
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Assuming that the IP and EA of the molecular solid do not change because of the charge
transfer (even though it is different than in the isolated molecule), we have:

εvF = IP − Φm − ∆, (1.3)

εcF = Φm + ∆ − EA. (1.4)

The ionization potential of the molecular solid, Φm, as well as εvF and ∆ can be measured
by ultraviolet photoelectron spectroscopy, a method which is used to probe occupied
states. The electron affinity of the molecular solid and hence εcF are not accessible with
this technique, but more complicated experimental methods, like inverse photo-emission
spectroscopy (IPS), must be used to extract information about unoccupied states.

Chapter 5 presents the UPS results of copper octaethylporphyrin (CuOEP, for short)
on three noble metal surfaces - Ag(001), Ag(111) and Cu(111). The above-mentioned
parameters, characterizing the molecule-metal interface (Fig. 1.5b) are determined. Since
the field of metal-organic interfaces is quite new, an extended summary of the main
physical phenomena that lead to the formation of the interface dipole in such systems is
presented and critically analyzed. Different contributions to the interface dipole for the
CuOEP/metal interface are then evaluated in the light of this analysis.

1.5 Outline

In this final section of the introductory chapter we summarize the Thesis:

• In Chapter 2 we describe the theoretical basis of density functional theory, its
practical implementation tools for a plane-wave basis set, and present results of test
calculations (bare noble metal surfaces, for example), which are used in the following
chapters.

• In Chapter 3 a model surface science system, Cl adsorbed on the Ag(111) surface,
is studied at several coverages of the adsorbate. Work function shifts and charge
transfer are discussed. Classical models are applied to interpret the results.

• Chapter 4 deals with the site-selective adsorption of a large π-conjugated or-
ganic molecule, 1,4,5,8-naphthalene tetracarboxylic dianhydride (NTCDA), on the
Ag(110) surface. First, the most important experimental results are presented,
and important, but yet unanswered, questions are raised. Then, large-scale density
functional theory calculations are presented. The role of charge transfer and of local
electrostatic interactions is discussed, and the model of site-selective adsorption is
proposed.

• The central topic of Chapter 5 is the alignment of energy levels of organic molecules
to the Fermi level of the metal. First, we critically review different mechanisms that
lead to the formation of an interface dipole and a deviation from the vacuum level
alignment, or Schottky-Mott, rule. Then, density functional theory calculations of
our system, copper-octaethylporphyrin (CuOEP), are summarized. The principles
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of ultraviolet photoelectron spectroscopy (UPS) are sketched and the experimental
UPS results for CuOEP on Ag(111), Ag(001) and Cu(111) are presented. This is
followed by the discussion of the physical mechanisms that explain the experimental
findings and evaluation of different terms that lead to a formation of the interface
dipole.

• In Chapter 6 our main results and open questions are summarized.
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Chapter 2

Density functional theory

This chapter describes density functional theory, the main theoretical tool of this the-
sis. First, the founding theorems are presented. Then, the techniques that are used in
the plane wave implementation of DFT are reviewed. Afterwards, test calculations are
presented.

2.1 Foundations

Modern density functional theory (DFT) was born after the seminal works of P. Hohen-
berg, W. Kohn and L.J. Sham, in which a fundamental theorem, the Hohenberg-Kohn
theorem, was proved [1] and a practical method, the Kohn-Sham method, of DFT was
proposed [2]. Hohenberg and Kohn proved that if one knows the total density of the
inhomogeneous interacting electron gas n (r), such a density can arise from one and only
one (up to an additive constant) external potential vext (r). In the most important cases
for physics and chemistry this external potential is the potential of ions (these we consider
to be fixed in space) exerted on electrons. Since the Hamiltonian of the system is then
uniquely defined, so is the all-electron wavefunction and as well all ground state observ-
ables, most importantly, the total energy. This means that the total energy of the system
in its ground state is a function of the ground state electron density only:

E = E [n] , (2.1)

The functional E [n] is universal. The electron density can then be found employing a
variational principle, which leads to an Euler equation:

δE

δn
= µ, (2.2)

where µ is the chemical potential, which appears in the expression because of the con-
straint that the number of electrons is fixed.

Kohn and Sham [2] proposed a practical way to cast the interacting electron problem
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into a non-interacting one. The idea is to write the total functional in Eq. (2.1) as:

E[n] =

∫

vext (r)n (r) dr
︸ ︷︷ ︸

Potential

+
1

2

∫ ∫
n (r)n (r′)

|r − r′| drdr′

︸ ︷︷ ︸

Hartree

+Ts [n]
︸ ︷︷ ︸

Kinetic

+EXC [n]
︸ ︷︷ ︸

XC

. (2.3)

Here, Ts [n] is the kinetic energy of a system of non-interacting electrons moving under
the influence of an effective potential VKS (r), which has the same electron density as
the real system of interacting electrons moving under the influence of the real potential
vext (r). This fictitious system of electrons is usually called the Kohn-Sham electron
system. EXC [n] in Eq. (2.3) is the exchange-correlation (XC) energy of the real interacting
system, EXC , plus the difference of the kinetic energies of interacting and non-interacting
electrons:

EXC [n] = EXC [n] + T [n] − Ts [n] . (2.4)

It can be shown then, that the ground state density (as well as the total energy and other
ground state observables) can be obtained from the following self-consistent system of
single-particle equations, known as the Kohn-Sham equations:

(

−1

2
∇2 + VKS (r)

)

ψi (r) = εiψi (r) , (2.5)

VKS (r) = vext (r) +

∫
n (r′)

|r − r′|dr
′ +

δEXC [n]

δn
, (2.6)

n (r) =
∑

i

fi |ψi (r)|2 . (2.7)

fi are the occupations of the corresponding single electron orbitals ψi (Kohn-Sham or-
bitals). In the Kohn-Sham formulation, the kinetic energy term Ts is treated exactly
and the only unknown functional is the exchange-correlation functional EXC , which has
to be approximated. This is one of the big advantages of the Kohn-Sham method over
the orbital-free DFT methods (Eq. (2.2)). It turns out that in real systems Ts consti-
tutes a very big part of the total kinetic energy T [3], and only the difference of both,
which is included in the exchange-correlation energy expression, has to be approximated.
Orbital-free DFT methods suffer from a bad description of the kinetic energy part. An-
other useful aspect of the Kohn-Sham formulation is that single particle eigenenergies
and eigenfunctions become available. They are not directly related to excitation energies
or wavefunctions of excitations (quasi-particles), but nevertheless are useful. In addition,
quantity like density of states, which characterizes the distribution of energy eigenvalues,
is accessible within the Kohn-Sham approach. Such information is very helpful for an
interpretation of numerical calculations.

2.2 Exchange-correlation functionals

In real applications the unknown density functional E [n] has to be approximated. All
the terms, appearing in the Kohn-Sham energy expression (2.3) are exact, except for the
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Figure 2.1: Dependence of exchange and correlation energy densities on the Wigner-Seitz
radius rs in the local density approximation.

exchange-correlation functional EXC . This means that only this part has to be approxi-
mated.

The first and historically the most important approximation to the exchange-correlation
functional is the local density approximation (LDA). The total energy of the system is
expressed in LDA as

ELDA
XC [n] =

∫

eLDAXC (n(r))n (r) dr. (2.8)

Here eLDAXC is the exchange-correlation energy density, which is a local function of the
electron density. eLDAXC is usually split into the exchange part and the correlation part
eLDAXC = eLDAX + eLDAC . It is required that in the limit of the uniform electron gas LDA
should reproduce the known results for the exchange and correlation energy density. The
exchange energy density of the uniform electron gas is known exactly and is given by [4]:

eLDAX (rs) = − 3

4π

(9π/4)1/3

rs
. (2.9)

Here rs = (3n/4π)1/3 is the Wigner-Seitz radius. The analytical expression for the correla-
tion energy density is not known. Several alternative parameterizations exist. For exam-
ple, one good interpolation formula which reproduces certain known limits and quantum
Monte Carlo results was proposed by Perdew and Wang [5]:

eLDAC (rs) = −2c0 (1 + α1rs) ln



1 +
1

2c0

(

β1r
1/2
s + β2rs + β3r

3/2
s + β4r2

s

)



 , (2.10)

parameters of which can be found in Ref. [5]. Figure 2.1 depicts the dependence of the
exchange and correlation energy densities on rs.

In many cases, especially for solid state systems, LDA performs rather well. How-
ever, it was soon realized that LDA suffers from many deficiencies [6]. In particular, the
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chemical bonds of molecules are predicted to be too strong and bond lengths too short.
The generalized gradient approximation, or GGA for short, generally improves upon these
quantities [7]. The energy expression in GGA is:

EGGA
XC [n] =

∫

eLDAXC (r) f (n(r) , |∇n(r)|)n (r) dr. (2.11)

Here f (n(r) , |∇n(r)|) is the so-called enhancement factor which depends both on the
electron density and the density gradient at the certain point r. The functional we will
be mainly using in this work is the Perdew-Burke-Ernzerhof (PBE) functional [8], named
’GGA made simple’ by the authors themselves because of its analytical simplicity. This
functional fulfills many exact constraints. The correlation functional in PBE is expressed
as

EPBE
C [n↑, n↓] =

∫
[
eLDAC (rs, ξ) +H (rs, ξ, t)

]
n (r) dr, (2.12)

and the exchange functional as

EPBE
X [n] =

∫

eLDAX (rs)FX (rs, s)n (r) dr. (2.13)

In the expressions (2.12) and (2.13) two dimensionless gradients were used:

s =
|∇n|
2kFn

=
3

2

(
4

9π

)1/3

|∇rs| (2.14)

and

t =
|∇n|
2kSn

=
(π

4

)1/2
(

4

9π

)1/3
s

r
1/2
s

. (2.15)

The first one is more convenient to describe exchange, the second is more convenient to
describe the dependence of the correlation energy density on electron density gradient.
Above, kF and kS are the Fermi wavevector and the inverse of the Thomas-Fermi screening
length of an electron gas with density n. The quantity ξ, appearing in Eq. (2.9), is spin
polarization:

ξ =
n↑ − n↓
n↑ + n↓

. (2.16)

We will deal with spin-unpolarized systems is our work, which means ξ = 0.
The performance of PBE for the systems of our interest is addressed at the end of this

chapter, where the test calculations will be presented.

2.3 Technical details

2.3.1 Plane waves

To solve the Kohn-Sham equations one can employ different basis sets. Plane waves is
the most popular choice in solid state physics [9]. We will deal with metallic systems in
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this thesis, for which iterative diagonalization methods rather than minimization methods
are used to find the ground state density and the total energy of the system. Therefore
we will need the expression of the Kohn-Sham Hamiltonian in the plane-wave basis set.
This section describes how different terms of the Hamiltonian are calculated in the actual
computation. For the n-th eigenfunction ψn at some specific k-point (see below for a
description of these) the Kohn-Sham equation reads (we will assume here that the Kohn-
Sham potential is local):

ĤKS(r)ψn(r) =

(

−1

2
∇2 + VKS(r)

)

ψn(r) = εnψn(r). (2.17)

The Kohn-Sham potential can be written as Fourier series:

VKS(r) =
∑

G

VKS(G)eiGr, (2.18)

and G runs over the vectors of the reciprocal lattice. A normalized single electron wave
function at the certain k -point can be expressed in the Bloch form

ψn,k =
1√
Ω
eikrχn(r) =

1√
Ω
eikr

∑

G

cn(G)eiGr, (2.19)

where the periodic function χn was expanded in the plane-wave basis set, and Ω is the
volume of the unit cell. Substituting the wave function expression from (2.19) into (2.17)
we get:

1√
Ω

∑

G

(

−1

2
∇2 + VKS(r)

)

cn(G)ei(k+G)r =
1√
Ω
εn

∑

G

cn(G)ei(k+G)r. (2.20)

Multiplying the last equation by e−i(k+G′)r/
√

Ω and integrating over the unit cell we arrive
at:

∑

G

(
1

2
(k + G)2 δG,G′ + VKS(G − G′)

)

cn(G)

︸ ︷︷ ︸

HKS(G,G′)

= εncn(G
′). (2.21)

Here HKS(G,G
′) is the expression of the Kohn-Sham Hamiltonian in the plane wave

representation:

HKS(G,G
′) =

1

2
|k + G|2 δG,G′ + VKS(G − G′). (2.22)

We see that the kinetic energy part is diagonal in G and the potential energy part has a
very simple form. Now we briefly discuss how the Fourier transform of the Kohn-Sham
potential is calculated.

The total Kohn-Sham potential, appearing in Eq. (2.17) is a sum of the ionic, Hartree
and the exchange-correlation contributions:

VKS(G) = Vion(G) + VHartree(G) + VXC(G). (2.23)
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The first term, Vion(G), is the Fourier transform of the ionic potential, which in real space
can be written as

Vion(r) =

Nspecies∑

µ=1

Nµ∑

j=1

∑

T

V µ(r − Rµ,j − T), (2.24)

where the sum is over different atom species µ (µ = 1...Nspecies), all the atoms of each
species j (j = 1...Nµ) and all the periodic images described by the translation vectors
T. Rµ,j in Eq. (2.24) is the position of the j-th atom of the type µ. It may seem that
the calculation of Vion(G) is expensive, since the ionic potential depends on the position
of atoms, and, therefore, its Fourier transform has to be recalculated for each different
position of the atoms (during the geometry optimization, for instance). However, it turns
out, that the Fourier transform of Vion(r) can be written as:

Vion(G) =
1

Ω

∫

Ω

Vion(r)e
−iGrdr =

Nspecies∑

µ=1

Sµ(G)V µ(G). (2.25)

Sµ(G) is the structure-factor for the µ-th species of atoms and contains all the information
about the coordinates of all the atoms:

Sµ(G) =

Nµ∑

j=1

e−iGRµ,j , (2.26)

and V µ(G) is the form factor, which characterizes each ionic potential of the type µ:

V µ(G) =

∫

all space

Vµ(r)e−iGrdr. (2.27)

In the last equation, integration is carried over all space. Ionic potentials (or pseudopo-
tentials, as they are called) behave like −Zµ/r at large distances (see Fig. 2.4), where
Zµ is the core charge (11 for silver and copper, for instance). To remove divergences, a
long range part is subtracted from the ionic potential by the following procedure. Let us
put a negative charge with a Gaussian charge distribution at the position of each ion:

nµcore (r) = − Zµ

π3/2 (Rµ)
3 exp

[

−
(
r

Rµ

)2
]

, (2.28)

and Rµ characterizes the decay of the Gaussian charge distribution. This negative charge
creates an electrostatic potential

V µ
core (r) = +

Zµ
r

Erfc

[
r

Rµ

]

, (2.29)

(Erfc being the complementary error function) which is added to the ionic pseudopotential
to produce a short-ranged potential:

Uµ (r) = V µ (r) + V µ
core (r) . (2.30)
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1. FFT to real space
ψn,k(r) = FFT[ψn,k(G)]

↓
2. Partial densities

nn,k(r) = |ψn,k(r)|2
↓

3. Sum over states and k-points
n(r) =

∑

k
wk

∑

n f (εn,k)nn,k(r)
↓

4. Inv. FFT to reciprocal space
n(G) = (FFT)−1[n(r)]

Figure 2.2: Flow chart of the electron density calculation using plane wave basis set.

The compensating positive charge having the same Gaussian distribution around each
atom is added to the total electron charge. Thus, the total charge of the system, used to
calculate the Hartree potential, is

ntot (r) = n (r) −
Nspecies∑

µ=1

Nµ∑

j=1

nµcore (r − Rµ,j) . (2.31)

So-defined ntot integrates to 0. The Poisson equation is easily solved with periodic bound-
ary conditions, and the Fourier transform of the Hartree potential is given by:

VHartree (G) =
4π

G2
ntot (G) . (2.32)

The term ntot (0) is the total charge of the system, which by construction is zero, and thus
the term VHartree (0) is no longer infinite. While evaluating the total energy, the above
procedure (which is called the Ewald summation), which introduces negative auxiliary
charge for the calculation of Vion and positive additional charge in the calculation of
VHartree, gives an additional term, which reflects a self-interaction energy of a positive
charge background. It has, however, a simple expression (which depends on Rµ only) and
is easily evaluated.

The exchange-correlation potential VXC is calculated by simply Fourier transforming
the exchange-correlation potential in real space:

VXC (G) = (FFT)−1 [VXC (n(r))]. (2.33)

We have seen that calculating various terms the expressions of the electron density both
in real space (as in Eq. (2.33)) and reciprocal space (as in Eq. (2.32)) is needed. The
flow-chart of calculating both n (G) and n (r) from Kohn-Sham wavefunction ψk,n(r) is
shown in Fig. 2.2.
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2.3.2 Pseudopotentials

The low energy physics and chemistry of molecules and solids are governed by the be-
haviour of chemically active valence electrons. One frequently finds that the remaining
strongly-bound core electrons are almost unaffected by small changes in the valence re-
gion. Thus in the majority of cases it is reasonable to keep the core degrees of freedom
frozen (frozen core approximation). However, the core electrons are still present in such a
formulation since valence wave functions should be always orthogonal to core wave func-
tions. When using plane waves for the expansion of Kohn-Sham orbitals, this causes a
problem. For elements heavier than H and He, the valence wavefunctions have nodal
planes and therefore one needs a very large plane wave basis set for an expansion of such
rapidly oscillating functions. For heavy elements the computational problem becomes in-
tractable. Fortunately it turns out, that it is possible to get rid of the explicit treatment
of core states by replacing the core potential by a smooth pseudopotential, for which va-
lence pseudo-wavefunctions are nodeless and smooth eigenstates. A good transferability
to other chemical environments is achieved by the so-called norm conservation condi-
tion [10], which requires that the norms of the pseudo wavefunction and the all-electron
wavefunction of an atom are equal beyond a certain chosen core radius rc:

∫ r′

0

ψAEr2dr =

∫ r′

0

ψpsr2dr, r > rc.

Norm conservation guarantees that logarithmic derivatives of the all-electron wave func-
tion and the pseudo wavefunction agree at the reference energy (atomic eigenvalue):

d

dε

{
d

dr
lnψAE (ε, r)

}∣
∣
∣
∣ r = rc

ε = ε′

=
d

dε

{
d

dr
lnψps (ε, r)

}∣
∣
∣
∣ r = rc

ε = ε′

.

To generate norm-conserving pseudopotentials, one needs these steps:
a) Atomic all-electron calculation. All-electron Kohn-Sham orbitals unl (εnl; r) and

eigenvalues εnl are obtained by solving the scalar-relativistic radial Schrödinger equation:
[

1

2M(r)

(

− d2

dr2
− 1

2M(r)c2
dV (r)

dr
r
d

dr

1

r
+
l(l + 1)

r2

)

+ V (r) − εnl

]

unl (εnl; r) = 0,

where M(r) = 1 + (εnl − V (r))/2c2. It is necessary to include the relativistic terms for
heavier elements, noble metals, for instance.

b) Construction of pseudo-valence orbitals. Nodeless and smooth atomic pseudo-
orbitals are then constructed by a suitable procedure (Hamann scheme [10], Troullier-
Martins scheme [11], etc.), ensuring that norm-conservation condition is fulfilled. Smooth-
ness of the pseudo-orbitals is achieved by additional procedure-dependent requirements
(see below for the Troullier-Martins scheme).

c) Obtaining screened pseudopotentials. Atomic pseudo-orbitals are solutions to the
non-relativistic Schrödinger equation with an l-dependent potential U ps

l (r):

[

−1

2

d2

dr2
+
l (l + 1)

2r2
+ Ups

l (r) − εpsl (r)

]

upsl (εpsl ; r) = 0.
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This potential Ups
l (r), which is called screened pseudopotential, is obtained by a simple

inversion of the Schrödinger equation:

Ups
l (r) = εpsl − l (l + 1)

2r2
+

1

2upsl (εpsl ; r)

d2

dr2
upsl (εpsl ; r)

(upsl are known from the construction procedure - step b).
d) Obtaining ionic pseudopotential. Ionic pseudopotentials are obtained by an un-

screening procedure. The Hartree and exchange-correlation potentials of the valence
pseudo-electrons are subtracted from the screened pseudopotential U ps

l (r) to obtain a
transferable ionic pseudopotential V l

ion (r). These ionic pseudopotentials are different for
different components of the angular momentum, and thus in practice they are used as
semi-local potentials:

V̂ ps(r) = V loc(r) +
lmax∑

l=0

l∑

m=−l
|Ylm〉∆V ps

l (r) 〈Ylm| . (2.34)

V loc(r) is the local part of the pseudopotential, and ∆V ps
l (r) are the non-local components.

In plane wave implementation, the semilocal form is quite expensive, and therefore a much
more convenient non-local form of Kleinman and Bylander [12] is used instead:

V̂ ps = V loc(r) +

lmax∑

l=0

l∑

m=−l
|upslm〉EKB

l 〈upslm| . (2.35)

Here, upslm(r) = upslm(r)Y (θ, φ). Sometimes additional problems arise when using this
non-local form, for example, the appearance of the ghost states [13, 14], but we will
mention these problems when dealing with a a particular system. Below we describe the
construction of pseudo-orbitals in the Troullier-Martins scheme.

Troullier-Martins scheme [11]. The pseudo-orbitals in the Troullier-Martins scheme
have the following form:

upsl (r) =

{

uAEl (r) , r > rcl

rl exp [p (r)] , r < rcl
(2.36)

where p (r) is a sixth-order polynomial in r2 : p (r) = c0 + c2r
2 + c4r

4 + c6r
6 + c8r

6 +
c10r

10 + c12r
12. The seven coefficients in this expansion are determined by imposing

seven conditions: (i) Norm conservation of charge within the core region. This condition
is common to all norm-conserving pseudopotentials. (ii)-(vi) The continuity of pseudo-
wavefunction and its first four derivatives at the core radius rc. While the first condition is
general for all norm-conserving pseudopotentials, the last are specific to Troullier-Martins
PPs and ensure the continuity of the first two derivatives of the screened pseudopotential.
(vii) Zero curvature of the screened pseudopotential at the origin, i.e. (U ps

l )
′′

rc
= 0.

The advantage of the Troullier-Martins scheme is that the resulting equations for the
coefficients ci are quite simple (linear for conditions (ii)-(vi), for instance), and condition
(vii) guarantees the smoothness of the resulting pseudopotential. In Fig. 2.3 all-electron
and Troullier-Martins pseudo-orbitals are plotted for silver and copper. The corresponding
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Figure 2.3: All electron wave functions (solid lines) and pseudo wave functions (dashed
lines) for Ag (left) and Cu (right). The core radii (rc = 2.19Å for Ag and rc = 2.01Å for
Cu) are shown by a vertical dashed line.

ionic pseudopotentials are shown in Fig. 2.4. At large distances, the pseudopotentials
have an asymptotic −Z/r behaviour, as discussed above (Z = 11 for Ag and Cu). The
Troullier-Martins pseudopotentials shown in Fig. 2.4 were generated using a well tested
fhi98PP program package from Fritz Haber Institut, Berlin [15] and were used for all
the calculations involving these metals in this Thesis. Fig. 2.3 also tells us that the
resulting 3d pseudo-orbital for copper is no smoother than the original AE orbital. The
consequence of this is that a rather large plane wave kinetic energy cutoff is needed
to converge the total energy of the systems which include copper atoms (see below for
the convergence tests). It is important to stress that Troullier-Martins pseudopotentials
are numeric pseudopotentials. Since the pseudo-orbital in the core region is written in a
simple analytical form and matches the numerical AE wavefunction at the core radius, the
inversion of the Schrödinger equation and the unscreening procedure produces a numeric
pseudopotential.

Convergence tests. Once a pseudopotential is generated, it is important to test it for
known systems. Calculations of isolated atoms and bulk materials can give an indication
of the kinetic energy cutoff needed to converge the total energy. Two plots in Fig. 2.5
show the dependence of the total energy of bulk fcc silver (left) and copper (right) on the
kinetic energy cutoff using the above generated PPs. 50Ry cutoff is needed to converge
the total energy of bulk silver, while as high as a 80Ry cutoff is needed for bulk copper.
For isolated atoms and surfaces of silver and copper total energies are converged using
the same cutoffs.

2.3.3 Brillouin zone integration

In DFT calculations of periodic solids one often has to carry out integrations over the
Brillouin zone (BZ). The most important example is the determination of the total electron
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Figure 2.4: Troullier-Martins pseudopotentials for Ag (left) and Cu (right). Note that
the Cu d-component is much more attractive than that of silver.
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Figure 2.5: Total energy of fcc bulk Ag (left) and fcc bulk Cu (right) as a function of the
plane-wave kinetic energy cutoff. Total energy of Ag is converged at 50Ry, whereas 80Ry
are needed for Cu.
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density of the solid, as in Fig. 2.2, step 3. Let g (k) be the integrated function. In practice,
the integration is replaced by a summation over the discrete set of points in the BZ, so-
called k-points:

1

(2π)3

∫

BZ

g (k) dk =
1

NΩ

N∑

i=1

g (ki) . (2.37)

Often because of some special symmetry this sum can be carried only over symmetry-
inequivalent k-points, or special k-points:

1

NΩ

N∑

i=1

g (ki) =
1

Ω

∑

k

wkg (k) , (2.38)

wk being the weight of the special k-points. All weights must add up to 1:

∑

k

wk = 1.

In metals the occupation numbers of bands which cross the Fermi level are discontinuous
as a function of the wavevector k, and k-point integration converges extremely slow. One
way out of this problem is to use the finite temperature smearing techniques [16]. Here,
the occupations of bands are not discontinuous but are rather governed by the finite
temperature Fermi-Dirac distribution:

f (εn,k) =
1

1 + e((εn,k−µ)/T)
. (2.39)

It turns out, however, that the total energy is no longer a variational functional, that
means that the ground state density is no longer the density which minimizes E [n]. To
obtain a variational functional, the total energy must be replaced by the generalized free
energy:

F [n] = E [n] − T
∑

n

S (fn) , (2.40)

T being the temperature, fn being the occupation numbers from Eq. (2.39), and S (fn)
being an entropy term, which in the case of the Fermi-Dirac distribution is:

S (fn) = −fn ln fn + (1 − fn) ln (1 − fn) . (2.41)

The ground state density is the one which minimizes F [n]. As long as the temperature
T is small, the ground state density is almost equal to the real density, which minimizes
E [n] when T = 0. It should be emphasized that temperature smearing technique is just a
method to speed up the convergence of the k-point summation for metallic systems, and
therefore temperature T does not have to be ’real’ temperature. In practice, temperatures
much higher than experimentally meaningful temperatures are used. A very important
point to stress is that free energy and total energy themselves depend on temperature
much more than electron density. For a metallic systems, the low-temperature behaviour
of the free energy is [16, 17]:
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Figure 2.6: Dependence of the free energy (top plot), total energy (middle plot) and
extrapolated zero-temperature total energy (bottom plot) for bulk fcc silver and bulk fcc
copper as a function of Fermi smearing temperature for different Monkhorst-Pack k-point
meshes: 8×8×8 (open circles), 12×12×12 (open squares), 16×16×16 (open diamonds),
and 20 × 20 × 20 (open triangles).

F (T ) = E (0) + γT 2 + O
(
T 4

)
, (2.42)

E (0) being the total energy at zero temperature, which is the relevant quantity to find.
The behaviour of the total energy is:

E (T ) = E (0) − γT 2 + O
(
T 4

)
. (2.43)

In Eqs. (2.42) and (2.43) the coefficient γ in front of the quadratic term is the same.
Neglecting the fourth order terms, we can find the extrapolated value E (0):

E (0) =
1

2
(E (T ) + F (T )) . (2.44)

In Fig. 2.6 the plots illustrating these concepts are shown. Bulk silver and copper calcu-
lations are performed for different k-point meshes (8×8×8, 12×12×12, 16×16×16 and
(for copper) 20×20×20), as well as different smearing temperatures T . As in Eqs. (2.42)
and (2.43), free energy and total energy are quadratic functions of temperature (Fig. 2.6,
top panel and middle panel). However, E (0), extrapolated from Eq. (2.44), is almost in-
dependent on temperature (bottom panel). Fig. 2.6 lets us to conclude that T = 0.01Ha
and k-point mesh 16 × 16 × 16 is optimal for bulk Ag and Cu. We have used the same
T and similarly dense k-point meshes also for surface calculations. At the end of this
section, we describe one special recipe to generate special k-points.

Monkhorst-Pack scheme [18]. Given the mesh size N1 × N2 × N3 and the set of
reciprocal lattice vectors {G1,G2,G3} the Monkhorst-Pack k-point mesh is defined via
the equation:
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Figure 2.7: Special k-points for the square (left), rectangular (center) and triangular
(right) 2D lattices. The irreducible wedges of the Brillouin zones are shaded. Monkhorst-
Pack meshes 8 × 8, 8 × 10 and 5 × 5 produce 10, 20 and 4 special k-points, respectively.

kn1n2n3
=

3∑

i=1

2ni −Ni − 1

2Ni
Gi, (2.45)

ni = 1...Ni. It is a set of uniformly spaced grid points in the direction of each Gi.
Figure 2.7 shows the Brilloun zones for the square, rectangular and triangular lattices
and Monkhorst-Pack meshes 8 × 8, 8 × 10 and 5 × 5 (as an example), respectively. The
irreducible wedges, that means, symmetry-inequivalent parts, of the BZs are shaded, and
the special k-points are marked by small filled circles. The above meshes produce 10, 20
and 4 symmetry-inequivalent k-points.

2.3.4 Iterative diagonalization and charge density mixing

There are two ways to determine the ground state density and the total energy of the
given system. One method is that of direct minimization of the total energy functional
and was pioneered by Car and Parrinello [19]. This approach employs standard minimiza-
tion techniques, like damped molecular dynamics or conjugate gradients, for the electronic
degrees of freedom. In principle, this is a constrained minimization problem where oc-
cupied Kohn-Sham orbitals should remain orthogonal. A second method, which is more
suited for metallic systems and systems with a small band gap, is that of diagonalization
and charge density mixing. Here, at the i-th self-consistent field iteration one starts from
some total electron density niin, constructs the Kohn-Sham Hamiltonian and then finds
lowest eigenstates of the Hamiltonian ψij, which produce a new electron density niout. A
subtle combination of niin and niout (and sometimes densities from previous iterations) is

used to construct electron density n
(i+1)
in for the next self consistent field (SCF) iteration.

Many alternative algorithms for both of these two basic steps exist.
Diagonalization. Once the Hamiltonian is constructed, one has to solve the single

particle Schrödinger equation
ĤKS |ψj〉 = εj |ψj〉 (2.46)
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for the Kohn-Sham orbitals ψj. The ordinary diagonalization techniques scale like N 3
plw

(Nplw is the size of plane wave basis set), and for large systems such a problem is in-
tractable. One needs however only much smaller number of orbitals Nb - all of the oc-
cupied ones and (for metallic systems) also lowest unoccupied ones. Usually Nb � Nplw

and therefore full diagonalization, which determines all the orbitals, is a waste. Instead,
iterative diagonalization methods can be used [20]. Iterative algorithms construct an
expansion set {|φl〉 , l = 1...Na} from which new orbitals are determined by diagonaliz-
ing the Kohn-Sham Hamiltonian in the expansion set (sub-space diagonalization). Since
Na � Nplw, the computational cost of such schemes is smaller for large systems if the
cost of constructing the sub-space Hamiltonian is still small enough. Let us describe one
of the methods to generate expansion set and introduce the notions of residual vectors,
error vectors and preconditioning matrices.

Let |ψj〉 be the exact (yet unknown) wavefunctions for a given (and fixed) Kohn-
Sham potential, and εj the exact (also unknown) eigenenergies. At the current iteration

let
∣
∣
∣ψ̃j

〉

be an approximation to the wavefunction. A very important quantity is the

Rayleigh quotient:

ε̃j =
〈

ψ̃j

∣
∣
∣ĤKS

∣
∣
∣ψ̃j

〉

(2.47)

(we restrict ourselves to normalized wavefunctions). The residual vector |Rj〉 is defined
as

|Rj〉 =
(

ĤKS − ε̃j

) ∣
∣
∣ψ̃j

〉

. (2.48)

By definition we have:

|0〉 =
(

ĤKS − εj

)

|ψj〉 =
(

ĤKS − ε̃j

)

|ψj〉 + (ε̃j − εj) |ψj〉 . (2.49)

Subtracting Eq. (2.49) from Eq. (2.48) we obtain:
(

ĤKS − ε̃j

) (

|ψj〉 −
∣
∣
∣ψ̃j

〉)

︸ ︷︷ ︸

|δψj〉

+ (ε̃j − εj) |ψj〉 = − |Rj〉 . (2.50)

The eigenvalues, being quadratic functions of orbitals, converge much faster than the
orbitals themselves, therefore one can discard the second term in (2.50) and obtain an
estimate of the error vector:

|δψj〉 = |ψj〉 −
∣
∣
∣ψ̃j

〉

≈ − 1

ĤKS − ε̃j
|Rj〉 . (2.51)

All the terms in Eq. (2.51) are known, but the inversion of ĤKS − ε̃j is no easier than the

full diagonalization of ĤKS itself. For plane waves, the asymptotic behaviour of the Kohn-
Sham Hamiltonian for large G’s is known, because it is dominated by the kinetic energy

term (see Eq. (2.21)). Based on that, one can approximate the inverse −
(

ĤKS − ε̃j

)

by

another matrix, called the preconditioning matrix K̂ (or simply precoditioner). The error
vector is then given:

|δψj〉 = K̂ |Rj〉 . (2.52)



44 CHAPTER 2. DENSITY FUNCTIONAL THEORY

Different iterative diagonalization schemes differ by different expansion sets used. The ex-
pansion set in the blocked Davidson scheme consists of the error vectors {|δψj〉 , j = 1 . . .Nb}
together with the approximate eigenvectors

{∣
∣
∣ψ̃j

〉

, j = 1 . . . Nb

}

(sometimes also error

vectors from previous iterations are used). The dimension of the expansion set Na is thus
equal to 2Nb and the Hamiltonian is diagonalized in the 2Nb × 2Nb sub-space to yield

new approximate orbitals
∣
∣
∣ψ̃j

〉

. Usually, only several iterations of diagonalization are

needed, because when far from self-consistency, accurate determination of wavefunctions
for an approximate potential is a waste. Convergence criteria can become stricter when
approaching to self-consistency.

Charge density mixing. When new wavefunctions are determined for a given potential,
they yield the new density

nout =
∑

j

fj |ψj|2 (2.53)

(fj are occupation numbers of orbitals, as before). The output wavefunctions are func-
tionals of the input density, and also therefore the output density is a functional of the
input density:

nout = nout [nin] . (2.54)

The residual density is defined as the difference between output and input densities

R [nin] = nout [nin] − nin. (2.55)

Simple mixing schemes add a fraction of the residual density to the old density to obtain
the new input density:

ni+1
in = niin + αR

[
niin

]
.

More elaborate schemes, like Pulay mixing, use in addition the information from previous
iterations and seek the new density as the linear combination of previous densities (starting
from iteration i0):

ni+1
in =

i∑

j=i0

βjn
j
in. (2.56)

The coefficients βj in Eq. (2.56) should be such as to minimize the residual density under
the constraint

i∑

j=i0

βj = 1, (2.57)

which ensures the conservation of the total number of electrons. Self-consistency is
achieved, when the norm of the residual density is below some small chosen value:

〈R [nin] | R [nin]〉 < ε. (2.58)

2.3.5 Supercells

Using the plane waves basis set implies periodic boundary conditions. For instance,
the solution of the Poisson equation as in Eq. (2.32) is valid only for periodic systems.
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c

a

Figure 2.8: Adsorbate covered surface in a slab geometry. a is a lattice constant in the
horizontal, c in the vertical direction. Unit cell is shaded.

Periodic boundary conditions is a natural choice for 3D periodic systems, such as solids.
However, a 3D-periodicity can be used also for isolated systems, like molecules, or 2D-
periodic systems, like surfaces, if one uses a supercell-approach [9]. For molecules this
means that the periodic box should be large enough such that interactions of images
in different unit cells is negligible. Similarly, for surfaces the periodicity in the vertical
direction should be large enough. In Fig. 2.8 the parallel projection of the fcc(110) surface
covered with an adsorbate is shown. Dashed lines separate different unit cells, and only
the shaded central unit is treated in the calculation explicitly. Lattice constant is a in the
horizontal direction, and in c in the vertical direction. There is no interaction between
different slabs if c is very large. One has to keep in mind that there are different kinds
of interactions that can couple different slabs in the vertical direction. First, overlap of
electronic wavefunctions perpendicular to the surface leads to a dispersion of electronic
states, and therefore effective interaction. Thus, slabs should be separated far apart such
that there is no density overlap between the repeated slabs.

More dramatic effects happen for ionic surfaces, for instance, when the surface is
covered by adsorbates, as in Fig. 2.8. Charge transfer from the metal to the adsorbates
(or vice versa) leads to the electrostatic potential jump at the interface (very similar to
Fig. 1.5b in Chapter 1). This creates an artificial electric field between the slabs, which
affects the total energy calculation. A cheap way to avoid this, like in the previous case,
is to use large enough c such that the artificial electric field is very small. Another, and
more appropriate, possibility is to use the so-called dipole correction, where the electric
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field created by the charge transfer is counterbalanced by an external field.

2.4 Performance

In this section we address the performance of GGA-PBE for copper and silver bulk and
surfaces. The performance of DFT for molecules will be discussed in Chapters 4 and 5,
in which the adsorption of molecules on silver and copper surfaces is studied.

2.4.1 Silver: bulk and surfaces

In this section the test calculations for bulk silver and low-index silver surfaces are pre-
sented. For Ag Troullier-Martins pseudopotentials used in this work, the total energies are
well converged at 50 Ry kinetic energy cutoff (see Fig. 2.5), and this cutoff was therefore
used in all calculation containing only silver atoms. The Brillouin zones of all periodic
systems were sampled using special k-points generated according to the Monkhorst-Pack
scheme in conjunction with a Fermi smearing of 0.01Ha (0.27eV). Tests were performed
to converge the total energies with respect to the k-point mesh (see Fig. 2.6).

For bulk fcc silver, the total energy was calculated for several lattice constants a. The
binding energy is defined then as Eb (a) = Ebulk (a)−Eatom, where Ebulk and Eatom are total
energies of bulk fcc silver (per one atom) and of an isolated silver atom, respectively. The
total energy of an atom was taken from spin-unpolarized calculation (spin polarization
lowers the total energy by 0.18eV). Binding energy vs. lattice constant curve was fitted
to the Murnaghan equation of state [21] to extract effective parameters. The Murnaghan
equation of state for fcc lattices reads:

Eb (a) = E0 +
Ba3

4α

[(a0

a

)3α 1

α− 1
+ 1

]

− Ba3
0

4

1

α− 1
. (2.59)

Here, a0 is the equilibrium lattice constant, E0 is the binding energy at equilibrium (the
cohesive energy), B is the bulk modulus, and α = (∂B/∂P )V0

is the derivative of bulk
modulus with respect to pressure at equilibrium volume. The calculated Eb (a) values and
the fit are depicted in Fig. 2.9. The values are listed in Table 2.1 and are compared to
the experimental results, as well as other calculations [24, 25]. Compared to experiment,
PBE predicts a lattice constant about 3% too large, the cohesive energy 13% too small,
and the bulk modulus about 15% too small.

Once the equilibrium lattice constant is found, one can calculate the band structure
and density of states D (E). We have calculated DOS using the formula

D (E) =
∑

k

∑

n

wkgσ (E − εn,k) , (2.60)

where gσ (x) is a Gaussian smearing function, and the summation is carried over the
special k-points, used in the actual calculation (see Eq. (2.38)). The band structure and
DOS are plotted in Fig. 2.10. Silver is a noble metal, and the d states, which are quite
localized in real space and show much less dispersion than the sp bands, produce a narrow
but high peak in the density of states, and are located 3eV below the Fermi energy.
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Figure 2.9: Binding energy of bulk fcc Ag as a function of the lattice constant. Open circles
are calculated values, solid line is a fit to the Murnaghan equation of state (Eq. 2.59).

This work Exp. [22] Ref. [24] Ref. [25]

Lattice constant a0[Å] 4.20 4.08 4.20 4.16
Cohesive energy E0 [eV] 2.58 2.95 2.56 2.55
Bulk modulus B [mbar] 0.86 1.01 0.87 0.91

α =(∂B/∂P )V0
5.82 - - -

Table 2.1: The calculated equilibrium properties of bulk silver: lattice constant a0, co-
hesive energy E0, bulk modulus B and the derivative of bulk modulus with respect to
pressure α.
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Figure 2.10: Calculated PBE-GGA band structure (left) and total density of states (right)
of bulk silver. Fermi energy is set to zero.

Ag(001) This work Exp. Ref. [23] Ref. [25]

Work function Φm [eV] 4.27 4.26 4.33 4.14
Surface energy E [eV/atom] 0.41 0.88 0.43 0.45

∆d12 [%] −1.92 − −1.87 −2.26
∆d23 [%] +0.35 − +0.51 −0.10
∆d34 [%] +0.47 − +0.36 −

Table 2.2: Energetic and structural parameters of the Ag(001) surface. ∆dij is the expan-
sion/contraction of the interlayer distance between the i-th and the j-th topmost layer.

We have carried out test calculations of low-index silver surfaces Ag(111), Ag(001)
and Ag(110). In addition to the surface energy (i.e. half the energy needed to break the
bulk into two semi-infinite solids), we have calculated the work function of each surface,
as well as the vertical relaxations of the topmost atomic layers. By definition, the work
function of the surface is the difference between the electrostatic potential in the vacuum
and the Fermi energy of the solid. In Fig. 2.11, the xy-averaged electrostatic potentials
are plotted for all three silver surfaces. In accord with the experiment, the work function
increases in the sequence (110)<(001)<(111). It is long known in surface science that
the work functions of close-packed fcc(111) surfaces are larger than those of open fcc(110)
surfaces of the same material. The difference can be explained by an effect, which is called
the Smoluchowski smoothening. Surface energies are smaller than the experimental ones.
Tables 2.2, 2.3 and 2.4 summarize the calculations of silver surfaces and compare them
to the experimental results (when possible) and other calculations from the literature.
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Figure 2.11: xy-averaged electrostatic potentials of the low index silver surfaces. In all
cases slabs consisted of seven silver layers. Fermi levels are set to zero and work functions
Φ of clean surfaces are indicated.
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Ag(110) This work Exp. Ref. [23]

Work function Φm [eV] 4.13 4.14 4.30
Surface energy E [eV/atom] 0.62 1.18 0.65

∆d12 [%] −8.20 − −9.2
∆d23 [%] +3.10 − +4.1
∆d34 [%] −1.20 − −1.5

Table 2.3: Energetic and structural parameters of the Ag(110) surface.

Ag(111) This work Exp. Ref. [23]

Work function Φm [eV] 4.47 4.46 4.65
Surface energy E [eV/atom] 0.31 0.55 0.36

∆d12 [%] −0.17 − −0.3
∆d23 [%] −0.20 − +0.04
∆d34 [%] +0.20 − +0.16

Table 2.4: Energetic and structural parameters of the Ag(111) surface.

2.4.2 Copper: bulk and surfaces

Similar calculations were performed for bulk copper and copper surfaces. Fig. 2.12 shows
the calculated values of the binding energy as a function of the lattice constant and the
Murnaghan fit to the data. Table 2.5 summarizes the results of the fit and compares them
to the experimental parameters and other calculations. In Fig. 2.13 the band structure
and DOS of bulk copper is presented. The d states of copper are closer to the Fermi
energy than those of of silver. Similarly to Fig. 2.11, Fig. 2.14 shows the xy-averaged
electrostatic potential, from which the work functions of Cu(001) and Cu(111) can be
calculated. Tables 2.6 and 2.7 summarize the results of surface calculations.

This work Exp. [22]

Lattice constant a0 [Å] 3.68 3.61
Cohesive energy E0 [eV] 3.60 3.50
Bulk modulus B [mbar] 1.33 −

α = (∂B/∂P )V0
5.82 −

Table 2.5: Calculated equilibrium properties of bulk copper: lattice constant a0, cohesive
energy Ecoh, bulk modulus B and the derivative of bulk modulus with respect to pressure
α.
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Figure 2.12: Binding energy of bulk fcc Cu as a function of the lattice constant. Open
circles are calculated values, solid line is a fit to the Murnaghan equation of state.
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Figure 2.13: Calculated PBE-GGA band structure (left) and total density of states (right)
of bulk copper. Fermi energy is set to zero.
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Figure 2.14: xy-averaged electrostatic potentials of low index copper surfaces. In all cases
slabs consisted of seven copper layers. Fermi levels are set to zero and work functions Φ
of clean surfaces are indicated.

Cu(001) This work Exp.

Work function Φm [eV] 4.54 4.59 − 4.65
Surface energy E [eV/atom] 0.55 0.73

Table 2.6: Energetic parameters of the Cu(001) surface.

Cu(111) This work Exp.

Work function Φm [eV] 4.79 4.94
Surface energy E [eV/atom] 0.41 0.62

Table 2.7: Energetic parameters of the Cu(111) surface.
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2.5 Density difference

In this last section of the current chapter we will introduce a helpful tool to study the
formation of chemical bonds. In Chapters 3 and 4 we will speak about surface bonds, but
it is more instructive to discuss the concept employing simpler chemical systems. Let A
and B be two atoms which react and form a diatomic molecule. A great deal of useful
information about the nature of the bond is given by the density difference function. Let
nA be the electron density of the isolated atom A, nB the electron density of the isolated
atom B, and nAB the electron density of the molecule AB. The density difference is defined
as:

∆n = nAB − nA − nB. (2.61)

Let us look at two simple examples - a covalently bonded H2 molecule and a He2 dimer.
In the language of molecular orbitals, two 1s atomic orbitals form the bonding σg and the
anti-bonding σu molecular orbitals. When the H2 molecule is formed, two electrons occupy
the bonding orbital and one expects a charge accumulation in between the hydrogens,
which would reflect the formation of the chemical bond. Indeed, the density difference
function in Fig. 2.15, top, shows that there is a charge accumulation in the middle of the
H-H bond, and a depletion of charge at the periphery. In the case of the He2 dimer there
is no chemical bond and little changes can be seen in the density difference function at the
equilibrium He-He distance. For distances much smaller than the equilibrium distance,
the density difference function reveals that there is a electron charge depletion region in
between the two atoms, and a charge accumulation region at the periphery. This charge
depletion results from the Pauli exclusion principle and is the origin of the resulting He-
He repulsion. These two cases are extreme examples, but they show that the density
difference function Eq. (2.61) is a useful quantity. In Chapters 3 and 4 we will use an
equivalent of this function to interpret our DFT calculations of adsorbate covered surfaces.
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Figure 2.15: The molecular orbital diagram (left) and density difference plots for the H2

(top) and the He2 (bottom) molecules. Charge accumulation in between two H atoms
indicates the formation of the covalent bond. Charge depletion in between two He atoms
leads to a repulsive force between them. Taken from Ref. [26].
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Chapter 3

Chlorine on Ag(111) at
submonolayer coverage

In this chapter we describe a simple surface science system - chlorine adsorbed on the
Ag(111) surface at submonolayer coverage (θ < 1). We review the most important ex-
perimental works, then give a summary of the computational details and finally present
the results of DFT calculations and their interpretation. Emphasis is put on theoretical
tools used in the analysis of DFT calculations of surface science systems. Comparison
with relevant experimental data is made.

3.1 Review of experimental results

In this section we briefly review the most important experimental facts about Cl on
Ag(111), investigations of which have quite a long history. The work of Bowker and Waugh
represents one of the most thorough early studies [1]. Cl2 was found to adsorb dissociately,
with an initial sticking probability of 0.4. This indicates that atomic adsorption is more
favourable than molecular adsorption. In addition, once on the silver surface, chlorine
cannot be desorbed neither in molecular nor atomic state, but rather as silver chloride
molecules and clusters. The interaction of chlorine with silver surfaces is therefore very
strong. The motivation to study Cl/Ag comes from the field of heterogeneous catalysis [2].
Chlorine serves as a promoter of the selective epoxidation of ethylene on silver surfaces.
The reaction is a partial oxidation, is described as

C2H4 + O → C2H4O,

and runs in the presence of silver catalyst. Interestingly, all halogens (F, Cl, Br and I)
increase the activity of the silver catalyst. In contrast, only chlorine increases selectivity
(i.e. epoxidation rather than full burning with production of water and carbon dioxide) [3].
Bearing this in mind, the bulk of experimental work concentrated on industrial conditions,
i.e. high pressures [4] and high temperatures [5]. On the contrary, low coverage and
low temperature experimental data is more useful for a comparison to our theoretical
calculations. Below, we describe two aspects of such experiments - the electronic structure
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of chlorine adsorbed on the Ag(111) surface in the sub-monolayer regime, and the atomic
structure of the overlayers.

Electronic structure. Adsorption of chlorine on silver surfaces is accompanied by a big
increase in the work function. At the saturation coverage, the change is ∆Φ = 1.5÷1.8eV
[6,7]. We will discuss the experimental data of work function changes in more detail when
comparing them to calculated values (Fig. 3.10). The valence electronic structure of
the Cl/Ag(111) interface was studied most recently by Pasquali et al. [7]. Relatively
little changes were seen in valence band ultraviolet photo-emission (UPS) spectra due to
a significant overlap of the chlorine-induced features and the silver d -states. However,
metastable atom deexcitation spectroscopy, which is a very surface-sensitive technique,
shows that chlorine-induced features appear on both sides of the silver d -states [7]. In
particular, an antibonding Cl-3p derived state was seen at about −3eV below the Fermi
level. We will compare this conclusion with our result.

Atomic structure. The atomic structure of the chlorine adlayer was investigated by
several research groups. The most important findings are summarized in the “phase
diagram”, Fig. 3.1. There, a schematic coverage-temperature (θ − T ) phase diagram
is shown and the “scan-lines” of different experiments are indicated. There is much
literature about room-temperature (RT) phases of Cl/Ag(111). According to low energy
electron diffraction (LEED) patterns, recorded as a function of chlorine exposure (line a
in Fig. 3.1), no ordered structures are observed (thin solid line) at low coverage. Slightly
below the saturation coverage θsat > 1/3 (above which the sticking probability reduces
drastically and adsorption becomes very difficult), well-defined LEED pattern emerge
(thick solid line). However, there is no consensus in the literature about the nature and
even periodicity of this structure [8, 9, 10]. Patterns like 3 × 3, 10 × 10 or 13 × 13 were
proposed on the basis of LEED measurements. Andryushechkin et al. [11] conjectured a
17× 17 registry for this saturation coverage phase on the basis of STM measurements. It
may well happen, that at RT, just below the saturation coverage θsat, a series of closely
related structures exist. For saturation coverage θsat itself, different values, like 0.45, 0.49
or 0.54 were proposed.

Shard and Dhanak [12] investigated the Cl/Ag(111) system at θ = 1/3 as a func-
tion of temperature (line b in Fig. 3.1). A sharp LEED pattern indicating an ordered√

3×
√

3R300 overlayer was only found at low temperatures. Heating this
√

3×
√

3R300

structure above 195K resulted in the fractional order spots becoming abruptly diffuse.
The order-disorder transition occurred over a small temperature range (about 2K). The
disordering mechanism has not been investigated in the literature, however, and is not
known at present. Also, no experimental data exist for other regions of the θ−T diagram.

It is an interesting fact that the phase diagram of chlorine on the Ag(001) surface is
fundamentally different [13,14]. The order-disorder transition occurs at a certain coverage
θc ≈ 0.39 and is only very weakly temperature dependent. Chlorine atoms on the Ag(001)
surface behave almost like a lattice gas of hard spheres with infinite nearest-neighbour
repulsion and (almost) zero interaction energy for larger chlorine-chlorine separations.
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Figure 3.1: Schematic experimental “phase diagram” of the chlorine adlayer on the
Ag(111) surface. The regions in the θ− T space for which experimental data is available,
are shown by solid lines (a and b). Line a: room temperature (RT), variable coverage.
An ordered phase occurs just below the saturation coverage θsat ≈ 0.45 [11]. In reality,
several closely related phases may exist in this region. Line b: θ ≈ 0.33, temperature
is varied. Order-disorder transition occurs at T ≈ 195K [12]. No data exists for other
regions. In the diagram, ordered phases are represented by thick lines, disorder phases by
thin lines. Order-disorder transition point at θ ≈ 0.33 is marked by a black solid circle.
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Figure 3.2: Assumed structures of Cl on Ag(111): 1×1,
√

3×
√

3R300, 2×2,
√

7×
√

7R19.10

and 3 × 3. Surface lattice constants are d = βa0, where a0 is the silver-silver nearest-
neighbour distance and β = 1,

√
3, 2,

√
7 and 3 for the five structures, respectively.

3.2 Computational details

DFT total energy calculations in this chapter were performed with the CPMD code [15]
using a free-energy density functional implementation, applicable to metals [16]. In the
calculations the Perdew-Burke-Ernzerhof functional was employed, and wave functions
were expanded in plane-waves with a kinetic energy cutoff of 50 Ry. Fermi smearing
of 2000 K was applied (Eq. (2.38) in Chapter 2), and total energies were extrapolated
to zero Kelvin (Eq. (2.43) in Chapter 2). Iterative diagonalization was performed using
the Pollard-Friesner modification of the Lanczos algorithm [17]. In self-consistency cycles
Anderson density mixing with a parameter α = 0.03 was used. To describe atomic
cores, Troullier-Martins norm-conserving pseudopotentials were used in their non-local
Kleinman-Bylander form. To get rid of ghost states, the s component was taken as the
local potential for silver.

Geometry optimization was performed with the low-memory BFGS algorithm (LBFGS)
[18] until the maximum force was less than 5 ·10−4 Hartree/bohr, while total energies were
converged to within 5 · 10−5eV. We found that LBFGS was the most stable optimizer for
this systems from all the optimizers available in the CPMD package. This optimizer is
similar to the conventional BFGS method, but takes, for example, additional precaution
in the regions of small energy gradients, where BFGS becomes unstable. During the
geometry optimization, the forces acting on atoms were symmetrized according to the
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H

Figure 3.3: High symmetry adsorption sites on the fcc(111) surface: B - bridge site, T -
on-top site, F - fcc hollow, H - hcp hollow.

assumed local adsorption symmetry which was then preserved during all iterations.

In the next section we present calculations of chlorine adsorbed on the Ag(111) surface
at different coverages. Unit cells with different lattice constants were used. Figure 3.2
shows five lateral surface supercells used in the calculations. Black circles are adsorbed
chlorine atoms, light gray circles are silver atoms in the topmost atomic layer, dark gray
circles are silver atoms in the second topmost atomic layer. The unit cells of increasing
size are indicated by dashed lines. The drawn structures, referred to the substrate, are
denoted as 1×1,

√
3×

√
3R300, 2×2,

√
7×

√
7R19.10, and 3×3, and correspond to chlorine

coverages 1, 1/3, 1/4, 1/7, and 1/9, respectively. The surface lattice constants of the five
supercells are d = βa0, where a0 is the silver nearest neighbour distance (calculated PBE
value 2.90Å) and β = 1,

√
3, 2,

√
7 and 3 for the corresponding lattices. The 1 × 1

structure is never seen in experiment and should be highly unfavourable, because the
nearest neighbour distance between adsorbates is much smaller than the sum of their
atomic radii. However, we also performed calculations for this structure. For each of the
unit cells, a chlorine atom was placed either in the fcc or hcp hollow site (see Fig. 3.3).
These are two high symmetry adsorption sites, which were shown to be the most favourable
in the

√
3 ×

√
3R300 structure [19, 20, 21]. For the lowest coverage we also performed

calculations of chlorine adsorbed in the bridge site. Indeed, the bridge site was found
to be less energetically favourable and most likely corresponds to the saddle point for
diffusion between the fcc hollow and the hcp hollow.

Five layers of silver atoms were considered with a vacuum region equivalent to eight
layers. During geometry optimization, the top three layers as well as the vertical position
of the adsorbate were allowed to relax while the bottom two silver layers were fixed in
their bulk positions. Due to imposed symmetry the lateral force acting on the adsorbate
was exactly zero.

Before calculations of the full adsorbate-substrate system were performed, we made
test calculations for the bare Ag(111) substrate using the same lateral unit cells and lateral
periodicities as for the adsorbate covered surfaces. Let nat be the number of silver atoms
in each atomic layer per lateral unit cell, Nat the total number of silver atoms per lateral
unit cell (Nat = 5nat in our case), Etot the total energy of the slab, and εbulk the total
energy of bulk silver per one atom. The surface energy is then:
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Supercell 1 × 1
√

3 ×
√

3R300 2 × 2
√

7 ×
√

7R19.10 3 × 3

k-point Mesh 13× 13 × 1 9 × 9 × 1 7 × 7 × 1 5 × 5 × 1 5 × 5 × 1

Nk 21 12 8 6 5

nat 1 3 4 7 9

Nat = 5nat 5 15 20 35 45

Esub [Ha] −180.88794 −542.66512 −723.549294 −1266.2160 −1627.994737

Nat × εbulk [Ha] −180.9125 −542.73750 −723.65000 −1266.3875 −1628.2125

ES [eV] 0.334 0.328 0.342 0.333 0.329

Table 3.1: Computational details and results of calculations for different lateral supercells
of the Ag(111) surface. Nk is the number of special k-points, nat is the number of silver
atoms per one unit cell and per one atomic layer, Nat is the total number of silver atoms
per unit cell, Esub is the total energy of the slab, εbulk is the total energy of bulk silver per
one atom, and ES is the surface energy of Ag(111) per one surface atom.

ES = (Esub −Natεbulk) / (2nat) . (3.1)

Ideally, ES should be independent of the surface unit cell used in the actual calculations.
In reality, there are some small differences. Table 3.1 summarizes the results of the test
calculations.

3.3 Results and discussion

The adsorption energy was calculated using the formula:

Ead = − (Etot − Esub − Eat) . (3.2)

Here, Etot is the total energy of the adsorbate-substrate system, Esub is the total energy
of the bare slab (see Table 3.1), Eat is the total energy of the chlorine atom in a big
computational box (to ensure zero interaction with its images). The total energies of
periodic systems, appearing in Eq. (3.4), were extrapolated to zero temperature, and
evaluated for the five different lateral supercells (Fig. 3.2) and the two local adsorption
sites - fcc and hcp hollow (Fig. 3.3). The adsorption energies are shown in Fig. 3.4 as
a function of the surface lattice constant. Two conclusions can be immediately drawn:
(i) except for the highly-unfavourable 1 × 1 surface unit cell, the adsorption energy is
weakly dependent on interparticle spacing and is approximately 2.9eV. Later, we will see
that a small variation of the adsorption energy can be explained by a weak electrostatic
repulsion between adsorption-induced dipoles on the surface. (ii) the fcc hollow site is
more energetically favourable than the hcp hollow site at all coverages. The difference
in adsorption energies between these two sites is very small, however, Efcc

ad − Ehcp
ad ≈

7 ÷ 12meV, and is only weakly dependent on the coverage. The experimental value of
this difference is not known. However, for the rather similar system, Cl/Cu(111), a value
of less than 10meV was proposed on the basis of X-ray standing wave experiments and
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Figure 3.4: Adsorption energies of chlorine on Ag(111) as a function of a surface lattice
constant. Filled circles - hcp hollow sites, empty circles - fcc hollow sites. Inset shows the
same data with the 1 × 1 structure included.

Monte-Carlo simulations [22]. Our findings are consistent with this conclusion. In DFT
studies of the

√
3 ×

√
3R300 structure, other authors obtained values of 12meV [19],

9meV [20] or 7meV [21] for Cl/Ag(111). Thus, all studies confirm that the difference
in adsorption energies in fcc and hcp sites is indeed very small. For a comparison, this
difference is 180meV for O/Ag(111) [23] and 200meV for O/Pd(111) [24], as might be
expected for a smaller, more electronegative adsorbate.

Now let us concentrate on the bonding mechanism between the chlorine and the
Ag(111) substrate. In Fig. 3.5, bottom, the surface band structures of the bare sub-
strate and the adsorbate-covered surface are depicted for the

√
3×

√
3R300 structure. In

both cases, Fermi energies were set to zero. The locations of the high-symmetry k-points
M , K and Γ in the Brillouin zone (BZ) are explained in Fig. 3.5, top. We can clearly see
the appearance of chlorine-induced antibonding state, located about −2.4eV below EF .
The state marked with an asterisk (*) in the right panel is absent in the left panel.

To gain a better understanding of the chlorine-induced modifications of the electronic
structure, we calculated the density of states D (DOS) of the slab with and without the
adsorbate. DOS was calculated employing the formula (the same as Eq. (2.59) in Chapter
2):

D (E) =
∑

k

∑

n

wkgσ (E − εn,k) (3.3)

The sum runs over the special k-points k used in the actual calculation, and all the
electronic states n at each k-point, wk being the weight of each special k-point (see
Chapter 2, section 2.3.3), and gσ (x) a normalized, symmetric smearing function. We
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Figure 3.5: Band structure of the clean Ag(111) surface (left) and Ag(111)-Cl (right) in√
3 ×

√
3R300 geometries (Cl 3s-derived states lie distinctly below and are not shown).

A chlorine-derived antibonding state is marked by an asterisk *.
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chose it to be a simple Gaussian with a dispersion σ:

gσ (x) =
1

σ
√
π
e−

x2

σ2 . (3.4)

εn,k in Eq. (3.3) is the Kohn-Sham eigenvalue of the n-th state at the k-point k. DOS
difference, ∆D, is defined as:

∆D (E) = DCl/Ag(111) (E) −DAg(111) (E) , (3.5)

DCl/Ag(111) (E) being the DOS of the adsorbate-covered slab, and DAg(111) (E) the DOS of
the bare slab. Contrary to D itself, ∆D is not guaranteed to be a non-negative function.
However, it integrates to the number of valence electrons on the adatom Nval (7 for
chlorine):

∫ EF

−∞
∆D (E) dE = Nval. (3.6)

The DOS and DOS difference for the
√

3 ×
√

3R300 and 3 × 3 structures are shown in
Fig. 3.6. In accord with the experimental data of Pasquali et al. [7] we see that little
chlorine-induced changes occur in th sp-region of the silver DOS (i.e. 2eV below the EF

and above). The main features that appear are (i) an anti-bonding state just above the
silver d-states (at about 2.4eV below the Fermi level), which was already identified in
Fig. 3.5, and (ii) two bonding states at about 4.5 and 5.8eV below the Fermi level. The
overall splitting of the chlorine 3p-state is more than 4eV, which once again indicates a
very strong bonding between the chlorine atom and the silver surface.

Additional insight can be gained from a real-space analysis of the electron density. In
the last section of Chapter 2 we introduced density difference plots as powerful tools to
analyze the nature of chemical bonds in small molecules. Here we illustrate the usefulness
of such analysis in adsorbate-substrate systems. Let ntot (r) be the electron density of
the whole system, nsub (r) and nad (r) the densities of the substrate and adsorbate, re-
spectively. The latter are calculated keeping the atoms fixed in the positions which they
assume in the total system (unlike Eq. 3.2). The density difference is defined as

∆n (r) = ntot (r) − nad (r) − nsub (r) . (3.7)

As in the case of small molecules (Fig. 2.15 in Chapter 2), we expect this function to
exhibit specific features of the surface chemical bond. Fig. 3.7 depicts cut of the total
density and density difference for the

√
3 ×

√
3R300 and 3 × 3 structures. While little

insight can be gained from the total density plots (Fig. 3.7, top), the density difference
contour plots are very instructive. First, we conclude right away that some electron charge
is transfered from the silver surface (blue color) to the chlorine adatom (red color). This,
of course, has to be expected, since chlorine is a very electronegative element. We will
quantify this charge transfer below. Second, silver d -states more than sp-states donate
the charge, and this conclusion is consistent with the DOS difference (Fig. 3.6). Third, the
charge accumulation region on the chlorine atom is most closely related to Cl 3pxy states,
and this once again is in perfect agreement with the conclusions of Pasquali et al. [7].
In contrast, for the smaller adsorbate, oxygen on Ag(111), 2pz rather than 2pxy states
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Figure 3.6: Total density of states (left) and the change in density of states (right) induced
by chlorine adsorption in a

√
3×

√
3R300 (top) and 3× 3 (bottom) geometries. DOS was

calculated using the actual number of k-points employed in the calculation with a Gaussian
smearing of 0.17eV. Chlorine 3s-derived bands are not shown.
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Figure 3.7: Total density (top) and density difference (bottom) for the
√

3 ×
√

3R300

(left) and 3 × 3 (right) structures. In the total density plots contour lines are plotted
with a logarithmic scale: the smallest value is 0.02bohr−3, and the subsequent contour
line correspond to a density which is bigger by a factor of 1.4. In the density difference
plots red regions correspond to electron charge accumulation, blue regions correspond to
electron charge depletion and the scale is shown in the legend in the units of bohr−3. The
pxy character of the change in charge distribution on the chlorine atom is visible.
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acquire more additional electron charge [23]. From all that was said above, Cl-Ag(111)
bond can be certainly described as ionic.

We can also readily calculate the xy-integrated density difference:

∆n (z) =

∫

Axy

∆n (r) dxdy. (3.8)

Here, Axy is the area of the surface unit cell (
√

3β2a2
0/2 in our case, see Fig. 3.2). This

function for the
√

3 ×
√

3R300 structure is shown in Fig. 3.8. Changes in the electron
density occur only at the interface, and the chlorine-induced perturbation to the electron
density is screened beyond the second silver layer. This has to be expected for metals.
Another very general and interesting conclusion is that even for such a strong ionic in-
teraction, the change in electron density is but a very small fraction of the total electron
density. This is a very well-known but nevertheless amazing, fact: the electron density
of usual matter is almost a superposition of atomic electron densities. The word almost
is crucial here - small deviations from the superposition of the atomic electron densities
represent the formation of chemical bonds. We can also determine the electron charge on
the adsorbate. There are numerous procedures to extract this information. Since partial
charges are not observable quantities, all such techniques give only qualitative estimates
with relative values being more important than absolute values. We choose the following
procedure. One can see in the density difference plot in Fig. 3.8 that there is a plane at
z0 between the substrate and the adsorbate, where ∆n is zero. This point almost coin-
cides with the point where nsub (z) and nad (z) are equal. We estimate the charge on the
adsorbate as

∆N =

∫ z1

z0

∆n (z) dz, (3.9)

z1 being the plane in the middle of the vacuum region where all densities are practically
zero. We obtain values ∆N = 0.16 ÷ 0.20 electrons. Chlorine atoms thus acquire an
additional −0.2e charge upon adsorption. Even though this number is less than 1 (which
would correspond to a näıve picture of a negatively charge chlorine ion Cl−), its magnitude
is consistent with previous estimates based on a different charge partitioning scheme [19].

Charge transfer from the substrate to the adlayer causes a change in the work function.
In Fig. 3.9, left, the xy-averaged electrostatic potential

V (z) =
1

Axy

∫

Axy

V (r) dxdy (3.10)

is depicted as a function of the vertical coordinate z for different lateral unit cells. For a
clean surface, the work function is:

Φm = V (∞) − EF , (3.11)

where V (∞) is the electrostatic potential in the middle of the vacuum region (practically,
at infinity). In the absence of the dipole correction during the self-consistent calculation
(Chapter 2), a small electrostatic field is created in the middle of the vacuum region
because of periodic boundary conditions in the z direction. This field leads to a linear
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Figure 3.8: xy-integrated density (bottom panel) and density difference (top panel) as a
function of the vertical coordinate z.

decrease of the electrostatic potential in the vacuum and to a (small, in case of metallic
surfaces) electrostatic coupling between the repeated slabs. We approximate the work
function for an adsorbate covered surfaces as:

Φ′ = Vmax − EF , (3.12)

where Vmax is the maximum value of the electrostatic potential close to the adsorbate
(where the slope becomes constant). If there is a sufficient vacuum region between the
repeated slabs, such a procedure should produce the same work function as the one with
the dipole correction. In Fig. 3.9, right, we compare the variations of the electrostatic
potential for two values of the vacuum region between the slabs (equivalent to 6 or 8 silver
atomic layers, respectively). It can be seen that the vacuum region in those two cases
is large enough such that the work functions determined by Eq. (3.12) are converged
and would no longer change increasing the vacuum region. It should be said that the
dependence of the total energies on the size of the vacuum region is of the order of 1meV
for all the unit cells studied and thus does not change our results significantly.

The calculated work function shifts (i.e. ∆Φ = Φ′ − Φm) as a function of coverage
are shown in Fig. 3.10, together with the experimental data, taken from Ref. [6]. A
direct comparison between experiment and theory cannot be made because experimental
exposure times were not calibrated and the exact physical coverage could not be deduced
in the experiment. The general trend, however, is reproduced very well - there is an initial
linear increase of the work function upon exposure of chlorine with a tendency to saturate.
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Figure 3.9: xy-averaged electrostatic potential V (z) for bare and chlorine covered silver
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Experimentally, saturation occurs in the chloridation range, which we did not consider in
our calculations, with a saturation value ∆Φ ≈ +1.5eV or +1.8eV according to Ref. [7].

It is straightforward to calculate the vertical adsorption-induced dipole moments from
the Helmholtz relation:

µ = ε0Axy∆Φ, (3.13)

where Axy again is the area of the surface unit cell. The results are plotted in Fig. 3.11 for
both adsorption sites considered. The adsorption-induced dipoles are slightly larger for
hcp sites then for fcc sites and decrease when the separation between the laterally repeated
adatoms decreases. This is due to a depolarization effect. The periodically repeated
dipoles point in the same direction. All the surrounding dipoles create an electric field
E that decreases the dipole moment of a given dipole. If one assumes that each adatom
has an effective polarizability α, the dipole moment as a function of the surface lattice
constant can be described by the following equation:

µ (d) = µ0
d3

d3 + αT
. (3.14)

Here µ0 is the vertical adsorption-induced dipole moment at infinite separation between
adsorbates, d is a surface lattice constant, and T is a 2D lattice sum, which depends on
the geometry of the adatom lattice. For a triangular lattice T ≈ 11.034 [25] (see below
the section ’Derivation of the Topping formula’). We obtain the following ’effective’

parameters: µfcc0 = 0.86D, µhcp0 = 0.88D, αfcc = 2.8Å
3
, αhcp = 3.3Å

3
. Interestingly, the

effective polarizabilities are larger than the polarizability of the isolated chlorine atom

(α = 2.2Å
3
), but are quite close to the polarizability of the chlorine ion in ionic crystals

(α = 3.0Å
3
, as determined in Ref. [26]). This again confirms the ionic nature of the Cl-Ag

surface bond.
Having determined the vertical adsorption-induced dipoles (Fig. 3.11) we can estimate

the interaction energy between those dipoles. The electrostatic energy per one dipole in
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Figure 3.10: Left : calculated work function change as a function of chlorine coverage.
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Figure 3.11: Induced vertical dipole moment as a function of surface lattice constant:
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effective parameters.
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the lattice is given by:

E (d) =
µT

8πε0d3
. (3.15)

T here is the above introduced lattice sum, and d is again the lattice constant of the lateral
supercell. Parallelly oriented dipoles repel each other. Let us calculate this repulsion
energy in the

√
3×

√
3R300 structure, when d =

√
3a0 as comapared to infinite separation

between the adsorbates, d = ∞. An evaluation gives E
(√

3a0

)
− E (∞) ≈ 0.03eV.

Comparing to the variation of the adsorption energies in Fig. 3.4, we see that our estimate
is consistent with the ab-initio calculated changes in adsorption energy. Therefore these
changes should be ascribed to small repulsion between adsorption-induced dipoles.

As a last result, Fig. 3.12 shows the dependence of the Ag-Cl distance on the chlorine
coverage. This distance changes very little as a function of coverage, and is about 2.7Å.
Small deviations can be attributed to slightly larger lateral and vertical relaxations of the
silver substrate with decreasing coverage.

3.4 Derivation of the Topping formula

In this section we will derive the depolarization formula Eq. (3.14). Sometimes it is called
the Topping formula, even though only the lattice sum was derived and evaluated by
Topping himself [25]. In Fig. 3.13 the hexagonal lattice of polarizable dipoles is depicted.
There is a point dipole on each of the lattice points, all dipoles are equivalent and point in
the direction perpendicular to the lattice plane. Each dipole has an effective polarizability
α′ associated with it such that if there is a perpendicular electric field E at the dipole,
the dipole moment is changed by an amount ∆µ = α′E . With no external electric field,
the dipole moment is µ0. So let us assume that each dipole in the hexagonal lattice has
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a dipole moment µ. The lattice constant (or the nearest neighbour distance between the
dipoles) is d. We will now calculate the electric field, created by all other dipoles at the
position of the central dipole, which is depicted in black color in Fig.3.13. The Cartesian
coordinates of the central dipole are {0, 0}. Unit vectors a1 and a2 of the hexagonal lattice
are given by:

a1 = d {1, 0} ;

a2 = d
{

1
2
,
√

3
2

}

.

The Cartesian coordinates of the lattice point with indices {i, j} are given by:

rij = d

{

i+
1

2
j,

√
3

2
j

}

. (3.16)

The partial electric field, created by the dipole {i, j} at the site {0, 0} is:

Eij (r) = − µ

4πε0r3
ij

= − µ

4πε0d3

1

(i2 + ij + j2)3/2
. (3.17)

The total electric field, created by all the other dipoles at the central site {0, 0} is the sum

of all the partial electric fields E =
∑′

i,j Eij. The prime indicates that the term i = j = 0
should be excluded from the sum. Thus we have:

E = − µ

4πε0d3

∑

i,j

1

(i2 + ij + j2)3/2
= − µT

4πε0d3
. (3.18)

The sum, appearing in Eq. (3.18), is called a lattice sum, and can be evaluated easily
with the help of computer:

T =
∑

i,j

1

(i2 + ij + j2)3/2
=

∞∑

i=1

∞∑

j=0

6

(i2 + ij + j2)3/2
= 11.034. (3.19)

The summation was limited only to one sixth of the plane making use of the symmetry
of the system. Interestingly, Topping himself in 1927 evaluated the lattice sum (3.19) by
purely mathematical methods, employing the properties of special functions [25].

The electric field at the central dipole E = µT/ (4πε0d
3) leads to a depolarization, i.e.

the reduction of the dipole moment. Since the same electric field is on all the lattice points,
µ in Eqs. (3.17) and (3.18) is already this reduced dipole. Self-consistency condition is
thus:

µ− µ0 = α′E = − α′

4πε0

µT

d3
. (3.20)

Let us define α = α′/ (4πε0), which is also a polarizability, but measured in units of Å
3
.

From Eq. (3.20) we obtain:

µ (d) = µ0
d3

d3 + αT
. (3.21)
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m  a,

Figure 3.13: Hexagonal lattice of polarizable dipoles.

This equation is the one cited in the previous section and used for the fit in Fig. 3.11. It
describes the change of the dipole moment of the dipole in the hexagonal lattice assuming
that the effective polarizability α is independent of d. Even though this formula is a
classical one, the polarizabilities of chlorine, obtained from the fit, are quite close to the
experimental ones.

3.5 Conclusions

In this chapter we have examined a simple surface science system, chlorine adsorbed on the
Ag(111) surface. Except for the highly unfavourable 1×1 structure, the adsorption energy
depends very weakly on the coverage and is about 2.9eV. Upon adsorption, chlorine atoms
acquire about −0.2e charge. A small increase of the adsorption energy with increasing
separation between the adsorbates is due to a reduced repulsion between the adsorption-
induced dipoles. The analysis of the changes in densities of states, work function increase
of adsorbate-covered surfaces and redistribution of electron charge lets us to describe the
Cl-Ag bond as ionic. Our calculations also show, that fcc hollow site is by 7 − 12meV
more energetically stable than the fcc hollow site. DFT calculations agree nicely with the
available experimental data.
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Chapter 4

Site-selective adsorption of NTCDA
on Ag(110)

The present chapter is devoted to density functional theory calculations of 1,4,5,8-naph-
thalene tetracarboxylic dianhydride (NTCDA for short) adsorbed on the Ag(110) surface.
First we review the basic experimental facts about adsorption of NTCDA and of a similar
molecule, 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA for short), on metal sur-
faces. Then, DFT calculations of isolated PTCDA and NTCDA, and of chemically related
1,4,5,8-naphthalene tetracarboxylic diimide (NTCDI), 3,4,9,10-perylene tetracarboxylic
diimide (PTCDI), as well as naphthalene and perylene are presented. These will help
rationalize our calculations and to find some general trends. Computational details of our
periodic DFT calculations are summarized and the results of the full adsorbate-substrate
calculations are presented. This is followed by the analysis of the obtained results. At
the end of the chapter, a model explaining the site-selective adsorption of NTCDA on the
Ag(110) surface is proposed.

4.1 Experimental results

The atomic structures of NTCDA and PTCDA are shown in Fig. 4.1. NTCDA has a
naphthalene aromatic core which is terminated on both sides by two carboxylic anhydride
side groups. Similarly, PTCDA has a perylene core which is terminated by the same side
groups. Both molecules have a D2h point symmetry. As shown in the next section,
despite the difference in size, the electronic structure of isolated NTCDA and PTCDA
is rather similar. Both of them possess an electric octupole moment and have strong
electron accepting properties. Keeping this similarity in mind, it is justified to compare the
behaviour of these two molecules on metal surfaces and to review the experimental results
together. In many cases similar behaviour has been proved experimentally. However, there
exists much more experimental data for PTCDA than for NTCDA.

Adsorption geometry. Near-edge X-ray absorption fine structure (NEXAFS) mea-
surements have proved that both NTCDA and PTCDA adsorb with their aromatic ring
parallel to the surface. In the experiment, absorption is measured with two different
polarizations of X-rays. For normal incidence (angle of incidence θ ≈ 00) the electric

77
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NTCDA PTCDA

Figure 4.1: Atomic structure of NTCDA and PTCDA. Green spheres - carbon atoms,
red spheres - oxygen atoms, white spheres - hydrogen atoms. NTCDA has an aromatic
naphthalene core and is terminated by two anhydride side groups at both ends. Similarly,
PTCDA has an aromatic perylene core and is terminated by two anhydride side groups
at both ends.

field vector is in the surface plane; for grazing incidence (θ . 900) the polarization is
(almost) perpendicular to the surface plane. Excitations from the core levels to the π
states of conjugated molecules occur only when the electric field vector is perpendicular
to the aromatic plane. Thus, comparing the NEXAFS signal for the two limiting angles
of incidence, one can tell whether the π-system is parallel or perpendicular to the surface
plane. An example of such a measurement is presented in Fig. 4.2, taken from experi-
ments of Gador et al. [1, 2, 3]. X-ray absorption was measured for NTCDA adsorbed on
silver and copper surfaces, both in multilayer and monolayer regimes. The experimental
data shows a drastic increase of X-ray absorption at grazing incidence for a monolayer,
hence parallel adsorption configuration. NEXAFS spectra of PTCDA monolayers reveal
identical results [4].

Much less is known concerning the local adsorption geometry of the molecules. The
lateral registry with respect to the underlying substrate was determined only for PTCDA
on the Ag(110) surface. In an elegant STM experiment by Böhringer et al. [5], the lateral
manipulation of co-adsorbed silver atoms was used to reveal the exact lateral positions
of the molecules. Silver atoms can act as markers, since their adsorption sites are well
known (Fig. 4.3, (a) and (b)). The local adsorption geometry of PTCDA on Ag(110),
determined in this experimental work, is reproduced in Fig. 4.3(c). Most importantly, all
oxygens were found to reside almost on top of silver atoms in the [11̄0] atomic rows.

Lateral order. PTCDA on Ag(111) is a very special system, since it shows a perfect
epitaxial growth over extremely long distances [6,7]. Defect-free domains of sizes exceeding
1000Å are quite common [8]. PTCDA molecules form a so-called herringbone pattern on
the Ag(111) surface. In this superstructure the molecules are arranged almost like in the
(102) planes of the β modification of bulk PTCDA, and this explains the high stability of
adsorbed molecular films. On the Ag(110) surface, PTCDA molecules are arranged in the
so-called brick-wall structure (Fig. 4.3). This arrangement is alien to bulk PTCDA, and
therefore molecular layers on the Ag(110) surface have much worse epitaxial properties,
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Figure 4.2: Carbon (left) and oxygen (right) K-edge X-ray absorption spectra of NTCDA
on metal surfaces for grazing (θ = 700) and normal (θ = 00) incidence (from Ref. [2]).
Comparison of multilayer (top) and monolayer (middle and bottom) spectra show that
the π∗ LUMO is most affected by interaction with the substrate.

c)c)

Figure 4.3: (a) and (b) Manipulation of an adsorbed Ag adatom to determine lateral
adsorption geometry of PTCDA/Ag(110) (From Ref. [5]). (c) So determined lateral ad-
sorption geometry of PTCDA on the Ag(110) surface. Note that all six oxygens reside
almost on top of the silver atoms in the [11̄0] atomic rows underneath.
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for example higher defect densities, smaller island sizes, than on the Ag(111) surface.

The lateral ordering of NTCDA on different metal surfaces was investigated by Fink
et al. [9, 10]. For Ag(001) and Ag(111) surfaces, two phases were found: a low-coverage
“relaxed” phase and a high-coverage “compressed” phase. All of them have more than
one molecule per surface unit cell. In the “compressed” phases, the area per molecule

was found to be 75 − 78Å
2
. The transition from “relaxed” to “compressed” phases

was found to be reversible: upon additional deposition of the molecules, the “relaxed”
phase gradually transformed into the “compressed” one; during desorption, the opposite
happened. For Cu(001) and Ag(110) surfaces, on the contrary, only one phase of NTCDA
was found. Computationally, this is an advantage, since the number of atoms per surface
unit cell is smaller. This is one of the practical reasons why NTCDA/Ag(110) was chosen
as a model system in the present study. The superstructure of NTCDA on the Ag(110)
surface is discussed in more detail in the section “Computational details”.

Electronic structure. NEXAFS measurements of Gador et al. [2, 1, 3] (see Fig. 4.2)
also revealed changes in the electronic structure of the molecules upon adsorption on the
surface. The peaks (1), (2) and (4) in the carbon K-edge spectra of multilayers (Fig. 4.2
left, top spectrum) were assigned to excitation from carbons in the naphthalene core. In
particular, the peak (1) is due to an excitation to the π∗ LUMO of the molecule. This peak
decreases substantially in the monolayer (Fig. 4.2 left, middle spectrum), and Gador et al.
interpreted this as a partial filling of the LUMO state upon adsorption of the molecule.
In addition, the peak (2) was shifted by about 0.6eV to lower binding energies due to the
interaction with the substrate. On the Cu(100) surface, the LUMO is affected even more
(Fig. 4.2 left, middle spectrum). As we will see, theoretical calculations in fact predict
that the LUMO is partially filled upon adsorption, too, and thus the conclusions of Gador
et al. are confirmed by our DFT results. X-ray absorption and ultraviolet photoemission
studies of PTCDA overlayers showed that the LUMO of PTCDA is similarly affected by
interaction with a metal surface [4, 11].

Intriguing X-ray photoelectron spectroscopy (XPS) results for NTCDA on Ag(111)
were published recently by Schöll et al. [12]. Interestingly, small but detectable differ-
ences were found between the XP spectra of the “relaxed” and the “compressed” super-
structures mentioned above. However, due to substantial final state effects, which can be
very pronounced in XPS, quantitative conclusions are difficult to draw. XP spectra are
significantly changed going from multilayers to monolayers, but it is difficult to extract
quantitative information, like the charge state of the molecule, changes in bond lengths,
etc.

Adsorption energies. One of the largest differences in adsorption characteristics of
PTCDA and NTCDA on noble metal surfaces is the adsorption energy. Experimen-
tally, it can be estimated using the temperature-programmed desorption spectroscopy
(TPDS). One slowly raises the temperature of the sample and monitors the amount of
molecules desorbed from the surface. Different surface phases identified in diffraction or
STM experiments (for instance, the above mentioned “compressed” and “relaxed” phases
of NTCDA on Ag(001) and Ag(111)) also reveal themselves as maxima in TPD spectra.
TPD measurements of NTCDA on Ag(111) and Ag(001) surfaces show that NTCDA can
be desorbed intact from the surface at temperatures T < 450K [9,10]. From the analysis
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Tdes [K] Ead [eV]

Ag(001) 430 1.0 ± 0.1
Ag(111) 450 1.1 ± 0.1

Table 4.1: The temperatures of the desorption leading edges and the estimated adsorption
energies for NTCDA on the Ag(001) and Ag(111) surfaces. From Refs. [9, 10].

of the desorption leading edges, adsorption energies of 1.0eV and 1.1eV were deduced for
Ag(001) and Ag(111) surfaces, respectively. The temperatures of the desorption leading
edges and estimated adsorption energies are listed in Table 4.1. Interestingly enough, the
adsorption energy is larger on the (in general) less reactive Ag(111) surface. The origin of
this difference is not known. Unfortunately, no desorption spectra were recorded for the
Ag(110) surface, therefore the adsorption energy of NTCDA on the Ag(110) is not known.
Keeping in mind that Ag(110) is a more open and more reactive surface, we expect that
the adsorption energy is higher on that surface than on Ag(111) or Ag(001).

The situation is completely different for PTCDA. Once adsorbed on the metal sur-
face, PTCDA cannot be desorbed as a whole. Molecular degradation starts before any
desorption begins to occur. This means that only molecular fragments can be desorbed
from the surface. A clear conclusion is, however, that the adsorption energies of PTCDA
on silver surfaces are larger than those of NTCDA, i.e., more than 1eV.

Many more thought-provoking experimental results have been published. As an ex-
ample, we show in Fig. 4.4 the high resolution electron energy loss (HREELS) spectrum
of a PTCDA multilayer, as well as PTCDA and perylene monolayers on the Ag(111)
surface [8, 13]. HREELS is a surface-sensitive technique used to measure the vibrational
spectrum of the adsorbate layers. Only infrared active modes reveal themselves in the
spectra recorded near specular reflections (like in ordinary IR absorption measurements).
The spectrum in Fig. 4.4 shows that four intrinsic Raman modes of PTCDA which are
silent in the multilayer spectra acquire infrared activity upon adsorption on the Ag(111)
surface [14]. An ab initio analysis of the electron density redistributions during the vi-
bration of the isolated molecule (Fig. 4.4, bottom) showed that the affected modes are
those which involve the largest modulations on the central perylene core. No enhancement
of these modes is observed in the monolayer of unsubstituted perylene, however. These
findings led the authors to conjecture that the potential reaction center of PTCDA is
located on the central part of the perylene core, but the molecule reacts with a metal only
when reactive anhydride side groups are attached to the aromatic core. Interestingly, no
enhancement of the Raman modes has been seen for PTCDA adsorbed on the Ag(110)
surface [15, 16]. The anhydride side groups, however, seem to play an important role in
the registry of PTCDA on that surface, too. All these findings raised an interesting ques-
tion, which we will partly try to answer: why do the anhydride side groups increase the
reactivity of the molecule? Two possible mechanisms are illustrated in Fig. 4.5: (a) the
anhydride side groups influence the central aromatic part of the molecule (owing to intra-
molecular charge transfer) and thus change its reactivity; (b) the side groups react with
the substrate directly. We will show that both effects go hand in hand: the side groups
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Figure 4.4: Top: High-resolution electron energy loss spectra of perylene and PTCDA
adsorbed on Ag(111). (a) 0.3ML of PTCDA, (b) precursor state of 0.3ML of PTCDA,
(c) 0.3ML or perylene. Four intrinsic Raman modes (red in (a)) acquire infrared activity
upon adsorption of PTCDA on Ag(111). Bottom: DFT calculations have shown that
only vibrational modes that modulate the electron density on the central aromatic ring
are enhanced. For example, the mode m1 is not enhanced, while the mode m2 is strongly
enhanced. From Refs. [8, 13].

increase the electron accepting properties of the molecule, hence charge transfer between
the metal and the molecule, and are also responsible for a resulting local electrostatic
interaction with the silver substrate.

4.2 DFT calculations of isolated molecules

Before presenting the results for NTCDA adsorbed on the Ag(110) surface, we discuss
DFT calculations for isolated NTCDA, PTCDA, as well as chemically related species:
naphthalene, NTCDI, perylene and PTCDI. These calculations show, that one of the
biggest differences between naphthalene, on one hand, and NTCDA or NTCDI, on the
other, is that the latter molecules are strong electrons acceptors. Likewise, PTCDA and
PTCDI are electron strong acceptors as compared to perylene. The calculations in this
section were performed with the Gaussian 03 program package.

In Fig. 4.6 surface plots of electrostatic potentials of NTCDA and PTCDA molecules
are presented. Red (blue) color corresponds to negative (positive) electrostatic potential
regions. We see that the electron charge distribution inside the isolated molecules is very
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(a) (b)

Figure 4.5: Two possible effects of the side groups (red ellipses) on adsorption properties
of an aromatic molecule (green square) on a metal surface (represented by a periodically
varying potential): (a) intra-molecular charge rearrangement increases the reactivity of
the central aromatic core; (b) direct bonding to the surface via the side groups.

NTCDA PTCDA

Figure 4.6: The electrostatic potential plots for the NTCDA (left) and PTCDA (right).
Red color corresponds to negative, blue color corresponds to positive electrostatic poten-
tial regions.

similar despite the difference in size: the peripheral anhydride side groups carry some
negative charge, while the central aromatic core is effectively positively charged.

Let us take a closer look at molecular orbitals of the molecules. In Fig. 4.7 the
molecular structures of naphthalene, NTCDI and NTCDA, together with 3D images of
the frontier Kohn-Sham orbitals are shown. All three mentioned molecules belong to the
D2h symmetry group. The LUMOs of both NTCDI and NTCDA have a b1g symmetry,
like the LUMO of naphthalene (Fig. 4.7). These orbitals are of the π type, are mostly
located on the aromatic part, and exhibit common features in all three molecules. As
already mentioned in the previous section, the LUMO of NTCDA plays an important role
in the adsorption process.

The situation is a little bit different with the highest occupied molecular orbitals
(HOMOs). The HOMOs of both NTCDI and NTCDA (Fig. 4.7) have a b3g symmetry
and are of the σ type. These orbitals have largest weights on the pxy atomic states of
the peripheral carboxyl oxygens. The π-type orbitals which are related to the HOMO
of naphthalene lie energetically slightly below. In fact, we found that the order of those
energetically nearly-degenerate highest occupied orbitals are reversed when using other
density functionals (for example, hybrid density functional like B3LYP).
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Figure 4.7: The molecular structure (top) and frontier molecular orbitals (bottom) of
naphthalene (left), NTCDI (center) and NTCDA (right).

In Fig. 4.8 the Kohn-Sham spectra of the three molecules are shown. The energy
positions of the occupied orbitals are indicated with blue horizontal lines, while those
of unoccupied orbitals are indicated with red horizontal lines. Inspection of the spectra
reveal that the energy positions of the HOMOs and LUMOs of NTCDI and NTCDA are
shifted downwards by about 2eV as compared to those of naphthalene. A useful quantity
in the forthcoming analysis is the mid-gap position, defined as:

µ =
1

2
(εHOMO + εLUMO) , (4.1)

where εHOMO and εLUMO are the Kohn-Sham eigenenergies of the HOMO and the LUMO
orbitals, respectively. The mid-gap positions are indicated by dashed horizontal lines in
Fig. 4.8. More correctly, the mid-gap position of each molecule can be determined via the
equation:

µ′ = −1

2
(IP + EA) . (4.2)

Here, IP and EA denote the ionization potential and electron affinity, respectively. Perdew
and Levy showed that even though the Kohn-Sham eigenvalues have no direct physical
meaning, but the mid-gap position calculated by using Eq. (4.1) should be equal to that
calculated using Eq. (4.2) for an exact density functional. The Kohn-Sham spectra in
Fig. 4.8 are functional-dependent, the mid-gap positions are much less so. The calculated
mid-gap position of NTCDI is 1.7eV lower than that of naphthalene, and the mid-gap
position of NTCDA is 2.2eV lower than that of naphthalene. The negative of µ′ (defined
in Eq. (4.2)) is called absolute electronegativity in chemistry, and was introduced by Mul-
liken in 1935 [17]. The larger the electronegativity (or the lower the mid-gap position),
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Figure 4.8: The Kohn-Sham spectra of naphthalene (left), NTCDI (center) and NTCDA
(right). The occupied states are indicated with blue horizontal lines, the unoccupied ones
with red horizontal lines. Mid-gap positions, defined in Eq. (4.1) are indicated by dashed
lines.

the stronger the electron accepting properties of the molecule. Judging just from Fig. 4.8
we can expect that NTCDI and NTCDA are much stronger electron acceptors than naph-
thalene. In fact, this is a well known and documented fact in the chemistry literature [18].
Remarkably, this conclusion can be drawn based solely on DFT calculations for isolated
molecules. In the next section we show that charge transfer occurs for NTCDA adsorbed
on the Ag(110) surface, and the sign of the charge transfer is fully consistent with the
high electronegativity of the NTCDA molecule.

Very similar results are obtained for isolated perylene, PTCDI, and PTCDA. The
frontier orbitals of the molecules are closely related to each other and exhibit common
features (Fig. 4.9). All HOMOs have a au symmetry, and all LUMOS have a b1g symmetry.
The eigenvalues are different, however (Fig. 4.10). As in the previous case, the HOMOs
and the LUMOs of PTCDI and PTCDA are shifted downwards in energy compared to
perylene. The mid-gap positions of PTCDI and of PTCDA are 1.5eV and 1.9eV lower
than those of perylene. Thus, similar to NTCDI and NTCDA, both PTCDI and PTCDA
are strong electron acceptors.

4.3 Computational details

The DFT calculations presented in this chapter were performed with the ABINIT code
[19], developed by X. Gonze and collaborators. The ABINIT community is very active
and new versions of the code appear on a regular basis. New features, reflecting state-of-
the-art achievements in electronic structure theory, are constantly being implemented in
the code.
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Figure 4.9: The molecular structure (top) and frontier molecular orbitals (bottom) of
perylene (left), PTCDI (center) and PTCDA (right).
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Figure 4.10: The Kohn-Sham spectra o perylene (left), PTCDI (center) and PTCDA
(right). The occupied states are indicated with blue horizontal lines, while the unoccupied
ones with red horizontal lines. Mid-gap positions, defined in Eq. (4.1) are indicated by
dashed lines.
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Figure 4.11: Local adsorption geometries studied: T (top), SB (short bridge), LB (long
bridge) and H (hollow). The names refer to the position of the midpoint of the central
C=C bond with respect to the underlying Ag(110) surface.

As in Chapter 3, we used a slab approach to mimic the adsorption on the Ag(110) sur-
face. The same Troullier-Martins pseudopotentials as in the case of Cl/Ag(111) were used
to treat the core states of silver, while dual-space Goedecker-Tetter-Hutter pseudopoten-
tials were used to describe the light atoms H, C and O. Four local adsorption geometries
of NTCDA/Ag(110) were studied (Fig. 4.11). We label them according to the position of
the mid-point of the central C=C bond: top site (T), short-bridge site (SB), long-bridge
site (LB) and hollow site (H). The molecules were oriented with their long axes along the
[001] direction of the Ag(110) substrate. In addition to the four local adsorption sites, we
considered two different lateral periodicities for the energetically most favourable T site.
The periodic arrangement of the molecules, the unit cells and lattice vectors are shown
in Fig. 4.12. The first lattice (on the left) is conveniently described by the matrix

M1 =

(
3 0
0 3

)

, (4.3)

and the second by the matrix

M2 =

(
3 0
−1 3

)

. (4.4)

The adsorption energies in both of these lateral arrangements were found to be almost
equal, even though only the second superstructure has been experimentally observed
[10]. This happens, most probably, because local implementations of DFT (like LDA and
GGA) fail to account for long-range van-der-Waals interactions, which are presumably
responsible for favouring superstructure M2 over superstructure M1. From now on, all
the presented results apply to the superstructure M1 (Fig. 4.12, left).
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Figure 4.12: Two superstructures of NTCDA/Ag(110): (30/03) (left) and the experimen-
tally found (30/13) (right).

The system we study is already quite large, and therefore we strived to reduce the
overall computational time by pursuing the following computational strategy: the kinetic
energy cutoff was first set to 50 Ry; a Monkhorst-Pack mesh of 4 × 3 × 1 (producing
4 special k-points) in conjunction with a Fermi smearing of 0.01Ha was used for the
Brillouin zone integration; the three topmost silver layers as well as all molecular degrees
of freedom were allowed to relax; at first, the geometry of the system was pre-optimized
using a four-layer silver slab and a small vacuum region between the slabs; afterwards,
the vacuum region was increased to a thickness equivalent to seven metal layers, and a
fifth silver layer was added to the metal slab; the geometry was then optimized to reduce
the maximum force below threshold of 1 · 10−3a.u. The damped molecular dynamics
methods was employed for the geometry optimization, and the parameters of the optimizer
were adjusted in subsequent runs. In Fig. 4.16, the evolution of the total energy (top
panel), and the maximum force (bottom panel) are shown as a function of iteration
number. More than 100 iterations (about 3 months of computational time) were needed
to converge the residual forces. The initial choice of the geometry optimization parameters
was unfortunately not optimal in the first sequence of runs. After the residual forces had
converged, a sixth silver layer was added to the slab, the vacuum region was increased to
a thickness equivalent to nine metal layers, and Brillouin zone integration was made using
a finer 6 × 4 × 1 Monkhorst-Pack mesh (6 special k-points). Such a computational setup
was used for the final total energy calculations, the results of which are presented in the
next chapter. The residual forces even decreased slightly after this procedure and were in
all cases below 10−3a.u. The convergence with respect to the basis set was checked using
the previously described 5-layer slab and 4 special k-points. The cutoff was increased to
60 Ry and 70 Ry, and the geometry was optimized again. Only intra-molecular bond
lengths were slightly affected. Fig. 4.13 shows the dependence of the total energy and the
maximum force as a function of geometry optimization iteration for the 60 Ry run. Less
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Figure 4.13: Example of geometry optimization runs for the 50 Ry (left) and 60 Ry (right)
cutoff. Top panels - total energies (only four significant digits are shown), bottom panel
- maximum force. The energy was considered converged when the maximum force Fmax
was below 1 · 10−3a.u.

than 30 iterations were needed to converge the residual forces, which shows that in this
case the choice of parameters was much better than in the case of the 50 Ry run.

4.4 Results and discussion

The adsorption energies of NTCDA at four adsorption sites were calculated using the
previously discussed relation:

Ead = − (Etot − Esub − Emol) , (4.5)

where Etot is the total energy of the slab, Esub is the total energy of the isolated substrate,
Emol is the total energy of the molecule. The latter can be computed either for an isolated
molecule in a large computational box, or for a molecule in a free standing monolayer with
the same lateral periodicities as the full system. It turns out, that if we calculate the energy
per one molecule in a free standing monolayer, it is 0.37eV higher than for an isolated
molecule. However, the first choice is more suitable for comparison with experiment. We
obtained the following adsorption energies: 0.92eV for the top site, 0.44eV for the SB
site, and small and slightly negative values (unfavourable adsorption) for the LB and H
sites. DFT clearly predicts the T site to be the most energetically favourable. In this
configuration all six peripheral oxygens reside almost on-top of silver atoms in [11̄0] atomic
rows (Fig. 4.11). This fact is consistent with the STM results of Böhringer et al. [5] for the
most stable configuration of PTCDA adsorbed on the Ag(110) surface (Fig. 4.3c). The
second most stable configuration is the SB site, and in this case the oxygens reside between
the silver atoms in the [11̄0] rows. For the most unfavourable sites, LB and H, oxygen
atoms are between those atomic rows. These results strongly suggest an involvement of
peripheral oxygens in the site-selective adsorption.
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T SB LB H

Ead [eV] 0.92 0.44 −0.05 −0.10
∆N [electrons] 0.38 0.37 0.35 0.34

Table 4.2: Adsorption energies Ead and extra electron charge ∆N for the four local
adsorption sites.

[1  0]1[001]

Figure 4.14: Side views of NTCDA in the T position the final relaxed geometry: left, a
view along the [11̄0] direction; right, a view along direction [001] direction.

During the geometry optimization, we observed a bending of the initially flat NTCDA
molecule when adsorbed in the energetically favourable T and SB sites. The anhydride side
groups, carboxyl oxygens in particular, moved closer to the substrate than the naphthalene
core. Side views of the NTCDA adsorbed in the T positions, viewed along the [11̄0] and
[001] directions of the substrate are shown in Fig. 4.14. The bending of the molecule
is easily seen. A similar bending of PTCDA on the Ag(111) surface has been recently
observed experimentally by Hauschild et al. [20] using normal incidence X-ray standing
wave technique (NIXSWS) and explained by DFT calculations. In contrast to our work,
these authors did not consider the site-selective aspects of the adsorption. Nevertheless,
the results of that study are remarkably similar to our results: peripheral oxygens reside
closer to the substrate than the aromatic core.

To understand the obtained results in detail, let us first analyze the electron density of
the full substrate-adsorbate system. In Fig. 4.15 the total electron densities, averaged over
the [11̄0] and [001] directions are presented. Except for the above-mentioned bending of
the molecule, which is also reflected in the total electron density, little insight can be gained
from these plots, since, similar to the case of Cl/Ag(111) (Chapter 3), the electron density
is almost a superposition of the electron densities of the adsorbate and the substrate. The
density difference plots are much more insightful. Again, density difference function is
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defined as:

∆n = ntot − nsub − nmol. (4.6)

We expect that similarly to the case of H2 molecule (Chapter 2) or Cl/Ag(111) (Chapter
3), this function contains useful information about the physical origin of the interaction
between NTCDA and the Ag(110) surface. The averages of ∆n over the same two direc-
tions are shown in Fig. 4.16 for the four adsorption sites. Red colour indicates electron
charge accumulation regions, blue colour indicates electron charge depletion regions. We
clearly see that NTCDA acquires some additional electron charge upon adsorption on the
surface and that the silver atoms in the topmost metal plane become slightly positively
charged. Also plotted in Fig. 4.16 is the xy-integrated electron charge density difference

∆n (z) =

∫

Axy

∆n (r) dxdy. (4.7)

As in the Cl/Ag(111) case, we quantify the net electron charge on the molecule as

∆N =

∫ z1

z0

∆n (z) dz, (4.8)

where, again, z0 is plane between the molecule and the metal, where ∆n (z0) = 0, and
z1 lies in the middle of the vacuum region where all densities are practically zero. The
calculated values are summarized in Table 4.2 together with adsorption energies. They
all amount to about 0.4 electrons and are slightly larger for the T and SB sites than for
the H and LB sites. For the most favourable T site, the electron densities n (z) of the
total system, the bare substrate, the adsorbate and the density difference ∆n (z) (4.7) are
compared in Fig. 4.17. The density difference is but a small fraction of the total valence
electron density, as we have already witnessed in Chapter 3.

The inspection of the 3D surfaces of the density difference function leads to the conclu-
sion that the electron charge accumulation regions are most closely related to the LUMO
of the isolated molecule. To demonstrate this, we present a cut of the density difference
function in a plane about 0.5Å below the molecule when it is adsorbed in the T con-
figuration (Fig. 4.18), together with the frontier orbitals of isolated NTCDA. There is a
striking resemblance between this density difference cut and the LUMO of the molecule.
Reviewing the experimental results in the first section of this chapter we mentioned the
NEXAFS results of Gador et al. [2,1,3] which showed a partial filling of the LUMO upon
adsorption on the Ag(111) surface (Fig. 4.2). Our calculations nicely agree with this con-
clusion: we show that the same happens upon adsorption on the Ag(110) surface. The
charge transfer from the metal to the molecule is also consistent with the estimated high
electronegativity of NTCDA (Fig. 4.8). The chemical potential of NTCDA is approxi-
mately equal to the mid-gap position, i.e., µNTCDA ≈ −5.9eV. The chemical potential of
the Ag(110) surface, referred to the vacuum level, i.e. electrostatic potential far from the
surface, is µAg(110) ≈ −4.2eV (Fig. 2.11 in Chapter 2). Thus µNTCDA < µAg(110) and a net
electron transfer from the metal to the molecule is expected.
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Figure 4.15: Total density for all four adsorption sites. Left column: averages over the
[11̄0] direction. Right column: averages over the [001] direction.
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Figure 4.16: Density differences for all four adsorption sites. Left column: xy-integrated

densities (the units are e · Å
−1

). Central column: Averages over the [11̄0] direction.
Right: Averages over the [001] direction. For the latter two the units in the color legend

are 10−2e · Å−3
.
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Figure 4.17: Density difference ∆n (z) (top panel) and the total densities of the total
system, bare substrate, and the adsorbate (bottom panel) for the NCTDA adsorbed in
the T site.
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Figure 4.18: Contours of the electron density difference in a plane 0.5Å below the NTCDA
molecule at the top site (left, red color - electron charge accumulation, blue - depletion),
and 3D views of the LUMO (b1g symmetry), HOMO (b3g) and HOMO-1 (au) orbitals of
free NTCDA.
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4.5 Adsorption mechanism

The analysis in the previous section lets us propose the mechanism for the adsorption of
NTCDA on the Ag(110) surface. It accounts for all the facts that have been found in
the DFT calculations: the preference of T and SB sites over the LB and H sites, charge
transfer from the substrate to the molecule, and bending of the molecule in the favourable
sites.

1. NTCDA, being an electron acceptor (see Fig. 4.8), takes ∼ 0.4 electrons from the
silver substrate upon adsorption. The LUMO of the molecule is partially filled.

2. Charge transfer from the metal to the molecule leads to a slight positive charging
of the silver atoms in the topmost layer (Fig. 4.16). The carboxyl oxygens, being
already negative in the isolated molecule, are therefore attracted to the positively
charged silver atoms atoms in the [11̄0] atomic rows. This is the main difference
between favourable and unfavourable sites: the Ag-O distances are significantly
shorter in the case of the T and SB sites than in the case of the LB and H sites.

3. The local electrostatic Ag-O attraction distorts the molecule from the planar con-
figuration.

The mechanism is schematically illustrated in Fig. 4.19.

4.6 Conclusions

In this chapter we presented thorough DFT studies of NTCDA adsorbed on the Ag(110)
surface. The calculated results agree with the relevant experimental data and allowed us
to propose a model of the interaction of NTCDA with the Ag(110) surface. We believe
that the proposed scenario, which is quite similar to the mechanism recently established
for PTCDA on Ag(111) [20], is also applicable to the adsorption of PTCDA on the
Ag(110) surface. The mechanism accounts for many of the features which accompany
the adsorption of NTCDA and similar molecules, like site-selective adsorption, charge
rearrangement, and changes of geometry. Therefore, we believe it us a useful model to
understand the physics of this surface system. Finally, let us try to give an answer to
the question posed in Fig. 4.5: in which way do the anhydride side groups influence the
adsorption of NTCDA on Ag(110)? Do the side groups influence the electronic structure
of the molecule and thus increase the interaction of the aromatic part with the substrate?
or do they interact with the substrate directly? We have shown, that site selectivity
of adsorption comes from the local electrostatic interactions of positively charged silver
atoms and negatively charged oxygens (Figs. 4.16 and 4.19c). Positive charging of the
silver atoms in the first atomic layer happens because of the charge transfer from the
substrate to NTCDA, which is an electron-acceptor molecule (Fig. 4.16). Thus, without
the effect, represented in Fig. 4.5a, which in our case means charge transfer from the
substrate to the molecule, there would be no effect, depicted in Fig. 4.5b, which in our
case means local electrostatic attraction between the peripheral oxygen atoms and silver
atoms. Therefore, both effects are equally important.
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Figure 4.19: Sketch of the mechanism of adsorption of NTCDA on Ag(110), viewed
along the [11̄0] direction. (a) Two isolated subsystems. Note the electron excess on the
peripheral oxygens and positive charge on the naphthalene core. (b) Charge transfer
from the substrate to the molecule, mainly to its LUMO. (c) Charge transfer causes the
positive charging of the topmost silver layer and local electrostatic attraction between
positively charged silver atoms and negatively charged carboxyl oxygens. (d) The Ag-O
attraction causes a distortion of NTCDA from planarity, with peripheral oxygens moving
closer to the surface than the naphthalene core. Numbers indicate vertical distances of
the corresponding atoms from the topmost silver plane.
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Chapter 5

Energy-level alignment at
metal/CuOEP interfaces

This chapter deals with the energy level alignment of copper octaethylporphyrin (CuOEP
for short) on three noble metal surfaces: Ag(001), Ag(111) and Cu(111). We first critically
review different mechanisms that lead to a formation of the electrostatic dipole at metal-
organic semiconductor interfaces and present density functional calculations of an isolated
CuOEP. Then, we discuss the principles of ultraviolet photo-emission spectroscopy. Af-
terwards, the experimental data of CuOEP/noble metal interfaces is presented and the
data is then thoroughly analyzed.

5.1 Work function changes

It was mentioned in the introductory chapter that when organic semiconductor and metal
are in contact with each other an electrostatic dipole forms at the interface [1, 2, 3, 4, 5,
6, 7, 8, 9, 10]. The vacuum level alignment rule no longer holds in this case (compare
Fig. 1.5a and Fig. 1.5b in Chapter 1). Two very important parameters characterize the
metal-organic interface. One of them describes the change of the interface dipole as a
function of the metal work function:

SD =
d∆

dΦm

. (5.1)

One would expect ∆ = 0 (and thus SD = 0) for weakly interacting interfaces. This case
is the so-called Schottky-Mott limit corresponding to the vacuum level alignment rule.
The other limit is the metallic contact for which the interface dipole follows the work
function of the metal, i.e. SD = −1. Another useful parameter, which can be measured
independently in the experiment, is SB, and it characterizes the change in the position of
the molecular HOMO level with respect to the Fermi energy of the metal:

SB =
dεvF
dΦm

. (5.2)

By virtue of Eq. (1.4) in Chapter 1 and under the assumption that the ionization potential
(IP) is independent of Φm, we obtain a “sum rule”: SB − SD = 1. The Schottky-Mott
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limit corresponds to SB = 1, while the metallic limit corresponds to SB = 0, when the
HOMO of the organic is “pinned” to the Fermi level in the metal.

Numerous measurements of these parameters for different systems have been reported.
Usually, the values of SB SD are between the two extremes mentioned above. Hill et al. [4],
for example, reported values of SD −1.0 for PTCDA, −0.22 for Alq3, −0.53 for NPD
and 0 for CBP.

Here we give a short overview of the main reasons which lead to charge rearrangement
at the interface. It is this charge rearrangement which leads to a electrostatic potential
difference ∆ across the interface. In the literature, ∆ is also called the interface dipole,
the change of the work function of the substrate or the shift of the vacuum level. All
these definitions are correct and we use them alternatively. No unique picture however
exists about different factors which determine this interface dipole, and thus energy level
alignment. Different authors emphasize different mechanisms and the full complexity of
the phenomena just starts to be addressed. Therefore some of the mechanisms which will
be described here are not independent of each other but represent a different intuitive
picture of the physics of the charge rearrangement at the interface and the resulting
modification of the energy level alignment.

Induced density of interface states (IDIS) model and charge transfer [11, 12]. This
mechanism is quite transparent and its name originates from a similar mechanism which
governs the energy level alignment at the metal-inorganic semiconductor interfaces. It
applies to systems for which, on one hand, the coupling between molecular orbitals and
metallic states is present, but, on the other hand, it is weak enough so that perturbative
treatment is valid. The way of thought is as follows. Let the molecular levels described
by an index i couple weakly to the metallic states ν, and let Tiν be the coupling terms
in the Hamiltonian (also called the hopping terms). The metallic states will broaden the
molecular levels (Fig. 5.1a). This can be described quantitatively as the self-energy of the
molecular levels due to coupling to the continuum of states in the metal:

Σi (E) =
∑

ν

|Tiν|2Gν (E) , (5.3)

Gν (E) being the Green’s function of the metal states. Local density of states D (E)
projected on molecular levels can then be expressed as the sum over partial local densities
of states:

D (E) = − 1

π

∑

i

= 1

(E − Ei) − Σi (E)
, (5.4)

Ei being the energy eigenvalue of the isolated molecule. All terms in Eq. (5.3) and thus
also Eq. (5.4) can be evaluated within the Kohn-Sham scheme. Charge neutrality level
(CNL) is defined as the energy level ECNL for which the integrated number of electrons
of the molecule coupled to the metal is the same as that in the isolated molecule:

∫ ECNL

−∞
D (E) dE = N. (5.5)

Let DCNL be the local density of states at the charge neutrality level DCNL = D (ECNL)
and let us assume for further discussion that the density of states is constant in some
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Figure 5.1: Induced density of interface states (IDIS) model. (a) A metal with a work
function Φm and a molecule with discrete energy levels far apart; (b) Coupling of the
molecular levels to the metal states leads to the broadening of the former; charge neutrality
level CNL is defined via Eq. (5.5); (c) equilibration of chemical potential leads to a charge
transfer and the formation of the interface dipole ∆. In this specific case ∆ > 0.

energy range of interest (Fig. 5.1b). Furthermore, let δ be the distance of the molecule
to its image in the metal, and Axy the area per molecule in the monolayer. Charge
transfer ∆N to the molecule leads to the difference in the electrostatic potentials across
the interface, which together with the condition that the chemical potential is the same
in the molecule and in the metal allows one to calculate the derivative of the interface
dipole as a function of the metal work function:

SD =
d∆

dΦm
= − e2δDCNL

e2δDCNL + ε0Axy
. (5.6)

The derivative of the εFv as a function of the metal work function, i.e. SB, can be obtain
from the “sum rule”:

SB =
dεvF
dΦm

= 1 + SD =
ε0Axy

e2δDCNL + ε0Axy
. (5.7)

The derivation of these formulas is given at the end of the present chapter. Formulas
(5.7) and (5.6) are very useful since they connect two important parameters of the metal-
molecule interface: density of states at the charge neutrality level and changes of interface
dipoles (and positions of molecular levels with respect to the Fermi level) as a function
of the metal work function. Parameters SB and SD can be measured experimentally,
and therefore DCNL can be evaluated from experimental data. Even though the formulas
are approximate and phenomenological (they involve, for instance, an often unknown
parameter δ), they provide useful insight when the discussed mechanism of energy level
alignment is the dominant one.

Reduced metal work function (“push-back” or “pillow effect”) [13, 6]. At the metal
surface electrons spill out into the vacuum giving rise to an intrinsic electrostatic surface
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Figure 5.2: “Push-back” effect. (a) Electrons spill out into the vacuum at the surface
of the metal. The created electrostatic dipole contributes to the work function of the
bare substrate [13]. (b) Closed-shell adsorbates push the metal electrons back into the
bulk because of the Pauli repulsion, thus reducing the work function of the substrate [6].
Horizontal axis is a direction perpendicular to the surface z, vertical axis is electron
density n (z).

dipole. For the jellium model within the LDA approximation this was demonstrated in
the seminal paper of Lang and Kohn in the 70s [13] (Fig. 5.2a). This dipole is substrate-
dependent and contributes to the total work function of the metal surface. When the
closed-shell molecule adsorbs on the metal, it pushes the metal electrons back into the
bulk reducing the spill-out and also reducing the work function of the combined system
(Fig. 5.2b). The physical reason behind such a behaviour is Pauli repulsion between
electrons in the closed-shell molecule and electrons at the metal surface, arising because
of the orthogonality constraints [14] (similar the the He2 case, see Chapter 2). Even
though it is impossible to tell which electrons belong to the metal and which to the
molecule, such an intuitive picture was proposed by Crispin et al. [6] from the detailed
investigation of the experimental data. Analysis of closed-shell adsorbates, like Xe, on
metal surfaces has shown that the contribution of the push-back effect to ∆ is always
negative and varies in the range −0.4 ÷−0.6eV for different noble metal surfaces.

Polarization of the adsorbate [15]. This effect is closely related to the push-back effect.
In practice they are indistinguishable. Push-back effect reveals the influence of the closed-
shell molecule on the electronic structure of the metal. Let us now consider the opposite,
i.e. the effect of the surface potential on the electronic structure of molecule (we assume
weak interaction). Figure 5.3 shows the electrostatic surface potential perpendicular to
the surface. This potential oscillates in the bulk and then rises to a constant value, called
the vacuum level. The position of the adsorbate plane is zad. The electric field E at the
position of the adsorbate zad is

E = −
(
dV

dz

)

zad

. (5.8)

Let α be the polarizability of the adsorbate. Finite electric field leads to a polarization of
the molecule, and the induced electric dipole can be written as

∆µ = αE , (5.9)
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Figure 5.3: Polarization of an adsorbate by an attractive surface potential. (a) Electro-
static potential of the metal surface V (z) as a function of the vertical coordinate z. The
potential oscillates in the bulk, and then increases to the vacuum level VL. EF is the
Fermi energy of the metal, zad is the plane of the adsorbate. There is a finite electric field
E at z = zad. (b) Electric field E polarizes the adsorbate and leads to the accumulation
of electron charge on the metal side and depletion of electron charge on the vacuum side.
This contributes to a decrease of the work function Φm of the substrate, i.e. ∆ < 0.
The example shows a polarization of the π-type state of some aromatic molecule. (c) An
example of the actual calculation, illustrating the polarization effect: Xe adsorbed on the
jellium surface (taken from Ref. [15]).

This induced electric dipole leads to a change of the work function of the substrate. It is
easy to realize that polarization of the adsorbate contributes to the work function decrease,
because the polarizing electric field leads to the accumulation of electron charge on the
metal side and depletion of electron charge on the vacuum side (Fig. 5.3). According to
the theorists’ joke, “metal is always more electronegative than vacuum”.

Molecules with permanent dipole moments [16]. When molecules which have an in-
trinsic electric dipole moment are adsorbed on the surface, it also leads to an electrostatic
potential difference across the interface. This happens, for example, in the case of self-
assembled alkane-thiol monolayers. De Renzi et al. [16] have shown that the interface
dipole in these system arises mainly from the intrinsic dipole moments of methyl-thiol
(MT) molecules.

Chemical interactions [17]. So far, the interaction of the molecule with the surface
was considered to be weak. In this case the interaction between the subsystems is only a
perturbation to their electronic structure and one can still think in terms of subsystems,
for instance consider the influence of the substrate potential on the molecule, speak about
charge transfer from the metal to the molecule, etc. In most systems interactions are
indeed not very strong. However, for strongly interacting system such a subdivision is no
longer meaningful. In this case new electronic states can be formed, which can sometimes
lie in the gap of molecular states. This usually occurs for contacts of molecules with
reactive metals, such as Ti or Pb [17] (Fig. 5.4). No general conclusions can be drawn
about the influence of such interactions on the electrostatic dipole at the interface. The
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Figure 5.4: Formation of hybrid interface electronic states at reactive metal - PTCDA
contact, revealed by UPS measurements (from Ref. [17]). In the case of strong interactions,
hybrid states can be formed in the energy gap of the organic material.

electrostatic dipole varies greatly from system to system.

Band bending. The previous contributions to the interface dipole arise at the direct
contact between the metal and the organic material. All these contributions originate
from a change in the ground state electronic structure. In principle, all the previous
terms can be treated together by electronic structure methods. There is however one
more contribution which arises for higher temperatures and can play an important role for
thick films. Due to disorder and interactions between the molecules, LUMO and HOMO
states of molecules are broadened in the bulk crystal (Fig. 5.5a). At finite temperatures,
the LUMO is populated by electrons and the HOMO is populated by holes. Screening
due to these mobile carriers in the organic semiconductor leads to a band bending at the
interface, which naturally affects the energy level alignment [7].

5.2 DFT Calculations

In this section, DFT calculation of the isolated copper octaethylporphyrin will be pre-
sented.

The structural formula of CuOEP is shown in Fig. 5.6. This molecule is composed
of a copper porphine central part and eight alkyl side groups (“legs”) attached to the β
positions of the porphine ring. Due to the rotations of these groups around the single
C-C bonds, many conformations of this molecule exist. Fig. 5.7 shows five symmetric
conformers. The symmetry group, the side view, the top view, as well as the schematic
representation is shown. Open square corresponds to the porphine central ring, open
circles correspond to the alkyl “legs” pointing upwards, filled circles correspond to the
alkyl “legs” pointing downwards. For the sake of convenience, we label the conformers
P1, P2, etc.
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Figure 5.5: Band bending in an organic semiconductor. (a) Density of states in the
molecular solid. Due to interactions between molecules and/or disorder, the HOMO and
the LUMO states are broadened. At room temperature, there is a finite density of mobile
charge carriers in those states. (b) Screening due to mobile carriers in the organic leads
to a band bending at the interface. The example shows band bending in CuF4Pc and
CuF16Pc as determined from XPS measurements [7].

Figure 5.6: Structural formula of the copper octaethylporphyrin.
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Comformer P1 P2 P3 P4 P5

Symmetry C4v CS C2v C2h D4

Etot [Ha] −1813.36546 −1813.36556 −1813.36573 −1813.36554 −1813.36557

Erel [meV] 7.2 4.5 0 5.1 4.2

p [D] 0.45 0.30 0 0 0

Table 5.1: Calculated properties of five high-symmetry conformers of CuOEP. Etot is the
total energy, Erel is the energy relative to the most stable conformer, p is the electrical
dipole moment. Conformers P3, P4 and P5 have no net dipole moment.

Density functional calculations were performed with the commercial Gaussian 03 pack-
age [18]. D95V double-zeta basis set was used for light atoms (H, N and C), while 1s
states of the Cu atom were replaced by an analytic pseudopotential (sometimes called
effective core potential in quantum chemistry), and the basis set of double-zeta quality
was used for higher lying states. Hybrid functional B3LYP is a functional of choice for
isolated molecules, and this functional together with the above mentioned basis set was
used to optimize geometries of the five conformers of CuOEP shown in Fig. 5.7. The
total energies, relative energies, and electric dipole moments of the five conformers are
summarized in Table 5.1. The energy differences between the various conformers is of
the order of meV. This is a very small difference. However, this small difference had to
be expected in DFT. The differences in energies between different conformers of large
organic molecules usually arise due to non-bonding van-der-Waals interactions, which are
not properly grasped by DFT. We show in Fig. 5.8 the Kohn-Sham densities of states
(DOS) of the five different conformations of CuOEP. As expected, the frontier orbitals
are not affected by the rotations of the alkyl side groups. This is logical, since, as will
be discussed below, the frontier orbitals of porphyrins are of the π type and are located
on the central porphine ring with no weight on the peripheral side groups. In contrast,
the orbitals which have substantial weight on the alkyl side groups, are slightly affected
by the rotations of these groups, for example, orbitals which are about 5 eV below the
HOMO (Fig. 5.8). The conformation that the molecule will assume in the real physical
system will be determined by the interaction with the environment. This is a conclusion
we make keeping in mind the smallness of differences in energies between different con-
formers. In fact, it is known that CuOEP assumes the P4 conformation (Fig. 5.7) in the
solid phase [19]. STM measurements of Ramoino et al. showed that when adsorbed on
the metal surface, the molecule assumes the P1 conformation [20]. All the subsequent
calculations therefore were performed for this particular conformation. The top and side
views of the conformer P1 are plotted in Fig. 5.9.

Let us analyze the electronic structure of CuOEP in a little bit more detail. We have
plotted the energy spectrum of the CuOEP molecule in the P1 conformations together
with the 3D views of the corresponding orbitals in Fig. 5.10. P1 conformer belongs to
the C4v symmetry group and thus all the states are labelled according to the irreducible
representations of this group. The inversion symmetry of the central porphine ring is
removed by the eight alkyl “legs”. The HOMO of CuOEP is composed of two near-
degenerate states of a1 and a2 symmetries, and the LUMO is made of two degenerate
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Figure 5.7: Five high-symmetry conformers of CuOEP. Bottom row - top view, middle row
- side view, top row - schematic representation: open square corresponds to the porphine
ring, open circles correspond to the alkyl “legs” pointing upwards, filled circles correspond
to the alkyl “legs” pointing downwards. The symmetry group of each conformer is also
indicated.

orbitals of e symmetry, in accordance with the Gouterman’s picture of the frontier orbitals
of porphyrins [21] and other calculations [22, 23]. For copper porphyrins, in addition, a
state of a b1 symmetry state derived from the Cu dx2−y2 state belongs to the LUMO
manifold. Also indicated in Fig. 5.10 is the mid-gap position of CuOEP, defined as:

µ =
εHOMO + εLUMO

2
(5.10)

We have seen in Chapter 4 that the midgap position of the molecule is a useful quantity.
Mid-gap positions for NTCDA and PTCDA were found to be −5.9eV and −5.6eV, re-
spectively, and they correlated with electron accepting properties of those molecules. The
mid-gap position of CuOEP is found to be −3.9eV. We have also estimated the mid-gap
position using the formula:

µ′ = −IP + EA

2
, (5.11)

where IP and EA are, as before, ionization potential and electron affinity of the molecule.
The ionization potential was calculated according to equation

IP = E (N − 1) − E (N) , (5.12)

and the electron affinity according to equation

EA = E (N) − E (N + 1) . (5.13)
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Figure 5.8: Calculated B3LYP Kohn-Sham spectra of 5 different conformers of CuOEP.
Rotations of the alkyl “legs” around single C-C bonds do not affect the π-type frontier
orbitals of CuOEP.
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p

Figure 5.9: The structure of the P1 conformer of CuOEP molecule: top view (above)
and side view (below). In this particular configuration with all ethyl ”legs” pointing up,
CuOEP possesses a small calculated electric dipole moment p ≈ 0.45D.

p [D] IP [eV] εHOMO [eV] EA [eV] εLUMO [eV] µ [eV] µ′ [eV]
0.45 7.22 −5.11 0.6 −2.16 −3.9 −3.6

Table 5.2: Calculated properties of the isolated CuOEP molecule in the assumed adsor-
bate configuration (conformer P1): p - dipole moment, εHOMO and εLUMO - Kohn-Sham
eigenenergies of the frontier orbitals, IP - ionization potential, EA - electron affinity, µ
and µ′ - midgap positions, calculated according to Eqs. (5.10) and (5.11), respectively.

Above, E(N − 1), E(N) and E(N + 1) are the total energies of the cation CuOEP+1,
the neutral molecule, and the anion CuOEP−1, respectively. A value µ′ = −3.6eV was
obtained. The results of the calculation for the P1 conformer are summarized in Table
5.2.

Dependence on the functional. In addition to the B3LYP functional, we have calculated
the Kohn-Sham spectra of CuOEP using another hybrid functional, B3PW91, as well as
pure GGA functionals BLYP and PBE. Densities of states for these four functionals are
shown in Fig. 5.11. There are two major differences. First, pure GGAs predict that the
unoccupied b1 state derived from the Cu dx2−y2 state is lower in energy than the π-type
degenerate e states. Second, the band gap is smaller in the case of pure GGAs. We must
stress again, that the Kohn-Sham spectra are not the spectra of electronic excitations.
Calculations show that even though PBE and BLYP predict the b1 state to lie below the
e states in the neutral CuOEP, the order is reverse in the anion CuOEP−1. This means,
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Figure 5.10: The computed DFT-B3LYP eigenvalues (left) and top views of CuOEP with
superimposed frontier orbitals (right). The midgap position is indicated by a dashed
horizontal line.

that an added extra electron occupies the e state rather than the b1 state. This is also
true for hybrid functionals. The discrepancy between the pure and the hybrid functionals
in description of the b1 state originates from the spurious self-interaction errors in local
density approximation [24].

5.3 Ultraviolet photoemission spectroscopy

Ultraviolet photoelectron spectroscopy (UPS) is a technique which is based on the pho-
toelectric effect. Photoelectric effect (or, photoeffect, for short), was discovered in 1887
by H. Hertz and the quantum theory of it was formulated by A. Einstein in 1905. In pho-
toemission spectroscopy, the investigated material is irradiated with a monochromatic
ultraviolet light with frequency a ω. If the work function of the sample is Φ, the ejected
electrons (called photoelectrons), have a kinetic energy:

Ekin = ~ω − Φ − Eb. (5.14)

Here Eb is the binding energy of electrons in the solid with respect to the Fermi energy
(in this chapter we deal only with metallic systems). In Fig. 5.12, left, the principles of
UPS are illustrated. The electronic states in the metal are distributed according to the
total density of states, and all the states up to the Fermi level are occupied (the shaded
region). A quantum of light with an energy ~ω is incident on the solid. If we neglect
all the inelastic processes, the kinetic energy of the emitted electrons will be given by
the Eq. (5.14). Under an assumption that the photon absorption cross section does not
depend on the energy of the emitted electrons, the distribution of the kinetic energies of the
emitted photoelectrons will resemble the density of states in the metal (this is not exactly
true due to the so-called final state effects). Thus UP spectra provide useful information
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Figure 5.11: DOS of the isolated molecule calculated using pure GGA functionals BLYP
and PBE (top panel) and hybrid functionals B3LYP and B3PW91 (bottom panel). The
gap is smaller for pure functionals. Also the unoccupied b1 state, derived from the Cu
dx2−y2 state, is lower in energy than the two e states for pure functionals.
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Figure 5.12: The principles of ultraviolet photoemission spectroscopy (left) and inverse
photoemission spectroscopy (right).

about density of states inside the solid. Only occupied states can be monitored with
UPS because of the nature of the photoemission process. The unoccupied states can be
monitored using a complementary technique - inverse photoemission (Fig. 5.12, right).

The presented picture of UPS is oversimplified. In reality Eq. 5.14 is not completely
correct and should be slightly modified. In fact, not only the work function of the sample,
but also the work function of the detector plays a role. Thus, in principle,

Ekin = ~ω − Φ − Eb + ∆E, (5.15)

where ∆E is (generally) an unknown constant. Besides the elastic processes, inelastic
electron-electron collisions occur in the metal. An electron, which acquires additional
energy after an absorption of the photon, can loose it to other electrons through inelastic
collisions and only then leave a solid. These electrons are called secondary electrons.
Some electrons loose all their kinetic energy and never reach the surface. A small fraction
of the secondary photoelectrons after many collisions leave the metal but have almost zero
kinetic energy at the surface of the solid. To detect them, a potential V is applied between
the sample and the detector. Let us look at Fig. 5.13. The largest kinetic energy electrons
are those that originate from the Fermi level and do not loose any energy through inelastic
collisions. In the detector, the kinetic energy of those electrons is:

Emax = ~ω − Φ + eV + ∆E. (5.16)

The smallest kinetic energy electrons are those that have zero kinetic energy at the surface
of the sample. The kinetic energy of those electrons in the detector is:

Emin = eV + ∆E. (5.17)
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Figure 5.13: The principles of work function measurements with UPS. Φm is the work
function of the sample, V is the retarding potential, W is the spectral width, ~ω is the
photon energy, Emax and Emin are maximal and minimal kinetic energies of electrons
reaching the spectrometer.

In both Eq. (5.16) and Eq. (5.17) ∆E is the same, and V is an additional potential
(sometimes called the retarding potential) to ensure that all secondary electrons reach
the detector. Subtracting Eq. (5.17) from Eq. (5.16) one obtains:

Emax − Emin = ~ω − Φ. (5.18)

The quantity W = Emax−Emin is called the spectral width. The work function can then
be determined:

Φ = ~ω −W. (5.19)

This equation is used to determine the work function of the solid. An unknown quantity
∆E (which we do not even show in Fig. 5.13) now longer appears.

Formula (5.19) is also valid for surfaces covered with adsorbates. Measuring the whole
width of the UP spectra for adsorbate-covered surfaces allows to determine the work
function of the solid Φ′, and thus the change of the work function caused by the adsorption
of molecules:

∆ = Φ′ − Φm. (5.20)

Here Φm is the work function of the clean metal surface.

5.4 UPS Results

Three metal surfaces were used in this study: Ag(001), Ag(111) and Cu(111). First,
the UP spectra of bare metal surfaces were recorded. Afterwards, the UP spectra were
measured as a function of CuOEP coverage. This allowed to monitor the change of the
work function under deposition of the molecules. The low binding energy spectra of
CuOEP at saturation coverage, together with the UP spectra of bare metal substrates,
are presented in Fig. 5.14. Two sets of molecular states are clearly resolved in the spectra.
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Figure 5.14: The low binding energy part of the UP spectra of CuOEP adsorbed on
Ag(001), Ag(111) and Cu(111) at saturation coverage. Dashed lines - bare metal surfaces,
full lines - multilayers of CuOEP at saturation coverage. The vertical dashed lines indicate
the approximate positions of the HOMO and HOMO-1 states of CuOEP.

These are the HOMO and HOMO-1 states. As it was already mentioned, the HOMO, as
well as the HOMO-1, consist of more than one state of similar energies. From the spectra
in Fig. 5.14 the positions of the HOMO with respect to the Fermi energies, εvF , can be
deduced. For a more meaningful comparison with the published gas phase data [25], we
use the positions of the maxima of the HOMO peaks as reference energies. In the organic
electronics literature, the top of the HOMO band is more frequently used instead.

The evolution of the UP spectra under the deposition of CuOEP is presented in
Fig. 5.15. The shift of the secondary electron low-energy peak towards smaller kinetic
energies is clearly seen. The work functions of the substrates as a function of the CuOEP
coverage are calculated from the spectra. The changes ∆ with respect to the work func-
tion of the bare substrate are depicted in Fig. 5.16. For all the three substrates ∆’s are
negative, i.e. deposition of the organic reduces the work function of the metal substrate.
Initially work functions decrease linearly as a function of CuOEP coverage θ, but then
saturate for θ > 2 (Fig. 5.16). The decrease at saturation is about 0.85eV for the Ag(001)
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Surface Φm ∆ εvF IP1 IP2

Ag(001) 4.55 −0.85 −2.3 5.9 7.0
Ag(111) 4.62 −1.10 −2.2 5.7 6.8
Cu(111) 5.10 −1.30 −1.8 5.5 6.7

Gas phase [25] - - 6.5 7.6

Table 5.3: Summary of the UPS results at the saturation coverage. Φm is the metal work
function, ∆ is the work function shift at saturation, εvF is the position of the HOMO level
with respect to the Fermi energy, IP1 and IP2 are the first and the second ionization
potentials of the molecular film.

substrate, 1.1eV for Ag(111), and 1.3eV for Cu(111).
The results obtained from the UP spectra are summarized in Table 5.3.

5.5 Discussion

Ionization potentials and screening. First we discuss the ionization potentials (IPs) of the
molecular films. These can be deduced from the following formula:

IP = ~ω − EHOMO + Emin, (5.21)

which is analogous to Eq. 5.19. Here EHOMO is the kinetic energy at the center of the
HOMO peak, Emin is, as before, the secondary-photoelectron kinetic energy cutoff, and
~ω is the photon energy. We find that the measured ionization potentials of the saturated
organic films are slightly different on the three substrates (Table 5.3): 6.0 ± 0.2 eV for
Ag(001), 5.7± 0.2 eV for Ag(111) and 5.6± 0.2 eV for Cu(111). The ionization potential
of the CuOEP in vacuum was measured in 70s by Kitagawa et al. [25]. As was discussed
previously, the HOMO of the porphyrins consist of two nearly degenerate energy levels.
These can be resolved in the gas phase. Kitagawa et al. [25] obtained ionization energies
of 6.31eV and 6.72eV for these two states. These two states appear as one broad peak in
the Basel condensed-phase experiments (Fig. 5.14). For a reasonable comparison, we use
an average of the two above mentioned gas-phase values, i.e. 6.5eV. The first conclusion
which can be drawn is that the ionization potentials of the molecular films are smaller
than the gas phase value (5.6 − 6.0eV vs. 6.5eV). The reasons for this are well known
and are thoroughly analyzed in the literature [26, 27]. When the photohole is created on
some certain molecule in the crystal, the surrounding molecules screen the created positive
charge. In the end, the positively charged molecular ion is stabilized due to electrostatic
interactions (electronic screening). The resulting stabilization energy is also called the
polarization energy and is usually labeled P+ (see Fig. 5.17a). The measured ionization
potential in the solid state is therefore smaller than the ionization potential of the isolated
molecule:

IPbulk = IP − P+. (5.22)

Screening by surrounding molecules is basically a bulk phenomenon. However, the ion-
ization potential of the molecule in the solid is not easily accessible experimentally. UPS
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Figure 5.15: Evolution of the UPS spectra for the three different surfaces upon deposi-
tion of CuOEP. Spectral widths W and work function shifts at saturation ∆ are shown.
Spectra for different CuOEP coverage is shifted in vertical direction for clarity, and the
UP spectrum of the bare metal surface is shaded. Insets show the spectra of the bare
metal surfaces near the Fermi edge.
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is a surface-sensitive technique and only molecular layers which are close to the surface
are probed. This also means, that the resulting photohole is only partially screened (Fig.
5.17b). The measured ionization potential of the molecules at the surface of the molecular
crystal is:

IPsurf = IP − ηP+. (5.23)

The parameter η accounts for a partial screening. η = 1 corresponds to bulk screening,
η = 0 corresponds to no screening. At the surface 0 < η < 1. For thin molecular layers
on metallic substrates, screening due to the conduction electrons in the metal underneath
can also be appreciable (Fig. 5.17c). Quantitatively, this was analyzed by Gadzuk in
the context of XPS [28] and by Tsiper et al. in the context of thin organic films [29].
The latter authors employed a microscopic model to study the screening of the photo-
hole in the topmost molecular layer as a function of the thickness of the molecular film.
The screening was found to be as large as 1.0eV for the molecules in the one-monolayer
film. Polarization energy decreases to less than 0.1eV for the outer molecules in the five-
monolayer film. Since saturation coverages which are used to determine the ionization
potentials are at least 5ML in our case (Fig. 5.16), we can neglect the screening due
to metallic electrons. Thus, the reduced ionization potential is mainly due to electronic
screening of the surrounding molecules at the surface of the organic film (Fig. 5.17b). The
typical values of ηP+ in Eq. (5.23) were found to be around 0.8eV [27] for a wide range of
different organic molecules. Our measurements give ηP+ = 0.5 ÷ 0.9eV, and these values
are consistent with previous estimates.

LEED patterns [30] reveal that CuOEP films on each of the two silver surfaces have a
specific lateral periodicity which is quite different from the packing in the bulk molecular
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Figure 5.17: Screening of the photohole: (a) Due to electronic polarization of the sur-
rounding molecules, ionization potential of the molecule is smaller by P+ in the bulk than
in vacuum; (b) at the surface of the organic crystal, the screening is incomplete - ioniza-
tion potential is reduced by ηP+ with 0 < η < 1; (c) for molecules in thin films screening
due to electrons in the metal also lead to a decrease of the measured ionization potential.
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Figure 5.18: Left: position of the HOMO of the organic film with respect to the Fermi
level εvF as a function of the substrate work function Φm. Right: interfacial dipole at
saturation ∆ as a function of the substrate work function.

crystal [19]. On the Cu(111) surface no lateral order at saturation coverage is observed.
The different experimental values of IPs might be therefore due to the differences in the
local environments of the molecules. A small dependence of the ionization potential of
the molecular film on thin film morphology was already observed previously for 4,4’-N,N’-
dicarbazolyl-biphenyl (CBP) on Au, Ag, and Mg by Hill et al. [5].

Work function shifts. The measured dependencies of ∆ and εvF on the work function of
the substrate, which were presented in Table 5.3, are plotted in Fig. 5.18. Least-squares
linear fits were used to extract the values of the interface slope parameters, SD (Eq. 5.1)
and SB (Eq. 5.2). We have obtained: SB ≈ 0.87, and SD ≈ −0.68. A small dependence of
the ionization potential on the substrate leads to a violation of the “sum rule” SB−SD = 1.
In the introductory section of this chapter we have discussed too limiting cases of metal-
organic interfaces: the case SD = −1 corresponds to the Fermi level “pinning” or the
metallic interface, while thaw case SD = 0 corresponds to the vacuum level alignment. In
our case, as for the other systems, the obtained value (SD = −0.68) is between these two
extremes.

At the end of this Chapter, we evaluate different contributions to the interface dipole
at the CuOEP-metal interfaces. Let us focus only on the first monolayer. The corre-
sponding dipoles for the 1ML coverage are −0.6eV, −0.7eV, and −1.0eV for the Ag(001),
Ag(111), and Cu(001) surfaces, respectively. As we have discussed in the first section of
this Chapter, the electrostatic dipole at the interface between the metal and the organic
semiconductor is composed of several contributions. As a first approximation, we can
write:

∆ = ∆met + ∆pol + ∆dipole + ∆CT , (5.24)

where ∆met is the contribution from the push-back effect, ∆pol is the contribution from the
polarization of the adsorbate, ∆dipole comes from the intrinsic dipole moment of CuOEP,
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and ∆CT is the charge transfer part (as described by the induced density of interfaces states
model). For Xe on silver and copper surfaces the first two contributions are ∆met+∆pol ≈
−0.6..−0.4eV. For more polarizable adsorbates, like CuOEP, this part can even be larger.

The contribution from the intrinsic dipole moment of the molecules can be evaluated
using the Helmholtz relation:

∆dipole =
∆µ

ε0Axy
.

The areas per molecule are known from LEED experiments [20]. CuOEP adsorbed on
the metal surface assumes a configuration with all alkyl “legs” pointing up (Fig. 5.9),
and the dipole moment in such a configuration is 0.45eV with alkyl “legs” being slightly
positively charged, and the porphine ring carrying some effective negative charge. The
corresponding contributions ∆dipole are about −0.1eV for all three surfaces.

The chemical potential of the molecular solid is approximately equal to the midgap
positions, i.e. µmol ≈ −3.6eV. The chemical potential of the metal with respect to the
vacuum level close to the surface is µmet = −Φm (see Table 5.3). In all cases µmet < µmol,
and thus charge transfer from the molecule to the metal can also be expected. This
would yield ∆CT < 0. However, for this to happen, metal-induced density of states at the
midgap position should be large enough (Fig. 5.1). In other words, coupling of molecular
states to the metallic states should be strong enough. This is unlikely in our case, since
low-binding energy UP spectra show (Fig. 5.14) that occupied molecular states are quite
far from the Fermi level and have widths smaller than 1eV. We therefore conclude that
the charger-transfer contribution to the interface dipole is small.

5.6 Derivation of SD in the IDIS model

In this section we derive the expression of the interface slope parameter in the IDIS
(induced density of interface states) model, Eq. (5.6).

Let us first assume that the monolayer of molecules is interacting with a metal with a
work function Φm1 (Fig. 5.19, left). Let us assume also for simplicity that for this partic-
ular work function of the metal Φm1 the vacuum level alignment rule holds, that is, the
charge neutrality level of the molecule is aligned to the metal Fermi level (this assump-
tion does not change the general result obtained below but simplifies the derivation). The
density of states on the molecule is assumed to be constant, D, and independent of the
metal work function. The distance from the monolayer to the metal is δ, and Axy is the
area per molecule. Now let the molecule interact with a metal which has a different work
function, Φm2 (Fig. 5.19, right). Let us work out the case when the metal work function
is larger, i.e. Φm2 > Φm1. In equilibrium, the chemical potential in the molecule must
be the same as that in the metal. To fulfill this, ∆N electrons flow from the molecule to
the metal. This change of an electron charge on the molecule leads to a potential energy
drop, ∆. We see from Fig. 5.19, right, that the amount of electrons transfered from the
molecule to the metal can be written as:

∆N = (Φm2 − Φm1 + ∆)D = (∆Φm + ∆)D (5.25)
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(potentials are in energy units). Here we assume ∆ < 0, ∆Φm = Φm2 − Φm1 > 0, and
∆N < 0. Condition (5.25) is the condition of equilibration of chemical potentials, which
we assume. On the other hand, the drop in electrostatic potential is related to the change
in electron number on the molecule via Gauss’s theorem:

∆ = −e
2∆Nδ.

ε0Axy
(5.26)

Combining Eqs. (5.25) and (5.26) gives:

(
ε0A

e2δD + 1

)

∆ = −∆Φm. (5.27)

From here we can derive the quantity of interest:

SD =
d∆

dΦm
= − e2δD

e2δD + ε0Axy
. (5.28)

The latter equation can be re-written as

SD = − DEC
DEC + 1

, (5.29)

EC being twice the energy needed to charge a capacitor with the capacitance C = ε0Axy/δ
with a elementary charge e:

EC =
e2δ

ε0Axy
. (5.30)

5.7 Conclusions

In this chapter we have studied the interfacial electronic properties of copper octaethylpor-
phyrin adsorbed on Ag(001), Ag(111) and Cu(111) single crystal surfaces. On all of these
substrates a lowering of the work function upon molecular adsorption has been found. The
surface-dependent work function shifts are slightly larger than for tetraphenylporphyrins
on metallic substrates [1]. Ethyl substituents allow for a direct contact of the porphine
ring and the metallic surface, thus ensuring a stronger interaction. On the contrary, more
bulky phenyl groups do not allow for such a contact. This is an interesting demonstration
of the effect of side groups on the energy level alignment at the organic-metal interface.
We have estimated different contributions to the interface dipole and concluded that it
is dominated by polarization and push-back effects, while charge transfer contribution
should be smaller. The discussion of the origin of the observed work function change
shows the inherent difficulties to extract the different contributions to it. Finding a prac-
tical recipe to determine the magnitude of all physically relevant terms would greatly help
for the general understanding of organic-metal interfaces.
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Figure 5.19: Derivation of the slope parameter in the induced density of interface states
(IDIS) model. Left : metal with a work function Φm1 (Me) interacting with a monolayer
of organic molecules (O). For this specific value of Φm1 the vacuum-level alignment rules
holds. Right : metal with a work function Φm2 interacting with a monolayer of organic
molecules. ∆N electrons are transfered from the molecule to the metal, which leads to a
formation of an interface dipole ∆.
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Chapter 6

Conclusions and outlook

In this Thesis we presented studies of two aspects of the adsorption of organic molecules
on noble metal surfaces: site-selective adsorption and energy level alignment.

In Chapter 1 we have described the motivation to study the adsorption of large organic
molecules on metallic substrates. Relevant aspects of density functional theory (DFT),
our main theoretical tool, are reviewed in Chapter 2. Technical details of the plane-wave
implementation of DFT were presented. Test calculations show that DFT performs well
for bulk silver and copper, as well as silver and copper surfaces.

In Chapter 3 the adsorption of chlorine on the Ag(111) surface was studied as a further
test system. Our calculations are consistent with previous theoretical studies and with
available experimental results. The local adsorption site of chlorine on Ag(111) is the fcc
hollow site for all the coverages studied, but the hcp hollow site is only slightly higher
in energy. In general, the Cl/Ag(111) bond was found to be very strong, in accord with
experimental findings. Nevertheless, the adsorption energy depends very weakly on cover-
age. Adsorption of Cl is accompanied by charge transfer from the metal to the adsorbate.
Chlorine acquires about 0.2 additional electrons upon adsorption on the surface, and this
charge transfer leads to a work function increase. The dependence of the work function
on coverage is consistent with the experimental trend. The calculated adsorption-induced
dipole moments helped us rationalize the small dependence of adsorption energies on
coverage.

The site-selective adsorption of NTCDA on the Ag(110) surface is the topic of Chapter
4. Studies of NTCDA and the related molecule PTCDA on metal surfaces are interesting
because they are prototype molecules which exhibit site-selective adsorption. Further-
more, a lot of well-established experimental data is available. Our attention was focused
on lateral variation of the adsorption energy. DFT calculations of isolated NTCDA en-
abled us to understand the influence of the carboxylic anhydride side groups on the
electronic structure of the molecule. Attaching such side groups to the naphthalene core
lowers the HOMO and the LUMO energies of the molecule by about 2 eV, making it an
electron acceptor. Electron accepting properties play an important role in site-selective
adsorption. Large-scale DFT calculations showed that charge transfer from the metal
to the molecule happens upon adsorption. The resulting electron density redistribution
is responsible for the preference of specific local adsorption configurations. A similar
mechanism is likely responsible for the site-selective adsorption of many other aromatic
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electron-acceptor molecules with electronegative side groups on noble metal surfaces.
In Chapter 5, the energy level alignment of copper octaethylporphyrin (CuOEP) on

three noble metal surfaces was studied. First, a review of different mechanisms that lead
to a deviation of the vacuum level alignment rule was discussed. In-house ultraviolet pho-
toemission results are presented and analyzed in the light of those different mechanisms.
We could conclude that the dipole at the interface of CuOEP with noble metals is domi-
nated by the push-back and polarization effects, while the charge transfer contribution is
much smaller.

The field of aromatic molecules, self-assembled on metal surfaces, is an active one.
There are a lot of experimental and theoretical efforts around the world. In this Thesis
we concentrated on two particular aspects of this area of research. Apart from discussing
the screening of the photo-hole in electron photoemission experiments, we dealt with
electronic ground state properties. Even here many interesting problems remain. As
a continuation of Chapter 4, it would be useful to study the adsorption properties of
NTCDA on the other low-index silver surfaces, Ag(111) and Ag(001), as well as Cu(001),
for which experimental data exist. For less reactive surfaces like Ag(111) and Ag(001)
an approximate inclusion of dispersion forces would be highly desirable. Unfortunately,
weak van-der-Waals interactions are not properly treated in present implementations of
DFT. Further development of the so-called van-der-Waals DFT in surface science and its
application to model systems is an interesting field on its own.

A very interesting topic for further research, inspired by Chapters 4 and 5, would be
a theoretical study of work function shifts caused by an adsorption of chemically related
molecules with variable electron accepting properties. One example is copper phthalocya-
nine (CuPc), and the related fluorinated phthalocyanines CuF4Pc and CuF16Pc. Those
molecules have almost identical shapes, but change from electron donors to acceptors upon
fluorination. Experiments show a reversal of work function shifts: the interface dipole is
negative for CuPc and positive for CuF16Pc. Theoretical studies should reveal the re-
lationship among the energy spectra of the isolated molecules, the adsorption-induced
charge rearrangement, and the site-specific bonding of this class of molecules, which are
also used in organic electronics.
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