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Abstract—Modern high performance computing (HPC) sys-
tems are increasing in the complexity of their design and in
the levels of parallelism they offer. Studying and enhancing
scheduling in HPC became very interesting for two main as-
pects. First, scheduling decisions are taken by different types
of schedulers such as batch, application, process, and thread
schedulers. Second, simulation has become an important tool to
examine the design of HPC systems. Therefore, in this work, we
study the simulation of different scheduling levels. We used two
well-known simulation toolkits, SimGrid and GridSim, in order
to support two different scheduling levels, batch and application
level scheduling. Each toolkit is extended to support both levels.
Moreover, three different scheduling algorithms for each level
are implemented and their performance is examined through a
real workload dataset. Finally, a comparison for the extension
challenges of the two simulators is conducted.

I. INTRODUCTION

Modern HPC systems offer parallelism at different levels
starting from multiple cores at the CPU level to multiple
computing nodes at the cluster level. Thus, there is a differ-
ent type of scheduling associated with each of these levels.
For instance, the batch level scheduling is associated with
the cluster level whereas the application level scheduling
is associated with the core level. It is important to study
how different scheduling algorithms at different levels can
cooperate and integrate to achieve higher utilization results.
Given the complexity of HPC systems, simulation is an estab-
lished method to examine and assess the design of different
algorithms in HPC [1]. There is a wide set of parallel and
distributed systems simulators [2], [3], [4], [5] which can be
used to simulate various scheduling algorithms of different
levels. However, to the best of our knowledge, there is no
simulator that can support more than one level of scheduling
at the same time. Hence, Simulators such as SimGrid [4]
and GridSim [2] are used for application level scheduling
and batch level scheduling, respectively. The main idea is
to study the extension challenges to use single simulation
toolkit to simulate different scheduling levels. This work is
considered as preliminary step to how to extend the available
simulation toolkits in such a way that they can be used to
simulate different scheduling levels simultaneously. Our main
contribution is to provide the necessary simulation toolkit to
examine the effect of different combinations of scheduling
algorithms at different levels on HPC systems utilization.
In this work, two well-known simulation toolkits have been

selected: Alea (GridSim based simulator) [3] and SimGrid
[4]. They are intended to simulate batch and application level
scheduling, respectively.

II. EXTENDED GRIDSIM

GridSim [2] is a Java based simulation toolkit that enables
users to simulate and model large scale distributed and parallel
systems with different configurations. The ease of use and the
reliable results of GridSim encourages many researchers to
use it, hence there are many simulators that use the GridSim
toolkit as its basis. Alea [3] is an instance of these simulators,
Alea allows the study of advanced scheduling techniques for
planning various types of jobs. it has been selected in this
work due to two reasons. First, it implements a wide range
of batch level scheduling algorithms such as first come first
serve (FCFS), earliest deadline first (EDF), and shortest job
first (SJF). Second, Alea has been successfully extended to
support application level scheduling [6]. Compared to [6],
this extension has three main advantages. First, it supports
application level scheduling while the same binaries can still
support batch level scheduling. Second, it is based on the latest
version of Alea and GridSim. Third, all changes do not affect
the Alea batch scheduling functionality.

III. EXTENDED SIMGRID

SimGrid [4] is a library that provides functionality to
simulate large-scale distributed systems. It is fast, scalable,
with small memory footprint, and simulation models are
theoretically and experimentally assessed. Application level
scheduling is simulated using SimGrid’s SimDag interface
assuming a master worker execution model. Our current
implementation supports three dynamic loop scheduling algo-
rithms: fixed size chunk(FSC), guided self-scheduling(GSS),
and factoring(FAC).To simulate batch jobs, Simbatch [5] is an
existing extension of SimGrid that extends MSG interface to
support batch scheduling. However, we chose to build our ex-
tension upon SimDag to be comparable to the application level
scheduling performance implemented in SimDag and also to
provide support for jobs with dependencies in the future. Our
extension of SimDag is built upon SimGrid v.3.13 library
and it is designed to be simple and extensible. Currently our
extension supports three BLS scheduling algorithms: FCFS,
SJF, and EDF.
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Fig. 1. Application and batch level scheduling makespan simulated by
Alea/GridSim

IV. EXPERIMENTS AND RESULTS

Two experiments have been designed to test our extension
of GridSim and SimGrid. For the application level schedul-
ing experiment, we used Lublin [7] to obtain tasks of four
applications, each application contains 1115, 4144, 16715,
65703 tasks, respectively. All tasks are independent, with
different execution length according to Lublin configuration.
For batch level scheduling experiment, we used the same two
job datasets provided by Alea in [3]. First dataset is obtained
from High Performance Computing Center North (HPC2N) in
Sweden, and it contains 3100 jobs. Second dataset is obtained
from the Czech national Grid infrastructure MetaCentrum and
it contains 17800 jobs. Figures 1 and 2 shows the makespan
obtained by running the experiments on both simulators Alea
and SimGrid, respectively.

Moreover to evaluate the efficiency of the used simulators,
we have also measured the wall clock times of the simulators
while running the experiments. Figure 3 shows the wall clock
times of both simulators in simulating application and batch
level scheduling for different problem sizes.

V. CONCLUSION AND FUTURE WORK

Both SimGrid and Alea were able to simulate both ap-
plication and batch level scheduling algorithms and obtain
comparable results. However, when it comes to scheduling
large workloads on large scale computing systems SimGrid
outperforms Alea with regards to simulator wall clock time
on application level scheduling, whereas Alea outperforms
SimGrid on batch level scheduling. The next step is to study
how to enable simulation of these two scheduling levels using
one of these successful simulator extensions.
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Fig. 2. Application and batch level scheduling makespan simulated by
SimDag/SimGrid
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