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A B S T R A C T

Heme proteins have a great impact in the protein research. Due to the unique

electronic properties of heme these proteins are abundant in nature and have a wide

range of biological functions in most of the organisms from archea to eukaryotes.

The ability of heme proteins to bind and release small molecules like CO, NO, O2

defines the variety of physiological functions and is related to the structural dynamic

properties of the protein matrix surrounding heme.

Cytochrome c oxidase (CcO) is a heme-containing protein, which performs oxygen

reduction to water as a part of the membrane complex. Cytochrome c oxidase

forms stable complex with CO in the binuclear heme a3 − CuB active site and is a

model system to study ligand binding and release. The pump-probe experiments

performed for the CcO-CO system reported the ultrafast dynamics of the CO transfer

from the heme Fe to CuB site. Molecular dynamics simulations are used to provide

the dynamic structural information during the transfer with atomic resolution. The

kinetics of the process determined from the MD simulations is a qualitative agreement

with the timescales reported in the experimental studies. The simulations show that

the transfer dynamics is ballistic. The doming of the heme Fe observed after the

photoexcitation significantly affects the probability of the heme Fe rebinding.

Myglobin (Mb) is an oxygen storage protein, the active site of which contains heme. It

allows to study the impact of the structural changes on binding and release of small

molecules. The Mb complex with NO was studied using MD simulations. The heme

doming effect observed after photodissociation makes the heme Fe less accessible to

NO and slows down the rebinding. The DFT parametrized 2A state predicts the exis-

tence of the Fe-ON minimum, which is not observable in the experiments, this might

be explained by the effect of the 4A PES, that activated during the photoexcitation and

that has lower energy for the configurations corresponding to the Fe-ON minimum.

v





A C K N O W L E D G E M E N T S

First I would like to thank my supervisor Prof. Markus Meuwly for giving me

the opportunity to work in his group. I appreciate his support and patience, and

discussions during all years of my PhD study.

I am very grateful to Juvenal Yosa Reyes, Tibor Nagy, Prashant Gupta, Pierre-Andre

Cazade, Juan Carlos Castro Palacio and Jaroslaw Szymczak for the great scientific

support and productive discussions. I would like to give special thanks to my

“godmother” and my officemate for three years in the group, Franzi Hofmann

for taking care of me when I have arrived. I thank Prashant Gupta, Juan Carlos

Castro and Juvenal Yosa Reyes for reading parts of dissertation - your comments

were extremely helpful. I enjoyed working with the members of the Meuwly group:

Tristan Bereau, Ana Patricia Gamiz-Hernandez, Lixian Zhang, Christian Kramer,

Manuela Utzinger, Myung Won Lee, Tobias Schmidt, Jing Huang, Vijay Solomon,

Florent Hedin, Nuria Plattner, Zhen-Hao Xu, Akshaya Kumar Das, Livia Glanzmann,

Pierre-Andre Cazade, Florent Hedin, Mike Devereux, Yonggang Yang, Stephan

Lutz, Jaroslav Padevet, Maurus Schmid, Ganna Berezovska, Krystel El Hage, Shampa

Raghunathan, Sebastian Brickel, Oliver Unke, Polidefkis Diamantis and Marco Pezella.

I would also like to thank Prof. Juerg Osterwalder, Michael Greif, Matthias Hengs-

berger, Luca Castiglioni and other members of the Osterwalder group at University

of Zürich for fruitful collaboration within NCCR MUST projects.

I want also to thank Prof. O. Anatole von Lilienfeld for being my co-referee for my

PhD defense.

I would like to thank my parents Tatyana and Andriy Soloviov, and my wonderful

wife Viktoria Safonova for all their love and support, for being with me during this

adventure. I want to thank Christoph Schweizer for “das produktive Tandemstudium”.

And last but not least, I want to thank all my family and friends.

vii





C O N T E N T S

1 introduction 1

1.1 A brief history of heme 1

1.2 Importance of the heme proteins 2

1.3 Dynamics: diatomic molecules and heme proteins. 4

1.3.1 Myoglobin 6

1.3.2 Cytochrome c oxidase 7

2 concepts and methods 9

2.1 Molecular Dynamics 9

2.1.1 Theoretical basis for molecular dynamics 9

2.1.2 Classical (Newtonian) molecular dynamics simulations 11

2.1.3 Thermostats and barostats 15

2.2 Force fields 19

2.3 Fitting of the multidimensional PES 23

2.3.1 Force field parametrization 23

2.3.2 Downhill simplex algorithm 25

2.3.3 Gradient-based methods 27

2.4 Kernel methods 29

2.4.1 Feature mapping 30

2.4.2 Kernels 31

2.5 Reactive FF and PES 33

2.5.1 Reactive Force fields 33

2.5.2 Empirical Valence Bond Theory 34

2.5.3 ReaxFF 35

2.5.4 Adiabatic Reactive Molecular Dynamics (ARMD) 37

2.5.5 Multi-Surface Adiabatic Reactive Molecular Dynamics (MS-

ARMD) 38

3 co transfer in the active site of cytochrome c oxidase 41

3.1 Introduction 41

3.2 Methods 43

3.2.1 Molecular Dynamics Simulations 43

3.2.2 Intermolecular interactions 44

ix



x contents

3.2.3 Photodissociation and Ligand Transfer 46

3.3 Results and Discussion 47

3.3.1 PES fitting 47

3.3.2 Dynamics of CO bound to heme a3 Fe 49

3.3.3 Free CO Dynamics 50

3.3.4 CO transfer following excitation 54

3.3.5 Validation of the CO transfer protocol 59

3.4 Conclusions 60

4 rkhs in biomolecular simulations : nitric oxide binding to

myoglobin 61

4.1 Introduction 61

4.2 Methods 64

4.2.1 Intermolecular interactions 64

4.2.2 Molecular Dynamics Simulations 67

4.3 Results and Discussion 68

4.3.1 The Fitted PES 68

4.3.2 Equilibrium dynamics of the 2A State 70

4.3.3 The 4A state 74

4.4 Summary and Outlook 75

5 structural interpretation of metastable states in mbno 81

5.1 Introduction 81

5.2 The Fe-oop, NO-bound state 85

5.3 The Fe–ON state 86

5.4 Structural interpretation of rebinding time scales 87

6 general conclusion and outlook 93

a supplementary information : co-dynamics in the active site of

cco 97

b structural interpretation of metastable states in mbno 105

b.1 Molecular Dynamics Simulations 105

b.2 Multistate PES 105

b.3 Ligand Dynamics in the Active Site 108

b.4 Rebinding Kinetics 109

b.5 Computation of the XANES spectra 109

bibliography 113



L I S T O F F I G U R E S

Figure 1 Types of simplex moves: (A) reflection, (B) expansion, (C) con-

traction, (D) shrinkage 26

Figure 2 (a) The model of the system (red - active site of interest, cyan -

protein backbone. (b) Diagram showing variables of the poten-

tial. 45

Figure 3 Optimized structure of the active site at the B3LYP/6-31G(d,p)

level for CO bound to heme-Fe. The histidine Cβ carbons and

the carbon atoms of the propionate-carboxylic groups, marked

blue, are fixed at their X-ray positions in the partial optimiza-

tions. 48

Figure 4 (a) PES based DFT points (red) and fitted potential (black) for

R = 5.2 Å. (b) The DFT energies (black circles) and the cor-

responding values of the fitted PES (red) (upper frame), and

the absolute error of the potential for each of the points (lower

frame) for R = 5.2 Å. 48

Figure 5 Probability distributions for a) Fe-bound CO and b) photodis-

sociated CO in the active site of CcO. Important residues in the

active site are labelled. The small green and brown spheres are

the heme-Fe and CuB atoms, respectively. In b) several dock-

ing sites, including the “K-path” and distal site pockets can be

distinguished. 50

Figure 6 Out of plane motion of Fe in heme a3 during free CO dynamics.

µ - expectation, σ - standard deviation 51

xi



xii List of Figures

Figure 7 (a,b,c) Localization of the free CO in the active site from 5 ns

(10 × 500 ps) simulations (a - XY plane, b - YZ plane, c - XZ

plane). Black bold solid line in YZ and XZ planes shows the

approximate linear dimensions of the heme a3. The blue circle

show the position of the heme a3 Fe, the green circle shows the

position of the CuB. (d) Infrared spectra of the free CO in the ac-

tive site of the CcO, calculated from ten 500-ps trajectories at 300

K using the three-point fluctuating charge model: the colored

lines are from the individual trajectories and the black bold line

is their average and the dashed line corresponds to the position

of the IR absorbance peak of the free CO in vacuum, calculated

using the three-point fluctuating charge model. 53

Figure 8 Probability of final states (after 5 ps) as a function of the quench

delay time (based on 1000 trajectories). θ = 0 corresponds to

Fe–CO, θ > 150◦ to Cu–CO. 55

Figure 9 Probability of Fe-Cu distances for simulations (5 ns) of Fe-

bound CO (Fe-CO) (black; µ=4.98 Å, σ=0.08 Å) and for 1000

excitation simulations showing the structural changes of the ac-

tive site (red). The quench delay times τe are reported in the

panels. 56

Figure 10 CO transfer kinetics for different quench time delays - see labels

in panels from analysis of 1000 trajectories. Main panels: black

points are averages < θ >; grey overlapping lines are the indi-

vidual trajectories, red dashed line shows the point where the

quench has been performed. Insets: ΦCu−CO is the conversion

fraction to the Cu–CO state. At t = 0, ΦCu−CO(t = 0) = 0. The

slope of ln (1−Φ) is the rate of forming Cu-CO, see text. 57

Figure 11 40 different reactive trajectories which lead to transfer for differ-

ent quench time delays. The PES for a specific Fe–Cu separation

of 5.2 Å is also reported for reference. Red lines - dynamics on

the excited state surface (CO unbound), grey - dynamics on the

ground state surface (CO bound to Cu). Green and orange areas

show the approximate contour of the termination criteria used

to validate the approach for Fe–CO and Cu–CO states corre-

spondingly, so that whenever the CO molecule is found within

the area the state is considered to be defined. 58



List of Figures xiii

Figure 12 NO-bound Myoglobin with the heme, His93 and NO ligand

in licorice and the protein in secondary structure representa-

tion. 63

Figure 13 Relevant coordinates for the energetics of bound and unbound

NO. Heme-nitrogens Na to Nd (purple) heme-Fe (green), Nε of

His93 (orange), the N and O atoms of NO molecule are blue

and red. The distance between the heme Fe and the center of

the NO molecule is R, θ is the angle between R and the NO-

molecular axis, and φ is the average angle between each of the

four heme-nitrogen atoms, the heme Fe and the Nε of the axial

His93. 65

Figure 14 Radial cuts through the PES for θ = 152.06◦ and different out-of-

plane displacements (shown in the legend). Symbols represent

the reference DFT points, solid and dashed lines are the RKHS

PES. When the NO molecule dissociates from an in-plane posi-

tion (crosses) the asymptotic energy is higher than for dissocia-

tion from an out- of-plane position (circles). The binding ener-

gies of the ligand also depend on the Fe-oop position. 69

Figure 15 PESs for the two states considered here. Black isocontours are

the RKHS-PES and red circles are the DFT reference points for

the Fe-in-plane conformation (φ = 90◦). (A) The Fe-NO bound

state, 2A, with the global minimum in a bent Fe-NO confor-

mation, the secondary minimum (Fe-ON) 20.2 kcal/mol and

the transition state separating the two states at 23.7 kcal/mol

above the global minimum. (B) The unbound, 4A, state. The en-

ergies of this state are close to those of the 2A state around the

Fe-ON conformation which may wash out this secondary mini-

mum. 70



xiv List of Figures

Figure 16 (A) The probability distribution for the Na-Fe-N-O dihedral an-

gle φ1 (see Figure 21) characterizing the orientation of heme-

bound NO with Hisδ64 (red) and Hisε64 (blue). For Hisδ64 one

prominent orientation is observed whereas for Hisε64 there are

two. (B) The averaged φ2 =CHis64

α -CoMHis64-Fe angle distribu-

tion for the two protonation states. The shoulder at φ2 = 100◦

for Hisε64 corresponds to the second state (φ1 = −90◦) in panel

(A) (and the blue orientation in the inset) and is typically occu-

pied for tens of picoseconds during the simulations. The blue

dashed line is from a single trajectory in which the two states

are more clearly separated. 72

Figure 17 (A) NO isomerization kinetics (fraction of product formed as

a function of time) on the 2A PES with (3D - red and green

for Hisδ64 and Hisε64 protonation, respectively) and without

(2D - blue and magenta for Hisδ64 and Hisε64 protonation, re-

spectively) explicitly taking into account the Fe-oop coordinate.

Fits to single and double exponentials (see text) are in solid

lines. The short (dashed green) and long (dotted green) compo-

nents describe the two processes found for Hisε64 protonation.

(B) Projections of several representative trajectories for the Fe-

ON→Fe-NO isomerization dynamics on the 3-dimensional PES

including the Fe-oop motion, superimposed on the 2A PES. The

Fe-ON state has θ = 30◦ whereas the Fe-NO state is character-

ized by θ = 150◦. 77

Figure 18 One Fe-ON→Fe-NO isomerization trajectory highlighting the

coupling between ligand and Fe-oop motion. During the time

the ligand samples regions away from the heme-Fe the iron

atom moves below the heme plane (between 95 and 100

ps). 78

Figure 19 Effective volume accessed by the NO molecule in the 4A state.

It includes the B and Xe4 states. 79



List of Figures xv

Figure 20 Averaged time dependence over a 2 ps sliding window of the

Fe-oop motion after photodissociation of the ligand and sub-

sequent dynamics on the 4A PES. The ultrafast component is

averaged out and not visible (see text) and only the two sub-

sequent, longer time scales (blue and cyan dotted curves) are

shown together with the overall fit (green solid line). 80

Figure 21 NO-bound Myoglobin with the heme, His93 and NO ligand

in licorice and the protein in secondary structure representa-

tion. 82

Figure 22 The kinetics and the corresponding exponential fits for NO re-

binding to the heme-Fe after photoexcitation. Simulations were

run for three different values of the asymptotic shift ∆. 83

Figure 23 Typical trajectories for different rebinding time scales. NO po-

sitions are shown in yellow (N) and magenta (O). (A) - the

picosecond process (τ = 1.6 ps), (B) - the 10 picosecond pro-

cess (τ = 42.1 ps), (C) - the 100 picosecond process (τ = 160.2

ps). 84

Figure 24 Top Panel: (x,y)−probability distribution function for the free

NO ligand for rebinding on the t < 15 ps (left) and t > 100 ps

(right) time scale. Middle Panel: (x,y)−probability distribution

function for the NE2 atom of His64 on the two time scales. The

two states for NE2 are labeled (A, B) and clearly distinguish-

able. Also shown are pdfs for all side chain atoms of Phe43,

Val68, Leu29, and Ile107. For Phe43 the phenyl ring is always

parallel to the heme-plane and all 6 carbon atoms are clearly

distinguishable. Bottom Panel: as in the middle panel but for the

entire side chain of His64 and with different maximum height

of the pdfs. 88

Figure 25 States A (green) and B (red) as found from the per-atom pdfs

of the His64-side chain atoms. In gold the X-ray reference struc-

ture. 89



xvi List of Figures

Figure 26 Top panel: Computed XANES spectra for MbNO (black) com-

pared to experiment (dashed). Vertical bars indicate minimum

and maximum absorption for all snapshots and are caused by

conformational sampling. The inset compares computed spec-

tra for MbNO and 2 sets of photodissociated systems (solid and

broken grey, see text). Bottom panel: Static difference spectra

(solid and broken grey) compared with the experimental tran-

sient at 50 ps (red). 90

Figure 27 The X-ray structures of the active site of reduced unligated form

of the CcO of P. denitrificans (1AR1 (red)), Th. Thermophilus (3EH5

(blue)) and Bos Taurus (2EIJ (green)). The RMSD of 1AR1 and

3EH5 is 0.685 Å, the RMSD of 1AR1 and 2EIJ is 0.402 Å 98

Figure 28 Probability of Fe-Cu distances for production simulations (5 ns)

where CO is bound to Fe (black; µ=4.98 Å, σ=0.08 Å) and for

1000 excitation simulations showing the structural changes of

the active site (red histograms) for the hexacoordinated state.

The quench delay times are shown in the graphs. 98

Figure 29 The following illustrates the behavior of the different structural

measures of the active site of CcO. Every row corresponds to the

individual trajectory, the three (out of 10) of which are shown

in the IR spectrum (first row – red spectrum, second row – blue

spectrum, third row – green spectrum). (a) Probability distribu-

tions for the photodissociated CO in the active site of CcO. (b)

Probabilities of the distances between a3 Fe and the center of

mass of CO. (c) Probabilities of the angle between heme a3 Fe

and C and O of CO. (d) Probabilities of the distances between

a3 Fe and CuB. (e) Probabilities of C-O distance of the free CO

molecule. 99

Figure 30 Probability of final states (after 5 ps) as a function of the quench

delay time (based on 1000 trajectories). θ = 0 corresponds to Fe–

CO, θ > 150◦ to Cu–CO for the hexacoordinated state. 100

Figure 31 Probability to form CuB–CO depending on the quench delay

time. 100



List of Figures xvii

Figure 32 CO transfer kinetics for different quench time delays (shown in

the plots) (for 1000 trajectories for the hexacoordinated state).

In large graphs: black points are average values < θ >; grey

overlaping lines are the individual trajectories; the red dashed

line shows the point where the quench has been performed.

Insets: φCu−CO is the conversion fraction to the Cu–CO state. At

t = 0, φCu−CO(t = 0) = 0. 101

Figure 33 Number of events for 600 simulations (maximum 100 ps)

with the cutoff criteria (Met=Cu,Fe): r(Met-C)=2.45 Å, θ(Met-

C-O)=100◦; (a) hexacoordinated state, (b) pentacoordinated

state 101

Figure 34 CO transfer kinetics for the cutoff criteria (Met=Cu,Fe): r(Met-

C)=2.45 Å, θ(Met-C-O)=100◦; ΦCu−CO is the conversion fraction

to the Cu–CO state. At t = 0, ΦCu−CO(t = 0) = 0. The slope of

ln (1−Φ) is the rate of forming Cu-CO based on the cutoff crite-

ria; (a) hexacoordinated state, (b) pentacoordinated state 102

Figure 35 Effective PES for the different R, θ and φ. (A,B) DFT only based

PES, (C,D) DFT based PES combined with the CHARMM FF.

Black contours show the effective PES (in kcal/mol). Red con-

tours show the weight of the 2A PES in the effective PES (the

weight ranges from 0.0 to 1.0, and a weight of 1.0 means that

only the 2A PES is contributes to the effective PES). 107

Figure 36 A-D) Probability densities of final states after evolving the 50

independent simulations on the excited PES for (A - 100 fs, B -

250 fs, C - 500 fs, D - 750 fs). 108

Figure 37 Lifetime of the proposed[127] Fe–oop, ligand-bound structure

from simulations on the 2A PES. The longest lifetime observed

was 27.8 ps. 108

Figure 38 Distribution of the maximum heme Fe–NO distance for the re-

binding trajectories with. The blue curve corresponds to trajec-

tories that rebind within τreb < 2.0 ps, the green curve to those

with 2.0 < τreb < 10.0 ps and the red curve to τreb > 10.0

ps. 109



xviii List of Figures

Figure 39 Isomerization trajectories from Fe–ON → Fe–NO process on

the effective PES with different shifts ∆ between the 2A and
4A PESs. (A) ∆ = −11.1 kcal/mol, (B) ∆ = −6.1 kcal/mol, (C)

∆ = −1.1 kcal/mol. Shifting the 2A and 4A closer to each other

(panel C) leads to exposing the Fe–ON minimum. 110

Figure 40 Influence of the presence and absence of the NO-ligand for

the two sets of photodissociated snapshots (see main text): NO

within 3.5 Å of the heme-Fe (20 structures) and NO-unbound

(NO within 5.0 Å (10 structures). For each structure the XANES

spectrum was calculated with and without the NO ligand pres-

ence and the averaged difference is reported together with the

minimum and maximum difference (fluctuation bars). 111



L I S T O F TA B L E S

Table 1 Examples of Kernels 32

Table 2 Parameters used for 3-point charge model. 45

Table 3 Characteristic bond lengths and angles in the active site from

X-ray structures and the present simulations. 49

Table 4 Characteristic bond lengths and angles for the active site of

MbNO obtained from X-ray structures of NO-bound myo-

globins and related heme-containing proteins and the present

simulations. 71

Table 5 Parameters of the fitted potential used as the model for the

ground PES. 103

Table 6 Amplitudes ai and rebinding times τi of the double exponential

fits depending on the asymptotic separation ∆. 110

xix





1
I N T R O D U C T I O N

1.1 a brief history of heme

Heme-containing proteins are one of the most throughly and intensively studied

for a long time. In 1850s the hemoglobins of vertebrates were crystalized, with

identification of the substance called “hemin” associated with the protein in 1853,

by treating blood with glacial acetic acid and heating [59]. The brownish prismatic

crystals were found to contain iron. Soon it was figured out that hemin can be

removed from hemoglobin making the original protein colorless. It was found that

this colorless protein did not contain iron. The later works in 1880s have shown that

the mysterious substance obtained from blood contains around 0.335% of Fe (for

protein), that leaded to the estimate of the molecular weight of hemoglobin, which

had to be ≈ 16670. For the nineteenth century the molecule was huge.

The first spectroscopic information about heme was reported in 1862, Felix Hoppe-

Seyler saw the absorption spectrum of blood in visible region. In the presence of

oxygen the spectrum contained two absorption bands at ≈ 535 and 560 nm. Some

years later George G. Stokes removed the oxygen by reduction using a mixture

of FeSO4 and tartaric acid. The previously observed two bands in the absorption

spectrum were gone, instead he saw a single broad band, that was roughly in between

the two, the original red-brown solution was changing its color to purple. By exposing

the solution to the oxidation he was able to observe the return of the original color.

This reduction/oxidation could be done multiple times, identifying the oxidized and

the reduced form [240].

It was evident to the scientists that hemoglobin of blood can bind oxygen, and that

it was a carrier of oxygen in blood. The analysis performed on hemoglobin have

showed that it binds a single oxygen molecule per one atom of Fe of hemoglobin, if

the pressure of oxygen was high enough [79]. Later the similar relationships were

found for the carbon dioxide, by its release using the tartaric acid.[12]

1



2 introduction

In 1929 the structure of the “hemin” (heme chloride) was revealed, Hans Fischer has

reported the synthesis of the molecule [64]. In 1930 for this and other discoveries

he got a Nobel Prize in chemistry. The final step to reveal the place of the heme in

proteins was an atomisticly resolved models based on the X-ray diffraction experi-

ments. These were done first for myoglobin (1958) [117] and hemoglobin (1960) [201].

The Nobel Prize in chemistry was given to M. F. Perutz and J. C. Kendrew “for their

studies of the structures of globular proteins”. Since then the research on the heme

proteins has progressed, providing new information on the impact of the heme on

biological functions and properties of the proteins.

1.2 importance of the heme proteins

The heme-containing proteins is a large subclass of the proteins. The Protein Data

Bank contain around 1400 heme protein structure, or 268 heme protein entities

[19, 20]. These contain 738 hemes, that take part in thousands biochemical reactions

[214].The unique electronic structure of the heme leads to the complex behavior of

the corresponding proteins. The heme proteins have evolved along different protein

families [159], which have different functions such as electron transfer [77, 169, 231],

catalysis (kinases [72]), oxidation (peroxidases, oxidases) [57, 171], ion carriers [82],

sensors and messaging [33, 168, 219], storage [62, 275] and transport [5, 227]. Heme

proteins a parts of large protein complexes, which perform functions in respiratory

chain [42, 196], steroid synthesis [41, 212] or apoptosis (programmed cell death)

[74, 78]. The diversity of the processes and the critical importance of these processes

in the living organisms, in which heme proteins play a key role, show the importance

of the heme protein research.

The experimental methods like high-resolution X-ray diffraction and NMR (e.g. based

on nuclear Overhauser effect) have assisted the understanding the properties of heme

proteins, by providing structural information at atom resolved level [8, 9, 202]. The

structural information revealed the effect of the protein, surrounding heme, on the

function, reactivity and selectivity of the active site: coordination geometry, electron

donor-acceptor of ligand, coordination saturation explicitly effect the reactivity via

axial ligands of the heme; the exterior of the protein affects heme via presence

and size of the cavities in the protein, hydrogen-bonding, hydrophilic/hydrophobic
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properties, electrostatic potential etc. All these factors contribute the function of the

heme proteins.

The importance of the axial ligand can be shown in many studies, for example, by

replacing the axial histidine by thiolate of cysteine (found in oxidases) in myoglobin

the function of the protein is changed from the reversible oxygen binding to the

molecular oxygen activation [1]. In cytochrome c, when replacing axial methionine

by histidine, the hemoprotein (cytochrome b5) is obtained [213], whereas if the

methionine is replaced by alanine, the protein would have the oxygen-binding

properties, similar to the ones of myoglobin [25]. Catalases have tyrosine as an axial

ligand of heme, cytochrome P-450 and chloroperoxidase have cysteine, cytochrome

c has methionine. This finding leaded to the advances in the bioinorganic chemistry,

leading to its explosive growth in last two decades [13].

The protein environment around the heme active site regulates such properties as

Fe(III)/Fe(II) redox potential [245]. The Fe(II) state of the heme Fe in the protein

can stabilized by many positively charged aminoacid residues surrounding the active

site, therefore increasing the affinity of the heme to bind oxygen [262]. Moving from

negative charge distribution in the protein exterior in cytochrome b to the positive

one in cytochrome c leads to the increase of the corresponding redox potential. This

property is important for the mediation of the electron transfer.

Heme proteins are as one of the most well studied metal containing proteins. The

variety of the functions they demonstrate makes them one of the most valuable targets

in bioinorganic research for modeling the coordination sites [103]. Synthesis of the

new changed types of heme proteins based on the known ones, which occur in nature

leads to the further understanding of the reactivity of the heme active site [116, 148].

As heme is synthetically available molecule there were many biomimetic inorganic

coordination compounds investigated the effect of the coordination on spectroscopic,

electrochemical, electronic and magnetic properties without protein [21, 22, 63, 114].

Coleman et al have designed model compounds, which mimic the oxygen binding

properties as myoglobin and hemoglobin [43, 46]. These molecules demonstrate

the affinities similar to the ones in proteins. The further extension of the synthetic

analogues of the heme proteins was done by building a sandwich-like structure,

in which the heme between short synthetic peptide chains [16]. These allowed to

construct the models for complex active sites like the one of the cytochrome c oxidase
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[44, 45].

The advancements in genetics (gene analysis and gene manipulations) [107] and

molecular biology (polymerase chain reaction) [135, 223] allowed to introduce

point mutations to the genes encoding many of the heme proteins. This allowed to

study the effects of the protein environment on the reactivity of heme inside the

protein. These techniques helped also understanding the evolution of heme proteins

and the adaptation-via-mutation mechanisms. For example, Varadarajan et al have

shown the effect of the electrostatics in the protein by introducing the charged

aminoacids to the active site of myoglobin [256]. Such manipulations assisted the

protein redesign, enhancing the reactivity. That even made it possible to construct a

active site of cytochrome c oxidase in the myoglobin [121, 234]. The mutants with

enhanced reactivity can be also obtained by means of directed evolution [39, 61].

Nowadays heme proteins can be designed, resulting in the specimen able to self-

assemble at the interfaces, building oriented materials, material, that respond to

the external factors like electric fields, changes in pH, ion strength, concentration

of specific molecules and can be used in non-linear optics[233], nanoengineering [215].

The unique properties of heme proteins is a result of flexibility of the heme group,

modulated by protein environment. These properties lead to the wide spectrum of

the functions which heme proteins have. Structural studies supported with many

synthetic experiments allowed to see important features of heme protein active sites.

The amount of the structural data makes heme proteins a good candidate to study

dynamic processes in protein environment.

1.3 dynamics : diatomic molecules and heme proteins .

It was shown that heme is bound to the protein covalently via axial bonding between

the heme Fe and one or two aminoacid residues of the protein. One of the ligands is

often histidine []. The last sixth position in the coordination sphere of the heme Fe

might be occupied by external molecules, often these are small diatomic molecules

like O2, NO and CO [128]. In the biochemical processes, in which these small

molecules often take part, the binding or release or exchange of the external or

internal ligands might happen. The dissociation of the bond between the heme Fe and
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the ligand can be carried out by thermal or photoactivation [145, 181]. The further

dynamics of the ligand is largely affected by the dynamics of protein matrix.

Recent advancements in spectroscopy have made it possible to investigate the

processes on the femto- and picosecond timescale. This allows to study the dynamics

of heme, ligand and protein matrix, as well as the effect of each of them on the

overall function of heme proteins, because the processes of reorganization and

conformational change in response to the ligand binding or release take usually from

tenths femtoseconds to nanoseconds. The bonds between a heme and a ligand are

mostly covalent (coordination) in nature and quite highly energetic (> 10 kcal/mol), it

means that the probability of breaking such a bond on a picosecond timescale simply

by thermal activation is low (it happens on the millisecond to second timescale).

Therefore the methods to induce the heme-ligand bond dissociation are required in

order to study ligand dynamics. It can be done using photoexcitation of the heme

system. The photoexcitation of heme does not occur at physiological conditions, but

it mimics thermal activation and can be done synchronously for the whole sample, if

the photoexcitation reaction has high enough quantum yield. On the other hand the

small molecules like CO and NO are good probes to sample the protein environment,

because their absorption spectra are affected by the binding/release events, they

absorb in the part of the spectrum, where they are not likely to interfere with the

signals of the protein matrix and medium of solution/crystal etc (e.g. CO absorption

is ≈ 2050− 2160 cm−1 in vacuum and ≈ 1900 cm−1 when bond to heme [145, 181]).

This way the pump-probe experiments are constructed: a short pulse (pump, usually

in visible light range), that excites heme system and causes the heme-ligand bond

breaking, is followed by the nonperturbing pulse (probe), which determines the state

of the ligand (infrared, visible, Raman scattering or even X-ray diffraction). By varying

the delay between the pump and pulse a time-resolved (dynamic) information can

be obtained! Now the pump-pulse experiments are routinely used to study ultrafast

dynamics in proteins[264].

This dissertation is about revealing the structural features of the reactions in heme

proteins using MD simulations. It is an attempt to give a atomistic resolved interpre-

tation of the spectroscopic observation obtained in the pump-probe experiments from

structural dynamics point of view. The two case studies are discussed in the following

chapters: cytochrome c oxidase - CO (Chapter 3) and myoglobin - NO (Chapters 4 and

5).
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1.3.1 Myoglobin

Myoglobin was the first protein, the structure of which was identified using the X-ray

diffraction method [117]. It is a oxygen storage heme protein in mammals [70]. It is

one of the most intensively studied heme protein, which is used as a model system

for new experimental and theoretical methods and techniques. The most commonly

used form of myoglobin is its complex with CO [40, 128]. The CO in this complex is

almost perpendicular to the heme plane [40, 113]. In the pump-probe experiments

the myoglobin-CO (MbCO) complex has a large photodissociation quantum yield.

After the CO release on photoexcitation in several hundreds femtoseconds CO can

be found in two similar configurations and is located close to the heme [86, 230].

These configurations were identified and described by combining a selective point

mutations of the aminoacid residues in the distal pocket and IR experiments [145, 181].

MbCO was the first protein system studied using time-resolved X-ray crystallography

[237, 238]. The docking site described above was found to be located 2 Åaway from

heme, which is in agreement with the previous spectroscopic studies, in wild type

myoglobin this site is occupied by CO for ≈ 200 ns [6]. CO may also transfer to the

so-called Xe1 pocket (Xe pockets are the cavities in the pocket occupied by Xe atoms,

when the crystals of Mb are pressurized in Xe P ≈ 150 atm) located next to the distal

pocket of heme. It is occupied on the microsecond timescale [6] and CO may leave

the protein from the Xe1 pocket. The time resolution of these X-ray experiments was

150 ps. The very long timescales (hundreds of nanoseconds) make modeling of the

pump-probe experiments very hard using MD methods.

NO is much more reactive referring to the heme Fe, and was found to rebind the heme

Fe in several hundred picoseconds after photoexcitation in pump-probe experiments.

This gives an opportunity to investigate the myoglobin-NO (MbNO) system using

MD simulations, providing structural interpretation to the experiments. The kinetics

of NO rebinding is largely affected by the heme dynamics and protein matrix was

found to be multiexponential. Kim and Lim have identified three distinct states using

time-resolved infrared spectroscopy techniques [173]. The NO rebinding in their

study is 5-90 ps. The NO rebinding to heme is considered to be barrierless process.

The X-ray structure of the MbNO system has shown that NO binds to the heme

Fe via nitrogen. But the DFT calculations for a truncated model system predict the

possibility of existence of the inverse configuration (Fe-ON) [187], which can be



1.3 dynamics : diatomic molecules and heme proteins . 7

found in the synthetic analogs of the MbNO system [30, 35, 277]. Although so far this

configuration was not experimentally observed in MbNO [182].

One of the important structural changes to the heme after photodissociation is a

so-called heme doming [126], a motion in which the heme Fe atom moves out of the

heme plane. The recent experiment report that doming of Fe occurs within 0.5-1 ps

after the excitation pulse [127]. Doming largely affects the ability of the heme Fe to

rebind NO.

In Chapters 4 and 5 the structural aspects of the NO rebinding kinetics in MbNO after

photoexcitation (impact of doming, localization of NO, absence of Fe-ON state) are

discussed in detail.

1.3.2 Cytochrome c oxidase

Cytochrome c oxidase (CcO) is an example of heme proteins, which are parts of

complex enzymatic structures. It is a membrane protein, that performs a terminal

stage of respiratory chain for aerobic organisms: four electron oxygen reduction to

water is carried out in the heme a3-CuB active site of the protein. In the first stage a

dioxygen molecule binds the heme a3 Fe, CO and NO molecules act as competitors to

O2. NO binds reversibly [28, 47], whereas CO forms a stable complex inhibiting the

function of the enzyme. CcO is one of the most well-studied and well-characterized

proteins among the other heme copper oxidases [147]. It contains several active sites,

the most interesting of which is heme a3-CuB active site, that contains heme a3 and

CuB site, which is located only 4.5-5.5 Å. The other active sites are active in electron

transfer processes and during proton pumping.

Both heme a3 and CuB can bind external ligands (such as CO), but heme a3 forms

more thermodynamically stable complex. The structure, having two closely located

reactive binding sites provides a good opportunity to study ligand transfer processes

and binding sites interplay. The complex of the protein with O2 has a very short

lifetime as reduction of oxygen is the main purpose of the protein. Therefore studying

the direct transfer of O2 in the active site involving heme a3 and CuB is non-trivial

task, although possible. CO, on the other hand, forms a stable complex with CcO and

is well-studied. In case of CcO-CO complex, CO molecule is bound to the heme a3.
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When the heme a3 is photoexcited, CO is released in less than 100 fs [147, 252] and

can bind to the CuB. It was experimentally measured that the CuB −CO complex is

formed after ≈ 1 ps. So fast process suggests that the protein matrix structure assists

the transfer reaction, making the process rather ballistic than stochastic (limited by

diffusion). J. Treuffet et al have carried out a mid-IR pump-probe experiments with

100 fs resolution and were able to observe CuB − CO formation in maximum 1.5

ps [252]. Inspired by this study, we have performed the all-atom MD investigation

dynamics of this system, that discussed in detail in Chapter 3 of this dissertation.



2
C O N C E P T S A N D M E T H O D S

2.1 molecular dynamics

2.1.1 Theoretical basis for molecular dynamics

Molecular dynamics is an approach to simulate the dynamics of the particles at the

atomistic level, based on the explicit equations of motion. Classical molecular dynam-

ics does it using classical Hamiltonian, which is a function of the coordinates r of the

nuclei and the corresponding momenta p:

H(p, r) = K(p) +U(r) =
∑
i

pi

2mi
+U(r) (1)

where K(p) is the kinetic energy, U(r) is the potential energy, that is independent of

time and velocity, pi is the momentum of particle i, and mi is the mass of the i-th

particle. The microscopic state of a system is defined by a set of {r, p}, which can also

be considered as coordinates in a phase space.

In order to meet the experimental conditions, the simulation should have the way to

connect the microscopic simulations to the measurable macroscopic properties (pres-

sure, temperature). It is done using the statistical mechanics, where the experimental

observables are defined based on the averages of the ensemble {N,V , T } (N is the num-

ber of particles, V is the volume of the system and T is the temperature), via the prob-

ability of every state of the phase space (probability distribution ρ(r, p)). An ensemble

average is calculated over a very large number of states considered simultaneously:

〈A〉ensemble =
∫
dr
∫
dp ρ(r, p)A(r, p) (2)

where A(r, p) is the observable of interest, ρ(r, p) is the probability distribution (3),

which is defined as follows:

ρ(r, p) =
e−H(r,p)/kBT

Q
(3)

9
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where Q is a partition function which is defined as an sum over all microscopic states

i of Boltzmann factors e−Ei/kBT , where kB is the Boltzmann constant and T is the

temperature:

Q =

∫
dr
∫
dp e−H(r,p)/kBT (4)

Therefore, although it is possible to calculate the averages of macroscopic observable,

one needs to know the Boltzmann probability of each microscopic state {r, p}. The in-

tegral Q is computationally hard to calculate, as it is required to know the probability

of all possible states within given thermodynamic constraints. Molecular dynamics

is an approach to solve the issue by evaluating the motion of a system in the phase

space, so that the macroscopic observable is calculated based on the states sampled

during the dynamics. In order to obtain a good estimate of the macroscopic property

the dynamics must go through all the states of the system, which correspond to the

given thermodynamic conditions. It is assumed that if the time which is sufficiently

long, the average property A does not depend on the initial conditions for the given

thermodynamic constraints and the value of the observable is obtained by integrat-

ing the equation of motion of the system. Given the initial set of the positions and

momenta {r(0), p(0)}, the evolution of the system in time results in the sets of the in-

stantaneous set of {r(t), p(t)} for each time t, and the average value of the property A

can be evaluated from the trajectory as a time average:

〈A〉time = lim
τ→∞

∫τ
t=0
A(r(t), p(t))dt ≈ 1

N

N∑
i=0

A(r, p) (5)

τ is the total time of the trajectory, t is the instantaneous time, N is the number of the

instantaneous values of the property A at time each t. In an ideal case the trajectory

covers the whole phase space. This assumption is the basis for the ergodic hypothesis

which states that the time average is equal to the ensemble average:

〈A〉time = 〈A〉ensemble (6)

So if the system evolve infinitely starting from the initial configuration, all the phase

space will be visited. In case of molecular dynamics, the aim is to generate a long

enough trajectory in order to satisfy the equality 6. Practically this will hold if the

system has been equilibrated and there no sufficient constraints which will prevent
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system from exploring the whole phase space in the infinitely long trajectory. The

ergodic hypothesis and the conditions are the basis for using molecular dynamics

simulations to obtain the estimate of the macroscopic observables.

2.1.2 Classical (Newtonian) molecular dynamics simulations

The molecular dynamics approach is based on the Newton’s second law of motion.

Fi = miai = mi
d2ri

dt2
(7)

where Fi is a force which is applied to the i-th particle, mi is a mass of the i-th particle,

ai and ri are an acceleration and a position of the i-th particle respectively. Therefore

it is possible to calculate the acceleration of each of the particles of the system, if the

force applied to the each of the particles is known. The time evolution of the system

result in a trajectory which is obtained by integrating the equations of motion with

the positions, velocities and accelerations, and then the trajectory can be used to

calculate the time averaged properties.

The force acting on each of particle can be calculated from the potential energy U(r):

Fi = −∇iU(r) (8)

The equations 7 and 8 combined result in:

mi
d2ri

dt2
= −∇iU(r) (9)

Considering the classical Hamiltonian H (1), the Newtonian equations of motions can

be rewritten as:

dri

dt
=
dH(r, p)
dpi

=
pi

m
(10)

dpi

dt
= −

dH(r, p)
dri

= Fi (11)

The Equation 10 is a first-order differential equation and defines a momentum of the

system. The Equation 11 is the Newton’s second law. These Newtonian equations of

motion have properties, such as: conservation of energy, conservation of the momenta

and time-reversibility.
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2.1.2.1 Conservation of energy

In order to conserve energy in Newtonian mechanics the forces, which are applied to

the particles, have to be conservative, that means that the ∂F/∂t = 0 or in other words

the integral of F is within the interval is independent from the path and depends only

on the limits of the integral.

2.1.2.2 Conservation of momenta

If we consider the system of two particles A and B in a conservative force, the internal

forces defined by the potential change corresponding to the change in momenta dur-

ing time t in such a way that δpA→B = FA→Bt and δpB→A = FB→At, where FA→B is the

force which act on B from A and FB→A is the force which act on A from B. According to

the Newtonś third law the following equality should hold: FA→B = FB→A, this leads to

the δpA→B = −δpB→A. So in the conservative force field the momentum is conserved.

2.1.2.3 Time reversibility

This property states that by only changing the velocities the system should follow

the reverse trajectory [140]. The Newtonian equations of motions are time-reversible,

however in practice this property holds for a finite number of steps of the numerical

trajectory due to the error introduced by the integration schemes.

In order to solve these equations of motion the integration of the Equations 10 and 11 is

required. Using finite differences method is a standard approach to solve this type of a

problem. In the molecular dynamics it means that the current positions and velocities

(at time t) are used to evaluate the next positions and velocities (at time t+ δt). The tra-

jectory is obtained by the iterative solutions of the corresponding equations of motion.

The choice of the time interval of the step (time step) of the simulation δt is adjusted

according to the studied processes. It is important to note that this interval should

be significantly smaller than the period of the fastest motion or normal mod in the

system, otherwise a special treatment has to be applied accordingly. The smaller is the

time step, the more accurate is the integration of the equations of motion. Normally in

all-atom molecular dynamics the fastest normal modes correspond to the bonds with

a hydrogen. For example, O-H stretch has frequency of approximately 3600 cm−1, this

corresponds to ≈ 1.08× 1014 Hz, therefore a period of this vibration is 9.26× 10−15

s, or 9.26 fs. Most of the all-atom MD simulations have a time step of the numerical

integration of 1 fs. The bigger time steps will affect the trajectory. The time step sets

the limits to the overall simulations, a 1 ns simulation will require 106 evaluations,
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whereas many processes of interest, in particular protein folding, protein-protein com-

plex formation, diffusion through membrane, transport through ion channels, happen

in a much longer timescales: micro- or milliseconds, or even seconds. In most cases

the timescales of millisecond and second are not feasible for the recent computer archi-

tectures, however microsecond simulations can be obtained using the graphical cards

[206] or specialized hardware [232].

The solution to the problem of the numerical integration is solved using the Taylor

expansion of position r:

r(t+ δt) = r(t) +
dr(t)
dt

δt+
1

2

d2r(t)
dt2

δt2 +O(δt3) (12)

where O(δt3) includes all the term of the order of t3 or greater. Considering that the

second term of the expansion correspond to the velocities v =
∂r(t)
∂t and the third is an

acceleration, then the Equation 12 can be rewritten as

r(t+ δt) = r(t) + v(t)δt+
1

2
a(t)δt2 +O(δt3) (13)

As the acceleration can obtained from the Newton’s second law (Equation 7) then we

get

r(t+ δt) = r(t) + v(t)δt+
1

2

F(t)
m
δt2 +O(δt3) (14)

The same applies to the velocities

v(t+ δt) = v(t) +
F(t)
m
δt+O(δt2) (15)

Therefore given the positions r(t) and the initial velocities v(t) one can approximate

the positions r(t+ δt) and the velocities v(t+ δt) using the Equations 14 and 15. The

following contains the information on the particular implementations of the integra-

tion algorithms.

2.1.2.4 Verlet integrator

The Verlet integrator algorithm [259] is derived from two Taylor expansions for a

forward (t + δt) and a backward (t − δt) steps. The core idea behind it is that the

equations of motion are time-reversible:

r(t+ δt) = r(t) + v(t)δt+
1

2

F
m
δt2 +O(δt) (16)
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r(t− δt) = r(t) − v(t)δt+
1

2

F
m
δt2 −

1

3!
b(t)δt3 +O(δt4) (17)

The combination of the two leads to:

r(t+ δt) = 2r(t) +
F
m
δt2 +O(δt4) ≈ 2r(t) + F

m
δt2 (18)

Therefore the algorithm contains the error of δt4.

In the Verlet algorithm, first, the current position r(t) is used to calculate the forces

F(t), then the current (r(t)) and the previous (r(t − δt)) positions together with the

forces F(t) are used to evaluate the next positions (Equation. 18). Also the velocities

are not be computed explicitly and are found from first order central difference:

v(t) =
r(t+ δt) − r(t− δt)

2δt
(19)

The Verlet integrator is straightforward and has good stability.

2.1.2.5 Leap Frog integrator

The leap frog algorithm [91] solves the problem of the evaluation of the velocities by

first calculating them at time t+ 1
2δt, and then use them to compute the positions:

r(t+ δt) = r(t) + v(t+
1

2
δt)δt (20)

v(t+
1

2
δt) = v(t−

1

2
δt) +

F(t)
m
δt (21)

In this procedure, first, the velocities are computed half-step (12δt) ahead the positions,

so the velocities “leap” over the positions, then the positions are computed half-step

ahead. The current velocity v(t) is approximated by the relationship:

v(t) =
1

2

(
v(t−

1

2
δt) + v(t+

1

2
δt)

)
(22)

If the velocities are removed from Equation 20 and Equation 21, then the leap frog

scheme becomes identical to the Verlet algorithm. The advantage of the leap frog algo-

rithm is that the velocities are explicitly calculated, however, they are not calculated at

the same time as the positions.
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2.1.2.6 Velocity Verlet integrator

The Velocity Verlet algorithm [244] is an improvement to the original Verlet algorithm

which is intended for handling errors caused by evaluation of the velocities, and, in

contrast to the leap frog both velocities and positions are calculated at the same point

of time. So positions and velocities are derived using the following equations,

r(t+ δt) = r(t) + v(t)δt+
1

2

F(t)
m
δt2 (23)

v(t+ δt) = v(t) +
1

2

(
F(t)
m

+
F(t+ δt)
m

)
δt (24)

First the current force is computed, after that the velocities at mid-step are calculated:

v(t+
1

2
δt) = v(t) +

1

2

(
F(t))
m

)
δt (25)

Then the new positions are evaluated:

r(t+ δt) = r(t) + v(t)δt+
1

2

(
F(t))
m

)
δt2 (26)

And finally the velocity is updated:

v(t+ δt) = v(t+
1

2
δt) +

1

2

F(t+
1

2
δt))

m

 δt (27)

Both Velocity Verlet and Leap Frog algorithms are similar up to the half-timestep shift

present in the Leap Frog.

2.1.3 Thermostats and barostats

Based on the equations of motions shown above the total energy of the system as

well as the time averages obtained in such MD setup correspond to the ones of

microcanonical ensemble (NVE), which describes a microstate. In order to go beyond

the limitations of the NVE ensembles, the notions of the thermostat and/or barostat

have to be introduced, which describe the NPT and NVT ensembles. The thermostats
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are needed to match the experimental conditions, study the temperature/pressure-

dependent processes, to simulate non-equilibrium systems or to explore phase space

by means of temperature (simulated annealing, metadynamics).

Thermostats include the modifications of the Newtonian scheme, which are applied in

order to mimic the canonical ensemble. Technically they have to modulate the energy

flow through the boundaries of the system. The constant temperature simulations

introduce the thermostat based on the temperature of the particle relation to the time

average of the velocity of the particles:

〈
N∑
i=1

1

2
miv

2
i 〉 =

3

2
NkBT (28)

where mi, vi are individual masses and velocities, N is number of particles, kB is a

Bolzmann constant and T is temperature. When the MD simulation is started, the

initial velocities are often assigned (if not available) randomly based on the Maxwell-

Boltzmann distribution at the temperature T . During the simulation the mechanism

of the thermostat, should control the temperature via manipulating the velocities. The

simplest approach to introduce the thermostat action would be by scaling the velocities

by a factor λ (so called strong coupling [276]):

λ =

√
Trequired

Tcurrent
(29)

where Trequired is the given desired temperature which has to be kept and Tcurrent is

current temperature of the system (28). The problem of this approach is that it does

not represent the statistical ensemble: the temperature fluctuations are not properly

reproduced and there is no localized correlation as all the velocities of the particles

are scaled by the same value.

The another approach to mimic the thermostat, which was published by Berendsen

and co-workers [17], is to introduce a parameter τ, that couples the velocity scaling to

an external bath:

λ =

√
1+

∆t

τ

(Trequired
Tcurrent

− 1
)

(30)

where ∆t is a time step. The basic idea is that the temperature of the system is

adjusted, the deviation decays exponentially. The algorithm is therefore deterministic,
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although it is not canonical, it shows minor deviations from canonical distribution

(for large systems). As for 0 < τ < ∞ it underestimates temperature fluctuations, the

approach is also called weak-coupling.

In 1980 Andersen has proposed the stochastic-coupling approach [3]. In this algo-

rithm the equations of motion (12) is integrated every step with the modification

such that the velocities of all atoms in the system are reassigned based on the

Maxwell-Boltzmann distribution. The criterion for the selection of the particles is that

the time between consecutive reassignments of the particle velocities τ are randomly

chosen based on the probability p, p(τ) = ae−aτ, the parameter a is a reassignment

frequency. This thermostat mimics the stochastic collisions of the random atoms with

the virtual particles of the bath of the thermostat with the temperature T . It might

be interpreted as the number of the short microcanonical simulations with small

energy fluctuations due to the collisions with these virtual particles. This leads to

the canonical distributions of such microstates. The pros of this approach is that it

samples from the canonical ensemble, as each particle is coupled to a local heat bath,

the heat trapped in localized modes can be efficiently removed, and it allows larger

time steps. The cons of the method are due to the loss of the momentum because of

the randomness (e.g. the diffusion coefficients can not be calculated).

The most popular set of the methods are the extended Lagrangian methods, which

introduces the additional degrees of freedom, introduced by Nosè [184, 185] and then

extended by Hoover [95]. The bath is introduced into the system by means of the

additional degree of freedom s, which has a fictitious mass Q and potential energy

gkBTrequired log(s), where g is a number of degrees of freedom (effectively for a single

thermostat is 3N + 1, 3N comes from the original system and one is the additional

coordinate of the thermostat), N is a number of particles, kB is a Boltzmann constant.

The Hamiltonian in this case can be written as:

H =

N∑
i=1

p2i
2mis2

+

N∑
i=1

N∑
i=1

U(ri) +
p2s
2Q

+ gkBTrequired log(s) (31)

where pi and ri are the momenta and the positions of the particles, U(ri) is the

potential energy (the other variables are discussed above). The effective mass Q is

associated with s and determines thermostat strength and, therefore, the coupling

and the energy flow balance between the bath and the simulated system. Also the
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parameter Q may be considered as coupling frequency, the too little overlap between

this coupling frequency Q and the frequencies in the original system may lead to bad

energy transfer time.

The Nosè-Hoover method has shown to produce results that follow the canonical

distributions [95, 185, 186]. Generally the original method by Nose [185] considers

that the dynamics itself is ergodic, i.e. that trajectory average is a phase space average.

However it was shown that for the small or rigid systems this assumption does

not apply and the canonical distributions are not generated [95, 250]. In this case a

number of the Nose-Hoover chain can be introduced, which are in fact a number of

the “thermostated” thermostats immersed one into another [34, 161].

In order to meet the experimental conditions in macroscopic system the canonical

(NVT) ensemble does not fit as good as the isothermal-isobaric (NPT) ensemble. In na-

ture the macroscopic systems maintain the constant pressure by changing the volume.

However, the calculation of the pressure in the microscopic system of the particles is

not as straightforward as in case of temperature, which was discussed above (28). The

pressure is related to the kinetic energy of the system and the virial, which is a tensor

that is defined as the direct product of the position and force vectors between atoms.

P =
2

3V

〈 N∑
i=1

1

2
miv

2
i

〉
−
〈dV
dr

r
〉

(32)

wheremi, vi, r are the masses, velocities and positions of the particles correspondingly,

and V is volume of the system. The volume fluctuation dV
dr is related to the isothermal

compressibility β:

β =
1

kBT

〈V2〉− 〈V〉2

〈V〉
(33)

where V and T are the volume and temperature of the system, kB is Boltzmann con-

stant. The methods of the controlling pressure are similar to the ones used to control

temperature. The Berendsen weak coupling barostat uses the scaling of the dimensions

[17]:

µ =

(
1−

β∆t

π
(P− Prequired)

)1
3

(34)
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where ∆t is an integrator time step, π is a relaxation constant (similar to τ in 30), P

and Prequired are current (32) and required pressure, β is isothermal compressibility

(34).

The Nosè-Hoover algorithm may be used by adding an extra degree of freedom, which

can be related to the external piston with particular mass, and as well as in the Nose-

Hoover thermostat the mass of the piston corresponds to the coupling frequency: the

bigger is the mass, the faster is the relaxation towards the required pressure Prequired
[95, 285].

2.2 force fields

In the Newtonian dynamics the potential energy U(R) of the system of molecules

or atoms is a function of the positions of the individual atoms and force fields (FFs)

are the mathematical models which describe the dependence of the potential energy

of the system based on position. A FF combines the analytical expressions of the

potential energy and the parameters or coefficients for those expressions. The classical

MD does not properly describe the situations, where the features of the system

are strongly affected by the quantum phenomena, e.g. electron density or spin, and

therefore may be applied only to those systems, where the features (even the ones

of quantum nature) could be approximated to the classical model. Due to this, the

electrons are not present in the FFs and the electronic degrees of freedom are treated

implicitly. A FF is typically parametrized based on the QM calculations (ab initio, DFT

or semi-empirical calculations) or experimental data (various diffraction techniques

(X-ray, electron diffraction), NMR, IR).

In the simplest representation the molecule can be approximated to the balls (atoms)

connected by springs (bonds). The potential energy of the system is determined by

the stretching or bending of the springs-bonds, twisting of the groups of balls-atoms

and the interatomic interactions. By default, the force field methods do not have any

reference to electrons and therefore the electronic degrees of freedom are neglected,

unless the special treatment is used.

The MM which was initially used to get the quantitative information about the

chemical systems, when the using of quantum mechanical calculations was unfeasible
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due to the technical limitations. The idea of applying FFs to MM was proposed by D.

H. Andrews in 1930 [119]: “Mechanical models have been constructed to represent

the dynamical systems believed to exist in the molecule”. The approach was based on

determining the forces between the atoms from the knowledge of the structure and

the spectroscopic data like vibrational frequencies, as the vibrational energies and the

corresponding normal modes and force constants are related to the properties similar

to electronic energies and wavefunction.

The attempts to reveal the structural properties of the condensed systems have been

done for the first time in 1940s. Three research groups have created the versions

of what is now known as the force field method or simply MM, which is used to

calculate molecular structures. In 1946 Hill T.L. has proposed that stretching and

bending deformations (quadratic terms) combined with van der Waals interactions

(Lennard-Jones 6-12) and Newtonian mechanics can be used to minimize the energies

of the system and that this would lead to information regarding structure and energy

[88]. Independently in 1946 I. Dostrovsky, E. D. Hughes and C. K. Ingold [56] have

used similar approach to explain the steric and polar effects on the rates of the SN2
reactions of halides. The problem was extremely complex that time. The used method

provided the result with very limited accuracy, but it has opened the field for deeper

investigation. The same year F.H. Westheimer and J.E. Mayer were investigating the

racemization of the optically active substituted diphenyls [218, 273, 274]. This research

showed that the MM can be used to explain the relationships between the structure

and energies of molecules. In 1976 N.L. Allinger has published the first MM “stan-

dard” force field (MM1). This leaded to the development of CHARMM (Chemistry

at HARvard Molecular Mechanics) [26, 66, 125, 154–156], AMBER (Assisted Model

Building and Energy Refinement) [267, 268], GROMOS (GROningen MOlecular

Simulation package) [193], OPLS (Optimized Potential for Liquid Simulations) [112],

MMFF (Merck Molecular Force Field) [80] etc.

The aim of the MM is to relate the structural changes (e.g. conformations) to the differ-

ences in energy, that also allows to predict the equilibrium geometries and the geome-

tries of the transition states (first-order saddle points). The force field approach uses

the Taylor type expansions, extended with the additional terms, that are empirically

parametrized. The force fields offer the method of the energy evaluation, which has

the lowest computational cost. In the non-spectroscopic MM force fields the energy
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of the system is defined as the function of nuclear coordinates (Born-Oppenheimer

approximation) and is defined as:

U(R) = Ebond(R) + Enonbond(R) (35)

where Ebond(R) describes the system of the covalent bonds and Enonbond(R) is the

contribution of the long-range interactions (electrostatic, van der Waals, polarization

etc). For example, for a diatomic molecule in vacuum the energy in the ground state

(R ≈ Re) can be written:

U(R) =U(Re) +
dU(R)

dR
(R − Re) +

1

2

d2U(R)

dR2
(R − Re)2

+
1

3!
d3U(R)

dR3
(R − Re)3 + ...

(36)

where the dU(R)/dR ≈ 0, because in the ground state (R ≈ Re) and as the FF aim to

reproduce the relative energy changes U(Re) = 0 can be been set to zero. The second

derivative term corresponds to the harmonic oscillator and the third and the following

derivatives is an anharmonicity term. This results in:

U(R) = k2(R − Re)2 + k3(R − Re)3 + ... (37)

Suppose one is interested analyzing the effects of halide substitution in biphenyls

(e.g. chlorine replaced by bromine) using the force field approach and MM, most of

the bond lengths and vibrational modes will not be affected by such a replacement.

Therefore the force field parameters of the unaffected bonds can be kept and are

transferable. Other example are the hydrocarbons. Spectroscopically pentane and

hexane are similar and all the C-H bond of the sp3 carbons in similar position share

same parameters when the MM force field is used.

For a complex molecule the multiple terms should be considered and can be written

as follows:

U(R) =
∑

bonds

Ustretch +
∑

angles

Ubend +
∑

dihedrals

Utorsion︸ ︷︷ ︸
bonded

+
∑
pairs

(Uelectrostatic +Uvan der Waals + ...)

︸ ︷︷ ︸
nonbonded

+...
(38)
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where the terms come from the bond stretching, angle bending, torsion of dihedral

angles and the long range interactions (like) between the pairs of the atoms etc. Here-

inafter, the CHARMM force field will be considered. It is widely used for the biologi-

cally relevant molecules, like proteins, nucleic acids, peptides, lipids. The CHARMM

force field is based on the harmonic approximation, the nonbonded interactions are

limited to the pairwise interactions. The energy function is defined as:

U =
∑
bonds

Kb(b− b0)
2 +

∑
angles

Kθ(θ− θ0)
2 +

∑
Urey−Bradley

KUB(S− S0)
2

∑
dihedral

Kφ(1+ cos(nφ− δ)) +
∑

impropers

Kω(ω−ω0)
2+

∑
nonbonded

{
εij

[(
σij

rij

)12
− 2

(
σij

rij

)6]
+

qiqj

4πε0rij

}
+∑

residues

UCMAP(φψ)

(39)

εij =
√
εiεj (40)

σij =
1

2

(
σi + σj

)
(41)

where the first term corresponds to the stretches of the bond, Kb is the force constant

and (b− b0) is the deviation of the given bond length from its equilibrium value b0.

The second term is the treatment of the angular terms: Kθ is a force constant and

(θ − θ0) is the deviation of the angle (defined by the 3 atoms, which form 2 bonds

between them) from the equilibrium value θ0. The third term is the Urey-Bradley

component, which corresponds to the cross-term, that takes into account the angle

bending using the 1-3 nonbonded interactions. The forth term is how the torsion

angles are treated in CHARMM: Kφ is the force constant, n is the multiplicity (it

defines the number the minima), φ is the value of the dihedral angle and δ is the

phase shift. The fifth term accounts for the out-of-plane bending (e.g. in benzene the

H-Ar motion out of plane of the benzene ring can be described by this term), the plane

is defined by the triplet of the atoms and the fourth atom is the one, out-of-plane

motion of which should be treated: Kω is the force constant, (ω−ω0) is the deviation

from the equilibrium value ω0 (ω0 = 0 is a common value, as any non-zero value

leads to the out-of-plane positions similar to angular term (Kθ(θ − θ0)2)). The sixth
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term is a pairwise (i, j) nonbonded interactions, which includes a 12-6 Lennard-Jones

and Coulomb potentials: rij is the distance between atoms, εij and σij are the potential

well depth and the van der Waals radius values correspondingly, these parame-

ters are pair specific and are obtained by combining the individual values εi and

σi of the atoms (40 and 41). The last seventh term is the numerical correction term [26].

2.3 fitting of the multidimensional pes

2.3.1 Force field parametrization

The accuracy of the MD simulations is largely affected by the accuracy of the FF.

Many popular standard FFs, like CHARMM [66, 125, 154–156], AMBER [267, 268],

OPLS [112] or GROMOS [193], were optimized to reproduce the structure and the

particular properties of biologically relevant molecules, such as aminoacids, proteins,

nucleic acids and lipids. Although these FFs contain parameters for major small

molecules and monomers, the set offered by the standard library is often limited to

few hundreds of entities. Therefore, there is a need to parametrize new chemical

species.

In general the PES of the molecule defined, for example in CHARMM FF, by set of the

equations 39 and the corresponding parameters. The sources of the experimental data,

to which a FF may be fitted, include crystal structures and NMR spectra (e.g. NOESY)

(equilibrium bond lengths, valence angles), vibrational, Raman and microwave

spectroscopy (force constants from frequencies). In some cases the presence of the

experimental data does not assist for parameterization of the FF, as the property is

an ensemble average and can be determined only from running the dynamics (e.g.

diffusion coefficients) or might be hard to cross-reference the experimental data with

the terms of FFs; the bond lengths and angles can be determined from crystal struc-

tures and NMR, the van der Waals parameters can be estimated from crystallographic

data, but the energy of the torsion terms and the electrostatic potentials are hard

to get from the experimental data [183]. In this case these parameters need to be

fitted to the proper reference electronic structure calculations. For example, Merck

Molecular Force Field (MMFF) is fully parametrized based on the electronic structure
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calculations [80].

The accuracy of the estimated parameters of the FF should correspond the FF

application. Some of the applications target reproducing of the molecular geometries

rather the dynamic (like vibrational spectra) or thermodynamical properties (e.g.

heat capacities or enthalpies of formation). When parameterized, the FF should be

able to reach the accuracy in reproducing property as the original method, used as

a reference in parametrization process. Universality of the FF is often a trade off

between the loss of accuracy in ability to reproduce a certain property. The FF is

considered to be good for chemistry application, when the root-square error is ≈ 1

kcal/mol. The reproducing of the property is another issue, which has to be dealt

with, for example, one of the most widely used water models, TIP3P has melting

temperature of 146 K [258], but it is still good to reproduce the solvent environment

for protein dynamics.

The non-bonded terms of FFs (van der Waals and electrostatics) determine inter-

molecular interactions. As the electronic structure calculations are often done for gas

phase, the non-bonded parameters obtained from such a data may not contain the

information involving the multi-body interactions, which are observed in condensed

phase, where these type of interaction can have a significant contributions to overall

energy of the system, it leads then to large errors in quantitative determination of the

corresponding properties.

The algorithm of FF parameter fitting can be generalized as follows:

1. Defining the training set (reference) and the objective function: the data may

come from both experiment and electronic structure calculations. The objective

function is usually the sum of the squares of deviations between the reference

dataset and the results from the FF

2. Definition of the functional form of the FF

3. Preparation of the initial guess of the parameters of the FF

4. Optimization of the parameters (minimization of the objective function)

5. Testing the obtained parameters on the validation set



2.3 fitting of the multidimensional pes 25

The optimization of the FF may be done in three “dimension”: functional form

(adding extra terms to the FF, might lead to the improvement of the reproducing the

reference data, e.g. multipoles [200], polarization [216]), reference data (increasing

quality and the amount of data can improve the general quality of the properties

reproducing) and optimization algorithm. The optimization algorithms applied to

solve the minimization problem can be gradient-based [183] and non-gradient-based

[175, 281], or their combination [183]. Two representative groups of optimization

methods: downhill simplex (non-gradient) and gradient descent and simple Newton

(gradient-based), are discussed in detail below.

2.3.2 Downhill simplex algorithm

The Downhill Simplex (DS) method is a non-gradient-based single-objective optimiza-

tion approach for searching the space of N-dimensional real vectors. It was developed

in 1965 by Nelder and Mead [175]. The DS uses a simplex, a geometric object, that

contains N + 1 vertex, where N is the number of independent variables. Although

the DS method is not gradient-based, it constructs the pseudo-gradient by evaluating

enough points in N-dimensional space.

The N+ 1 vertices form a polytope, which is in fact a polygon in the N-dimensional

space: it is a triangle in R2 (3-points), a tetrahedron in R3 (4-points) etc. The given

initial configuration N+ 1 defines a simplex. In the method the worst point, the one

that has the highest value of the optimized function, gets updated iteratively, this way

the simplex can reflect, expand, contract or shrink. The DS algorithm is sometimes

called the “amoeba” method, as the these iterative changes of the polytope is similar

to the amoeba crawling-like type of movement. All the possible types of updates are

shown in Figure 1.

The reflection motion starts with moving the vertex with the highest value of the

objective function to a new position, that is a reflection of this point through the

other N points. Then the objective function is computed and if its value is lower then

previous lower value, the method attempts to expand along the reflection vector more.

This defines the expansion motion.
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Figure 1: Types of simplex moves: (A) reflection, (B) expansion, (C) contraction, (D) shrinkage

If during the reflection the new point does not lead to the reduction of the objective

function the simplex performs a contraction along one dimension from the point

which has the lowest value of the objective function. And if in this case the resulting

point is worse then the previous, a simplex shrinks along all dimensions towards the

point which has the lowest value of the objective function. Iteratively the method

finds the local minimum.

The advantages of the algorithm are that it perform 1 or 2 objective function evalu-

ations per iteration, that it does not need a derivative ans that it can work with the

objective function which are not smooth. The disadvantage is that it may converge to

a non-stationary points.
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2.3.3 Gradient-based methods

Unlike DS method, in case of gradient-based methods the optimization is performed

based on the evaluation of the gradients of the objective function. The objective func-

tion can be approximated using the Taylor series around x:

f(x+ δx) = f(x) +∇f(x)δx+ 1
2
∇2f(x)δx2 + ... (42)

As well as in the DS method the gradient-based optimization algorithms are iterative:

given an initial point x, they follow the negative of the gradient of the objective func-

tion −∇f(x) in order to move from the current position toward a point, which might be

a local minimum. The simplest first-order algorithm is steepest descent (gradient de-

scent) method. Given the initial point x0, the first order approximation of f(x) around

x0 (from Equation 42) is limited to:

f(x) = f(x0) +∇f(x0)(x − x0) +O(‖x − x0‖)2... (43)

Suppose it is needed to move from x0 in a unit direction u by a step λ. In order to find

the proper direction u, we can use the gradient from the Taylor series (43):

f(x0 + λu) − f(x0) = −λ∇f(x0)u + λ2O(x0
2) (44)

If the second-order term is omitted by a very small step size λ, the algorithm will

perform minimization the fastest at ∇f(x0)u. The desired unit direction is found

u = −
∇f(x0)
‖∇f(x0)‖ .

The algorithm is initialized with an initial guess, a maximum number of iterations

Nmax, a tolerance of the gradient absolute value εg, this is a threshold of the critical

point being reached, and a tolerance of value fluctuation convergence εc in order to

determine the change between the iterations is small enough. The algorithm goes as

follows:

For i = 1...Nmax

1. set ui =
∇f(xi−1)
‖∇f(xi−1)‖

2. set xi = xi−1 + λiui
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3. Is ‖∇f(xi)‖ < εg? =⇒ algorithm converged in stationary point

4. Is xi − xi−1 < εc? =⇒ algorithm converged in a local minimum

5. Is f(xi) > f(xi−1)? =⇒ the algorithm diverges

6. i == Nmax? maximum number of iterations reached

The variable λ should be chosen to balance between the speed of convergence and

the risk of divergence. In particular applications it is possible to make a step size λi a

function of steps or other criteria.

The second-order approach make use of the quadratic term of Taylor series in Equation

42. The quadratic term ∇2f(x) is a Hessian H, therefore by replacing the term we get:

f(x) = f(x0) +∇f(x0)(x − x0) +
1

2
(x − x0)

THx0(x − x0) (45)

The aim is the same as for the SD method, the minimization of the right part of

the equation. This way ∇f(x) +Hx(x − x) = 0, if Hx is positive definite, then xi+1 =

xi −H−1
xi
∇f(xi) holds. In order to reduce the risk of the divergence a step size λi is

added, resulting in:

xi+1 = xi − λiH−1
xi
∇f(xi) (46)

The Newton method is quadratically convergent near solution. But unfortunately it

some issues: it is not always convergent, even if the xi is close to the stationary

point xs and requires the calculation of the Hessian matrix every iteration. The non-

convergence may be illustrated based on 1D case: the equation f ′(x) = 0, then the

iterative algorithm is:

xi+1 = xi −
f ′(xi)
f ′′(xi)

= g(xi) (47)

In some cases the convergence will not occur, if the initial point x0 was not chosen to

be exact xs,and will depend on the behavior of the iterative algorithm in the proximity

of xs: if g ′(xi) > 1, the algorithm diverges, g ′(xi) < 1 it converges.

In case of the Hessian calculation, in order to evaluate the step direction u = H−1
xi
∇f(xi

the inverse of the Hessian has to be calculated. The Cholesky factorization is good
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for the medium size problems and conjugated gradient approach is applied to large

problems. Using the Cholesky factorization one can check if the Hessian H is positive

definite, if the contrary is true, then the unit direction switches the sign and the search

will continue in the opposite direction.

Another problem is that the inverse of the Hessian matrix has to computed. The

inverse will be unstable if the Hessian H is not invertible. In this case an extra factor

αI is added, where α is a parameter large enough to guarantee that the resulting form

H + αI is positive definite. If α is too large, then the step direction will follow the

gradient. For the large datasets the calculation of the Hessian matrix becomes a ma-

jor factor. In practice this problem is solved by an approximation of the Hessian matrix.

The results of gradient based methods depend on the initial guess provided to the

optimization algorithm. One of the strategies to overcome this issue would be running

the optimization several times with different initial guesses, especially if there is no a

priori knowledge about the behavior of the function (e.g. in simulations).

2.4 kernel methods

Before now we were considering the parameterization of FFs, that have a known

functional form, in which the internal degrees of freedom were explicitly decoupled

by means of the superposition. But often the reactive PESs have the coupling of the

reactive coordinates and the functional form is not known and the dependence of the

coordinates on one another might me highly non-linear and hard to find, especially

for the high-dimensional reactive potentials. The kernel-based methods of machine

learning become very useful.

The range tasks, in which machine learning methods are applied, may be written as:

suppose, there is a given set of data of the size N (x1, y1),(x2, x2), . . . ,(xN , yN ), where

xi ∈ RD are inputs and yi ∈ R are outcomes. The task of supervised learning is to

find the relation between the inputs and outcomes in order to predict a new outcome

y, given a new input x.
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2.4.1 Feature mapping

Unfortunately in real-world cases there exists numerous problems in which the

relationships between the inputs and outcomes is non-linear: it means that in general

case the correct mapping might be performed by constructing the feature space

F ∈ RL, that has extended dimensionality (comparing to the dimensionality of

original input space X ∈ RD,D < L), in which there exists linear relations and the

mapping Φ is such that as X Φ−→ F, e.g. (x,y) Φ−→ (x2,y2,
√
xy). Finding and computing

of good feature space is difficult in high dimensional space.

With the proper mapping, one could perform the computation in the good feature

space implicitly while working in the original input space without explicit modifi-

cations. The feature space should incorporate various nonlinear information of the

original data.

The mapping Φ also defines a function space. In this space the norm ‖·‖ is defined so

for the ψ,φ ∈ Φ:

‖φ‖ > 0, ‖φ‖ = 0⇔ φ = 0 (48)

‖φ+ψ‖ 6 ‖φ‖+ ‖φ‖ (49)

‖αφ‖ = ‖α‖+ ‖φ‖ (50)

The norm ‖φ‖ can be defined by means of the inner product ‖φ‖ =
√
〈f, f〉. The

resulting feature space F is a Hilbert space. So if the problem is reduced to linear

in the feature space, then the ridge regression problem can be applied to the feature

space. The ridge regression is formulated as:

min
w

N∑
i=1

(yi −w
Txi)

2 + λ‖w‖2 (51)
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wherew are the coefficients of solving linear equation, xi and yi are input data and cor-

responding property values and λ is a regularization parameter. The optimal solution

ŵ of this least squares problem is defined as follows:

ŵ = XT (XTX+ λI)−1y (52)

where X is a matrix formed by the all inputs, y is a corresponding vector of property

values, I is identity matrix. As it was shown the function Φ(X) performs the mapping

of the initial inputs to the extended feature space, therefore the equation 52 applied to

the feature space can be rewritten as:

ŵ = Φ(X)T (Φ(X)TΦ(X) + λI)−1y (53)

The important here is thatΦ(X)TΦ(X) defines the inner product in the feature space, or

the measure of similarity, a “distance”, between the individual features in the feature

space.

2.4.2 Kernels

We can avoid computation of the inner products 〈φ(xi),φ(xj)〉 explicitly by defining a

special function K(xi, xj), a kernel, such that:

K(xi, xj) = 〈φ(xi),φ(xj)〉 (54)

This way a kernel function K(xi, xj) computes the inner products in RL, while

operating in RD, where L > D, we can still work in the original input space, implicitly

mapping it to the Hilbert space. The main advantage of having a kernel functions

is that we limit the optimization problem to the dimensionality of the original

input space and not the one of feature space! Hypothetically we can work in the

infinite-dimensional feature space.

One might think of a kernel as a similarity measure between xi and xj. The main

question is how to choose a proper kernel function K(xi, xj). It is easy to see that the

properties of the kernels are closely related to the ones of the inner product. A kernel

should be symmetric:

K(xi, xj) = 〈φ(xi),φ(xj)〉 = 〈φ(xj),φ(xi)〉 = K(xj, xi) (55)
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Type of kernel Definition of kernel K(xi, xj) Parameters of kernel

Linear xTi xj + c c > 0 is a free parameter

Polynomial (αxTi xj + c)
p c > 0 is a free parameters and cor-

responds to the trade off between the

higher and lower polynomial terms, p

is a polynomial order, α is a slope

Gaussian e
− 1

2σ2
‖xi−xj‖2 σ is a parameter, that has to be care-

fully adjusted

Exponential e
− 1

σ2
‖xi−xj‖ same as for Gaussian kernel

Laplacian e−
1
σ‖xi−xj‖ kernel is less sensitive to the changes

of σ

Sigmoid tanh(αxTi xj + c) the kernel is conditionally positive def-

inite, α is commonly 1/N, where N is

a dimensionality of the input data, c is

a threshold

Rational Quadratic 1−
‖xi−xj‖2
‖xi−xj‖2+c

c is a threshold. Used instead of the

Gaussian, if using Gaussian is too ex-

pensive

Table 1: Examples of Kernels

and positive semi-definite:

∀xi,wi ∈ R,
N∑
i

N∑
j

wiwjK(xi, xj) > 0 (56)

The examples of the kernels are shown in Table 1. There is no seemingly magical

universal kernel [50, 157], although there are works on the automatic kernel selection

[96]. Although some of the kernels are very targeted by structure, in general they

do not outperform the other. In practice the proper kernel choice can be done by

testing the different kernels and adjusting their parameters, so the error on a test set

is minimized. Gaussian and polynomial kernels are good initial starting point [228].

For example, a polynomial kernel can model feature conjunctions via high order of

the polynomial. Gaussian, exponential and Laplacian kernels are also known as radial

basis functions and allow to model the hyperspheres, linear kernels are good if the

feature space is more like a hyperplane.
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The kernel is related to the inner product in the feature space and it should be sym-

metric positive semi-definite function, so technically the kernels might be constructed

from the other kernels as following (for kernels K1 and K2) [50]:

K(xi, xj) = cK1(xi, xj) (57a)

K(xi, xj) = c+K1(xi, xj) (57b)

K(xi, xj) = K1(xi, xj) +K2(xi, xj) (57c)

K(xi, xj) = K1(xi, xj)K2(xi, xj) (57d)

Kernel method is an approach to solve the problem of the non-linear relations between

the input and the outcomes, by solving a linear problem in the extended feature space.

This is done by means of the inner products in the feature space while the operations

are done in the original space. The kernels perform such mapping between the original

input space and the extended feature space at low computational cost.

2.5 reactive ff and pes

2.5.1 Reactive Force fields

Challenges in chemistry are all about chemical changes with molecules, atoms and

ions via bonds breaking and formation. The key point of understanding the chemical

processes is a revelation of the reaction mechanism and the dynamics of that mecha-

nism when the reaction proceeds. In the equilibrium thermodynamics the molecule

samples the configuration space which is close to the local minimum. Temperature,

pressure, environment or external factors can perturb the system enough to drive the

transition to another minimum and therefore perform a chemical reaction. This pro-

cess can be investigated using numerous experimental and computational methods,

revealing the mechanism and kinetics. The time scales of the most chemical reactions

are from picoseconds to hundreds of seconds. Using of some of the computational

methods, like DFT and ab initio is unfeasible due to the computational costs. The
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force fields and molecular dynamics can sample the timescales from femtoseconds to

hundreds of milliseconds, making it possible to simulate the processes, which cannot

be investigated using other computational methods (especially the kinetics of the

processes).

Most of the conventional FFs are based on the harmonic approximation, which means

the system is assumed to sample only the configurations, that are close to the minima

and cannot describe properly the describe the chemical reaction. Therefore a special

treatment has to applied in order to simulate the bond breaking and formation –

reactive force fields (RFFs). The RFF have to be parametrized in a different way,

comparing to the conventional FFs.

2.5.2 Empirical Valence Bond Theory

The first approach to the RFF problem was done by A. Warshel and co-workers, the

Empirical Valence Bond method (EVB) [94, 260, 271, 272]. In the EVB method the wave-

function of the system is obtained from a linear combination of the relevant states

and the energy is obtained from the the corresponding secular equation. The effec-

tive Hamiltonian is constructed based on the parameters, obtained from the empirical

data or ab initio results. As well as the FFs EVB does not consider electrons or elec-

tron density explicitly. In principle EVB method starts with a N×N potential energy

matrix. The N diabatic states are diagonal elements of the matrix, the rest N(N− 1)

off-diagonal elements are the couplings between the states. The Hamiltonian for two

states is defined as:

H =

V1,1 V1,2

V2,1 V2,2

 (58)

where V1,1 and V2,2 are the diabatic states, which are defined based on the non-reactive

force field, V1,2 and V2,1 are coupling elements, which describe the interactions be-

tween each diabatic states. After the diagonalization the minimal value is the ground

state.

The important point concerning the EVB method is that the off-diagonal, coupling

terms are to be parametrized all together in order to describe the reaction path

correctly. In the transition state the interactions are controlled by those coupling
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terms, these are actually become the reaction coordinate. The great advantage of

the EVB method is that at low computational cost, which is lower than the DFT or

semi-empirical methods, it produces good quantitative results, when the empirical

parameters are properly chosen. This fact was illustrated in the studies on proton

transport [226, 266], acid-base reactions in aqueous solutions [257], enzymatic catalysis

[269, 270], nucleophilic substitution reactions [15, 176].

The main disadvantage of the EVB method is the due to the definition of the valence

bond, the path of the chemical reaction has to be specified by construction. Therefore

the EVB method cannot handle the situation, in which it is desired to search for the

chemical reaction pathways, which is not in the parametrization.

2.5.3 ReaxFF

Another approach to the FF-based reactive processes treatment is ReaxFF. It was de-

veloped by Adri van Duin, William A. Goddard, III and co-workers at the California

Institute of Technology [254]. As it was shown in the previous cases the bonds, angles,

torsions are explicitly defined, when the simulation starts, allowing for only specific

reaction sites, the ReaxFF instead uses the definition of bond orders, which leads to

the continuous bond formation or breaking.

U(R) =
∑

bonds

Ustretch +
∑
pairs

(Uelectrostatic +Uvan der Waals︸ ︷︷ ︸
2-body interactions

+
∑

angles

Ubend︸ ︷︷ ︸
3-body interactions

+
∑

dihedrals

Utorsion︸ ︷︷ ︸
4-body interactions

+
∑

H-bonds

UH-bond +
∑

atoms

(Uover +Uunder)︸ ︷︷ ︸
additional terms

+
∑

atoms

Ulone-pair +Upen +Uconj + ...︸ ︷︷ ︸
additional terms

(59)

where Ustretch is a bond energy, Uelectrostatic are Coulomb interactions are calcu-

lated between every atom and the polarizable charges are updated every iteration,
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Uvan der Waals are the van der Waals terms, which are calculated between every atom,

Ubend is the angular term, which also depends on the central atom bond order,

Utorsion corresponds to the energy in the dihedral angles, as well as the angular

term, it depends on the bond order of the atoms, UH-bond is the energy of hydrogen

bonds, Uover and Uunder are the overcoordination penalty and the stabilization of the

undercoordinated configuration correspondingly (undercoordination stabilization is

optional), Ulone-pair penalize the breaking up lone pairs (e.g. of oxygen or nitrogen

atoms), Upen is a penalty for allene-type molecules (it is optional), Uconj is an

stabilization energy gained by the system of conjugated bonds (it is optional). There

are many more energy terms, which are specific to the particular cases, e.g. metallic

systems, combustion of the hydrocarbons etc.

The significant concept behind the ReaxFF approach is a bond order, which is defined

based on the instantaneous configuration: in order to perform a smooth, continuous

transition during single, double or triple bond formation the bond length - bond order

relationships are introduced for the reacting group of the atoms. Therefore there are

no pre-defined reactive sites or reaction pathways, the instantaneous configuration

will determine automatically the changes due to the reactions. And the bond orders

are updated every integration step of the equations of motion.

The significant difference from the other RFF approaches is that the non-bonded

interactions are evaluated for every single pair of the atoms and does not depend

on the connectivity between them. At short distances, when the atoms would

repel each other due to the Coulomb and van der Waals short-range repulsion,

the shielding is applied. All the other “bonded” terms for the multi-body interac-

tions (angles, torsions) are also made bond-order dependent, this way they will

change on the changes of the chemical environment. The polarization effects are also

explicitly treated via the charge calculation schema, that depends on the configuration.

Another significant difference is that the parametrization is made elementwise, i.e.

there is only a single atom type, which corresponds to an element. And the differences

between the entities of the element are defined by the chemical environment.

The ReaxFF method has show good results for the reactions in condensed phase

[73, 177, 255] (metals included [178]), thermal decomposition [36], combustion
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reactions [37, 38, 242].

2.5.4 Adiabatic Reactive Molecular Dynamics (ARMD)

FFs, like the one of CHARMM, have the functional form similar to the one in the equa-

tion 39, and are the superposition of the individual terms like bond, angles, torsions,

non-bonded interactions etc. What happens in the chemical reaction, is the change

of the chemical environment, bonds are formed or broken. In ARMD, a number of

parametrized PESs, in the simplest case, two (educt and product) are combined. For

example, letś consider the case of diatomic with the atoms A and B. When the atoms

A and B form a molecule A− B the interaction between them is described using PES

Vprod, which is a simple Morse potential (similar to the harmonic bonded term in

Equation 39):

Vprod(R) = De(1− e
−β(R−Re))2 (60)

where R is the distance between the atoms A and B, De is potential well depth, β

is the parameter, which characterizes the width of the potential well and Re is the

equilibrium distance. When the molecule A − B dissociates, in the standard FF the

atoms A and B will interact with each other by means of PES Veduct, a combination of

the van der Waals and Coulomb terms (same way as in 39(non-bonded)):

Veduct(R) = ε

((σ
R

)12
− 2

(σ
R

)6)
+
qAqB
kR

(61)

Combining the two PESs Vprod and Veduct should lead to the effective PES. The ARMD

solves the problem as follows [52]: suppose the system is initiated in the unbound V2
state and therefore for a given initial configuration the Veduct state is preferable, then

each step both of the PESs get evaluated, and, suppose, the two atoms start approach

each other and at some point the Vprod < Veduct condition will hold and V1 state gets

more stable. In this case, the ARMD module stops the simulation and rewinds the

configuration of the system τ steps before the crossing. And the simulation restarts

from that point, but the PES is mutated from Veduct to Vprod using a time-dependent

switching function:

Vmix =
1

2

(
Veduct (tanh[α(t− t0)] + 1) + Vprod (1− tanh[α(t− t0)] + 1)

)
(62)
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where t is a current time step, t0 is the time at which the rewind of the trajectory

happened and α is a switching parameter, that is related to the time τ. The switching

function guarantees the smooth switching and a proper transition from V2 state to

V1 within τ ∝ α time steps. The functional form of Vmix describes a smooth tran-

sition. Then the simulation is continued till the conditions of the switching will be met.

The ARMD method introduces an additional variable, a shift ∆trans, which compen-

sates the missing reference energy of transition. This ∆trans parameter is an energy

shift of the V1 PES. The ∆trans may be fitted to the transition enthalpy Htrans or free

energies of activation ∆G‡, that can be derived from the experimentally measured

transition rates [253].

This method allows smooth transition between states, however the general time-

dependence of the switching function violates the conservation of energy. Though

this problem does not effect the large thermostated systems [52, 191], but may lead to

the problems when the multiple transitions might be observed (e.g. hydrogen bonds)

and the small systems (especially NVE simulations).

2.5.5 Multi-Surface Adiabatic Reactive Molecular Dynamics (MS-ARMD)

The MS-ARMD method solves the issues, which exist in the ARMD approach, pre-

cisely, the energy conservation problem [172]. As it was shown above the switching

function between a pair of states is time-dependent, this violates the requirement of

the Newtonian mechanics regarding the forces to be conservative. The MS-ARMD

method states that both the PESs Vi(R) and switching function wi(R) are the defined

for a given configuration R. This way the energy is guaranteed to be conserved during

the transition process. The effective PES is the lowest one (Veff(R) = minVi(R)), unless

the system approaches the crossing. When the configuration of the PESs get close, then

the effective PES is handled by the switching function. The parameter ∆V defines the

measure of the sensitivity of the switching (similar to the parameter τ in the previous
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section 2.5.4). In the MS-ARMD algorithm the effective PES Veff (for N PESs) is a linear

combination of the PESs Vi(R):

Veff(R) =

N∑
i=1

wi(R)Vi(R) (63)

where the weights wi(R) are, in fact, switching functions and defined as:

wi(R) =
wi,0(R)
n∑
i=1
wi,0(R)

(64)

where wi,0(R) are non-normalized weights. The raw non-normalized weights are de-

fined as follows:

wi,0(R) = exp
(
−
Vi(R) − Vmin(R)

∆V

)
(65)

where Vmin(R) is a current minimum energy PES, and ∆V is a switching parameter,

that was discussed above. The information about non-minimum PES is exponentially

decaThe value of ∆V is determined during the parametrization.

In the Equation 65, the non-normalized weight wi,0(R) depends on the instantaneous

lowest-energy PES, this has a significant impact on the evaluation of the forces as all

the weights of the PESs for the non-lowest PESs contains the term, which involves the

lowest PES Vmin(R). The first derivative is defined as follows:

∇Veff(R) =

N∑
i=1

wi(R) · ∇Vi(R) +∇wi(R) · Vi(R) (66)

Theoretically, this algorithm can be used for numerous PES. It can also handle the

processes, which might have different pathways (e.g. water-elimination in H2SO4 [172,

281]).





3
C O T R A N S F E R I N T H E A C T I V E S I T E O F C Y T O C H R O M E C

O X I D A S E

3.1 introduction

The dynamics of small ligands in proteins strongly depends on their environment.

One of the routinely employed probe molecules is carbon monoxide (CO) which is

often used in ligand binding-rebinding experiments [139, 199, 235]. In such experi-

ments the ligand is dissociated from its binding partner, which is typically the iron

atom of a heme group, by using a UV/visible laser pulse that promotes the system

to an electronically excited and repulsive state. Subsequently, the time-resolved data

of the probe molecule allows to follow the time-varying environmental changes by

spectroscopic means [4, 282]. The structural interpretation of the data, including the

nature of the electrostatic environment [198], the ligand migration pathways and

reactivities [180, 194], or the ligand-protein coupling [210], is, however, far from

straightforward. Usually, the conclusions that can be drawn from experiment alone

about the protein environment are indirect except for circumstances under which

spectroscopic and structural signatures can be recorded simultaneously which is

only possible in rare cases [229]. Alternatively, validated molecular dynamics (MD)

simulations provide the required temporal and spatial resolution to complement

experimental investigations and allow to interpret the dynamics at atomic resolution

[189, 211].

The ultrafast dynamics of cytochrome c oxidase (CcO) has previously been in-

vestigated using a number of experimental techniques [142, 192] which provide

information about the protein environment and ligand binding-rebinding reactions

[83, 207]. The physiological function of CcO is to reduce molecular oxygen to water.

The protein contains two a−type heme groups: heme a (low spin) is hexacoordinated

and mediates electron transfer from exogenous cytochrome c towards the active

site whereas heme a3 (high-spin), near the copper atom CuB ≈ 5 Å away from

the iron atom of heme a3, acts as the binding site for molecular oxygen and its

reaction intermediates during four-electron reduction. The electron equivalents are

41
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provided by cytochrome c in the outside of the mitochondrial inner membrane (the

intermembrane space) via a copper site (CuA) and a low-spin heme (heme a) to the

O2 reduction site. The protons used for water formation from O2 are transferred

from the inside of the mitochondrial inner membrane (the matrix space) through

two hydrogen-bonded networks known as the K and D pathways. In addition to O2,

heme a3 also binds other diatomic ligands, including nitric oxide (NO) or carbon

monoxide (CO) which are physiologically generated and act as biological messengers

[92]. Because heme binds CO tightly, its accessibility to the heme a3 in CcO must be

well controlled.

The active site of interest for the current study is the one where the four electron

reduction takes place. It contains heme a3, bound to the protein via histidine His376,

and a three-histidine-coordinated Cu center (CuB) located 4.5 to 5.0 Å away from the

Fe of heme a3. Together they form a bimetallic active site. Before binding to heme a3,

ligands such as O2 and CO bind to CuB intermediately. The reverse reaction, involving

ligand transfer from heme a3 out of the protein via CuB, can be studied using flash

photolysis. CO is known to permanently inhibit CcO by forming a thermodynam-

ically stable complex with the heme a3-Fe. As in other protein environments, the

frequency of the CO stretch is sensitive to the changes in the chemical environment

[179, 198, 261]. This property has been extensively used in numerous spectroscopic

studies of enzymatic active sites as a probe. In CcO, the CO molecule is known to bind

transiently to the CuB site before forming a thermodynamically more stable complex

with the heme a3–Fe [139]. The reverse reaction can be induced by photolysis of the

Fe-CO bond. Subsequent reactions involve the transfer of CO to the CuB site which

occurs on the 1 to 2 picosecond time scale [252].

In order to better understand the atomistic details underlying CO transfer dynamics

in the bimetallic center of CcO, molecular dynamics (MD) simulations together with a

parametrized force field are employed. Such simulations are capable of characterizing

the ligand transfer trajectories and relate structural and temporal aspects of the

process. One of the open questions is whether free CO is formed at all and on what

time scales it is expected to exist under such circumstances. One suitable observable

to compare with is the infrared spectroscopy of CO which changes characteristically

between metal-bound and free CO. Furthermore, it is of interest to explicitly follow

the ligand unbinding and rebinding dynamics and to determine the typical time

scales for this process which is expected to be on the sub-picosecond to picosecond
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time scale. This makes the present system particularly relevant for direct comparison

between experiment and simulation because extensive averaging is possible.

3.2 methods

3.2.1 Molecular Dynamics Simulations

All simulations of Cytochrome C oxidase with bound and unbound CO were carried

out using CHARMM [26] with the CHARMM22 force field [156], For CcO the

X-ray structure with the Protein Data Bank reference 1AR1 [195] was used. The

computational model of the protein contains subunits A (529 amino acids) and B (252

amino acids), 3 copper atoms, 2 heme groups (heme a and heme a3), calcium and

magnesium ions, 9 molecules of lauryldimethylamine oxide, the carbon monoxide

molecule and 42 water molecules, which have been found in the X-ray structure. For

simulations with Fe-bound CO of heme a3 the initial Fe–C(CO) bond length was set

to 1.90 Å. The crosslink between His240 and Tyr280 (Nε–Cε) known for bovine CcO

[115, 195] has been introduced via a CHARMM patch. The two copper atoms, which

are not part of the active site of interest are treated by applying harmonic constraints

to the bond lengths and the angles between these copper atoms and the protein.

Hydrogen atoms were added using CHARMM and the protein was solvated in a

pre-equilibrated water box (80 × 117× 74 Å3) which leads to a total system size of

58092 atoms. We used periodic boundary conditions and the TIP3 model for water

[111]. The total charge of the system is −4.0e and was neutralized by replacing

random TIP3 waters by potassium ions. Some water molecules were replaced by

potassium and chloride ions so that the concentration of KCl in the water box

was ≈ 0.15 M. The SHAKE algorithm [222, 279]. with a tolerance of 10−6 was

applied to all bonds which included hydrogen atoms. A time step of 1 fs was

used, and the non-bonded interactions were cutoff at 14 Å. First, the system was

minimized with the steepest descent algorithm, then heated to 300 K during 300 ps

and equilibrated for 700 ps (NVT ). Production runs (NVT ) were carried out for 5

ns, during which the initial configurations for the excitation were collected every 10 ps.
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3.2.2 Intermolecular interactions

The global PES V(~X) is a function of the coordinates ~X of all atoms involved. For the

particular case of CO transfer between the bimetallic site in CcO we write the total

energy as

Vtot(~X) = VFF(~Q) + V(r,R, θ) (67)

The force field VFF(~Q) is the standard CHARMM22 force field [155] and ~Q contains

all configurational coordinates of the system except R, ρ and θ (see below) which

describe the coordinate dependence of the PES involving the binuclear site and the

ligand in the electronic ground state, see Figure 13. The coordinates of the subsystem

are R = |~R| the distance between the Fe atom of heme a3 (labeled Fea3 in the following)

and the CuB site, the vector r = |~r| between Fea3 and the center of mass of CO, and θ

which is the angle between ~r and the vector along the CO-bond. Thus θ corresponds

to the CO-rotation. In the ligand-bound state the CO stretching coordinate was

parametrized as a harmonic potential with a force constant of 1333.1 kcal/mol and

an equilibrium separation of 1.128 Å, the charges are +0.021 and −0.021 for C and O,

respectively [155, 205].

For the 3-dimensional PES V(r,R, θ) more than 3300 reference energies were calculated

using density functional theory (DFT) calculations with the B3LYP [14, 136, 239, 265]

functional and the 6-31G(d,p) basis set [203, 204]. All electronic structure calculations

were carried out with Gaussian09 [Frisch et al.]. We found it convenient to introduce

the dimensionless coordinate ρ defined as ρ = r−σ
R−2σ where σ = 1.5 Å is the minimal Fe–

C and Cu–C distance encountered in DFT scans, high up on the repulsive wall. This

transformation maps ρ ∈ [0, 1] for all separations R which simplifies and stabilizes

the fitting [99, 130]. For an analytical representation of the interaction energies the

following parametrization is used

V(R, ρ, θ) =
10∑
λ=0

Vλ(R, ρ)Pλ(cos(θ)) (68)

where Pλ are Legendre polynomials and the Vλs are double Morse-like potentials:

Vλ(R, ρ) = D1,λ(R) · (1− e−β1,λ(R)(ρ−ρe1,λ(R)))2

+D2,λ(R)(1− e
−β2,λ(R)·(ρe2,λ(R)−ρ))2

−α(R)

(69)
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(a) (b)

Figure 2: (a) The model of the system (red - active site of interest, cyan - protein backbone. (b)

Diagram showing variables of the potential.

Atoms A, e B, e/Å C, e/Å
2
D, e/Å

3

C –11.011 20.205 –13.149 3.0461

O –11.254 22.309 –15.981 3.9834

Table 2: Parameters used for 3-point charge model.

Each parameter Xλ, including Di(R), βi(R), and ρei(R), is fitted to an expression

Xλ(R) = 1
2p0 tanh(p1(R− p2)) + p3. This parametrization scheme was already found

useful for investigating proton transfer between a donor and an acceptor and allows

to work with analytical derivatives required for MD simulations [99, 130].

The parameters pi were determined from least-squares fitting by using a Nelder-Mead

simplex [175, Johnson] followed by a non-linear least squares refinement with the

I-Nolls software [55, 133].
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For the unligated state, the dissociated CO molecule was described by a three-point

fluctuating charge model [188]

qi(rCO) = Ai +Bi · rCO +Ci · r2CO +Di · r3CO (70)

where the qi are the charges on the C and O atoms, respectively and an additional

charge was placed at the center of mass (COM) of CO with

qCOM = qC + qO (71)

Such a model was preferred in the present case over a more rigorous multipolar

model for computational efficiency [209] The C-O bond potential is an anharmonic

and spectroscopically accurate rotational Rydberg-Klein-Rees (RRKR) potential

[100, 101, 152]. This model has performed well in previous studies [54, 188].

3.2.3 Photodissociation and Ligand Transfer

Photodissociation was simulated based on the sudden approximation [165]. Starting

from the bound state (FeCO), the ground state PES was instantaneously switched to

the parameters of the unbound state and a repulsive term between the Fe and the CCO

atoms was added:

Vrepulsive(r) = C ·
( r
σ

)−12
(72)

where σ is the equilibrium distance of the Fe-C bond (σ = 1.9 Å ) and C = 10 kcal/mol

is an energy parameter. This potential mimics the repulsive part of the excited state

PES to which the Fe-C bond is pumped by the photodissociating laser pulse [4, 85].

We note that such a preparation of the system does not necessarily redistribute

the excess energy correctly into the available degrees of freedom of the leaving

CO-fragment. However, as we are primarily interested in preparing a representative

ensemble of photodissociated initial structures and because the dissociative potential

is typically only active for a few vibrational periods (a few tenths of femtoseconds)

in the present case, a more rigorous treatment was not deemed necessary. More

appropriate treatments of such processes have been recently discussed in the context

of photodissociation of small molecules together with final state analysis [151]. After

applying the photodissociating pulse, the system is switched back to the ground state

surface in order to follow the reactive dynamics. The fitted, 3-dimensional PES is re-

active and allows to describe both, the Fe-CO and Cu-CO states. However, alternative
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procedures to follow chemical reactions in condensed-phase simulations are available,

including reactive molecular dynamics [52, 165, 191, 284], reformulations of it [53], or

the empirical valence bond (EVB) formalism [271].

3.3 results and discussion

3.3.1 PES fitting

The PES was parametrized by fitting to DFT-reference energies. Figure 3 shows

a model of the active site that was used for generating the 3-dimensional PES

corresponding to the singlet ground state. The model includes the truncated Heme

a3 in which the isoprenoid chain was replaced by a methyl group, the CO ligand, the

Cu+ cation, and the His240, His276, His290 and His291 side chains which were truncated

to the methyl-imidazole core. In order to estimate how strongly the structure deforms

when CO is bound to either CuB or the Heme a3, partial optimizations were carried

out with the positions of the His-Cβ carbons and the carbon atoms of the propionate-

carboxylic groups being fixed (see Figure 4). As it is expected the CO-CuB bound

structure (θ = 180◦) is ≈ 16 kcal/mol higher in energy than the CO-heme a3 one

(θ = 0). In the partially optimized structure, the most significant structural differences

are found for the CuB atom (its displacement relative to the reference structure is 0.38

Å) and the heme-a3-Fe (displacement 0.15 Å). However, the overall structure is well

preserved which establishes that using the X-ray structure is a meaningful reference

for scanning the PES.

For the electronic structure calculations, a grid was defined which includes Fe–Cu

distances between 4.3 and 5.5 Å with a spacing of 0.1 Å, Fe-CO(CoM) distances from

1.5 to 3.5 Å and angles θ corresponding to an 11-point Gauss-Legendre grid. Such

a definition for the angular grid was found to enhance the stability of the fit and

allow for a convenient representation of the angular degree of freedom in fitting

the 3-dimensional PES [130, 166, 187]. The minimum barrier of the transfer reaction

on the ground state PES is 38.1 kcal/mol and the root mean square error between

the parametrized PES and the DFT reference energies is 1.2 kcal/mol. A direct

comparison between the reference data and the fit is reported in Figure 4(c) for the
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Figure 3: Optimized structure of the active site at the B3LYP/6-31G(d,p) level for CO bound

to heme-Fe. The histidine Cβ carbons and the carbon atoms of the propionate-

carboxylic groups, marked blue, are fixed at their X-ray positions in the partial opti-

mizations.

cut with an Fe–Cu distance of 5.2 Å and demonstrates the high quality of the PES.

(a) (b)

Figure 4: (a) PES based DFT points (red) and fitted potential (black) for R = 5.2 Å. (b) The DFT

energies (black circles) and the corresponding values of the fitted PES (red) (upper

frame), and the absolute error of the potential for each of the points (lower frame) for

R = 5.2 Å.
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Reference Fe–C [Å] Fe–C–O [◦] Cu–O [Å]

CcO (1AR1) (MD, current work) 1.93± 0.067 176± 2.04 2.39± 0.538

CcO of Thermus thermophilus[147] 1.95± 0.04 126± 8 2.42± 0.11

Bovine heart CcO [282] 1.90 152 2.4

Table 3: Characteristic bond lengths and angles in the active site from X-ray structures and the

present simulations.

3.3.2 Dynamics of CO bound to heme a3 Fe

As a first validation of the parametrized PES, NVT simulations were carried out

for Fe-bound CO. The average Fe–C bond length is 1.93 ± 0.067 Å, the average

Fe-C-O valence angle is 176 ± 2.04◦ – close to linearity – and the average CuB–O

distance is 2.39± 0.538 Å. The structural data reported for the bovine heart CcO [282]

and the one of Thermus thermophilus [147] are summarized in Table 3. Significant

differences are, however, observed for the CO-tilt (Fe–C–O angle). The canonical

Fe–CO conformation is linear [261] which is also found in the present MD simulations

but is very different in Thermus thermophilus. Part of the difference could be related to

the rather low resolution of the X-ray diffraction experiments of 2.8–2.9 Å and 2.8–3.2

Å and the low temperature of 100 K at which these experiments were carried out

[147, 282]. The tilt observed in the X-ray structures has been proposed to result from

electrostatic repulsion between the CuB atom and the O of CO [147]. However, given

the experimental data on related systems and the fact that the partial optimizations

at the B3LYP/6-31G(d,p) level (see above) based on the X-ray structure yield an

almost linear Fe-CO arrangement with an angle of 178◦, this appears to be unlikely.

The current results are also supported by previous computational studies of model

heme-CO systems [165, 188–190, 243].

The Fe–Cu distance during the equilibrium dynamics is 4.98± 0.08 Å (see Figure 28).

This compares with an average distance of 4.4± 0.34 Å from simulations for the unli-

gated protein (see below) and 4.5 Å from the X-ray structure [195]. Hence, the presence

of the ligand in the active site pushes the two metal centers apart and photodissocia-

tion of the ligand allows the Fe- and Cu-atoms to move closer. Also, the comparison

between simulations and experiment for the unligated system are an additional vali-

dation for the force field employed in the present work.
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3.3.3 Free CO Dynamics

In order to better characterize the active site once the CO molecule can move in

the bimetallic site, simulations were also carried out for photodissociated CO. For

this the bond between Fe and CO was removed and replaced by equation 72 which

was active for 100 fs after which the Fe–CO nonbonded interactions were reintro-

duced. This included in particular the van der Waals and electrostatic interactions

between the CO ligand and its environment. For the electrostatic part the fluctuating

three-point charge model (see Methods) was employed. This model describes the

interaction of CO with the protein better than a conventional point charge model

[188, 189]. In particular, the molecular dipole and quadrupole moments are correctly

captured and thus fluctuate with CO bond length. This also allows to determine the

CO-infrared spectrum from the time-varying dipole-moment autocorrelation function

C(t) =< µ(t)µ(0) >.

(a) (b)

Figure 5: Probability distributions for a) Fe-bound CO and b) photodissociated CO in the active

site of CcO. Important residues in the active site are labelled. The small green and

brown spheres are the heme-Fe and CuB atoms, respectively. In b) several docking

sites, including the “K-path” and distal site pockets can be distinguished.

The total simulation time for free CO in the bimetallic site was 11 ns. This allowed

to map out the shape and the effective volume of the cavity around the active site to

which free CO has access, as reported in Figure 5. In the free dynamics simulations
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we find three possible locations to which CO escapes after photodissociation: the

distal pocket, the water-protein interface and the “K-path” shown in Figure 5(b).

Most of the time CO remains in the distal pocket. In one simulation CO moved

towards the protein-water interface and in one it diffused into the “K-path” pocket.

In cases where CO left the distal pocket, the escape occurred on a timescale of ≈ 0.5 ns.

During these simulations the heme a3 Fe changed from a hexacoordinated to a

pentacoordinated state. Hence, the Fe moves below the heme a3–plane. This co-

ordination change can be described by the distance between the plane defined by

the four heme-nitrogen atoms and the Fe atom. In the original crystal structure

the heme-Fe separation is ≈ 0.42 Å below the plane (in the direction away from

the distal pocket) which compares with 0.50 Å from the present simulations and

0.35 Å from previous work on myoglobin [165]. After excitation, CO moves in

the direction normal to the heme plane. Hence, the CO dynamics right after pho-

todissociation is rather translational than rotational. After 100 to 250 fs the CO hits

the protein and its dynamics is affected by the structure of the pocket of the active site.

Figure 6: Out of plane motion of Fe in heme a3 during free CO dynamics. µ - expectation, σ -

standard deviation

As the major function of CcOs is proton transfer, the proton channels such as the

K-path often contain cavities sufficiently large to accept water molecules. The K-path
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is a proton uptake pathway, in which protons are transferred towards heme a3

and heme a sites, and therefore essential for the function of the protein. In crystal

structures of CcOs of other bacteria, e.g. Thermus thermophilus [246], up to 3 water

molecules can be found in the area close to the “K-path” pocket [29]. Hence this

pocket may be similar in character to the well-known Xe-binding sites in CcO [149] or

myoglobin [68, 249] which are also accessible to external ligands, including CO and

NO. It was therefore of particular interest to investigate the dynamics of the free CO

molecule inside the active site of CcO, as experiments [147, 252] do not give definitive

answers about the existence of free CO after photodissociation.

Infrared spectroscopy is suitable to address this point but may lack the sensitivity

and resolution for unambiguous detection. For a computational characterization, ten

individual 500 ps simulations of photodissociated CO in the active site were run. This

time scale is appropriate to obtain sufficiently resolved spectra as recent work on NO

in Mb has shown [138]. The simulations were started from Fe-bound CO, the repul-

sive potential to induce photodissociation was active for 100 fs after which the system

was switched to the 3A state. The average IR spectrum of the photodissociated, free

CO molecule was calculated with a resolution better than 1 cm−1 and is reported

in Figure 7. For the IR spectra, the real-time dipole-dipole autocorrelation function

C(t) =< µ(t)µ(0) > is calculated and its Fourier transform C(ω) yields the IR spec-

trum according to

A(ω) ∝ ω(1− exp(− hω/(kBT)))C(ω) (73)

where kB is the Boltzmann constant,  h is the Planck constant, and T is the temperature.

The individual spectra differ as they reflect different environments sampled by the

ligand but all of them are broad and centered around 2180 cm−1 which is the value for

a gas-phase simulation of isolated CO [188, 209]. The difference to the 2143 cm−1 band

known experimentally originates from the finite step size used in the MD simulations

and the classical treatment of the anharmonic oscillator [18, 51, 209]. Consequently,

an insignificant shift for photodissociated CO in the active site of CcO is predicted

relative to gas-phase CO which contrasts with the situation encountered for free CO in

the active sites of Myoglobin or Neuroglobin [138, 144, 152, 179, 180, 188–190, 209, 229].

As anticipated from previous experiments [252] the expected spectrum of photodis-

sociated CO in the active site is broad which is consistent for the dynamics of a free

diatomic molecule in a highly inhomogeneous electric field and a largely open chemi-
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Figure 7: (a,b,c) Localization of the free CO in the active site from 5 ns (10× 500 ps) simulations

(a - XY plane, b - YZ plane, c - XZ plane). Black bold solid line in YZ and XZ

planes shows the approximate linear dimensions of the heme a3. The blue circle show

the position of the heme a3 Fe, the green circle shows the position of the CuB. (d)

Infrared spectra of the free CO in the active site of the CcO, calculated from ten 500-

ps trajectories at 300 K using the three-point fluctuating charge model: the colored

lines are from the individual trajectories and the black bold line is their average and

the dashed line corresponds to the position of the IR absorbance peak of the free CO

in vacuum, calculated using the three-point fluctuating charge model.

cal environment: the pocket of the active site is formed by both polar (the tri-histidine

(His276, His325, His326) coordinated CuB, a Tyr280 with a hydrogen bond to the hydroxyl

of the heme a3) and apolar groups (Val279, Ile315, Ile347). The pocket volume was ana-

lyzed using SURFNET [132]. This program finds cavities by covering space lined by a
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given collection of residues using spheres of different radii (Rmin = 1.0Å, Rmax = 3.0Å),

which define the volume of the pocket. For estimating the pocket volume relevant in

the present work, 400 frames along a trajectory with photodissociated CO were ana-

lyzed. For this, the CO molecule was removed from the structure. The average size of

the pocket is 105.06± 31.8 Å, which is approximately three times larger than the cavity

of the distal pocket in myoglobin [23]. This, together with the low signal-to-noise ratio

in the experiments could partially explain the absence of the free CO signal in the

experiments [252].

3.3.4 CO transfer following excitation

In a next step, the ligand transfer reaction was investigated. To this end, 1000

independent excitation trajectories for each excitation time τe were run and analyzed.

Initially, the excitation was simulated by a repulsive term (Eq. 72) which was already

used in the free dynamics. At defined times after the excitation - including τe = 20, 30,

50, 100, 150, and 200 fs (for each initial configuration) - the interactions were switched

to the interaction potential Eq. 68 describing the ground state PES supporting both,

Fe-CO and Cu-CO-bound states. For the heme a3 separate sets of simulations were

carried out with the penta- and the hexacoordinated force fields. In the following,

only the results with the pentacoordinated force field are described and comparisons

with results from simulations with the hexacoordinated force field are made where it

is appropriate. The supplementary material reports the results from simulations with

the hexacoordinated force field.

The analysis of excitation trajectories shows that the probability for ligand transfer

to yield Cu-CO is only insignificantly affected by increasing the quench delay time

(see Figure 8). For all times τe the final state population is prominently peaked at

the Cu-CO state which suggests that following photodissociation from the heme-Fe

the CO ligand is efficiently transferred to the copper atom. After photodissociation,

the Fe atom moves out of the heme plane defined by the four heme nitrogens to

a distance of ≈ 0.5 Å below the plane within the first ≈ 100 fs of the simulation.

This has also been found in previous work on Myoglobin [165, 263] and the time for

breaking the Fe-C bond has been estimated to be on the order of 100 fs [241]. The

Fe-out-of-plane displacement is close to that in the experimental 1AR1 X-ray structure
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Figure 8: Probability of final states (after 5 ps) as a function of the quench delay time (based

on 1000 trajectories). θ = 0 corresponds to Fe–CO, θ > 150◦ to Cu–CO.

for pentacoordinated heme a3, where it is 0.42 Å.

In equilibrium simulations for Fe-bound CO the Fe–Cu distance is typically around

5.0 Å (see Figure 28) which increases to 5.5 Å during the transfer within a picosecond.

This displacement is caused partially by the out-of-plane motion of the heme Fe.

Therefore the transfer leads to moderate but functionally important changes to the

structure of the active site. In particular, the pentacoordinated heme-Fe is “hidden”

below the plane which makes it less available for reactions with external ligands.

This is in contrast to the tetrahedrally coordinated Cu-ion which always presents an

available ligand-binding site to free CO.

The analysis of the trajectories suggests that θ is a meaningful reaction coordinate to

describe the transition between the Fe–CO (θ ≈ 0) and Cu–CO (θ ≈ 150◦) states (as θ

is the angle between heme a3, the center of the CO and the C of the CO, the minimum

corresponding to the Cu–CO has a value of 150◦ in the coordinate system used). The
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Figure 9: Probability of Fe-Cu distances for simulations (5 ns) of Fe-bound CO (Fe-CO) (black;

µ=4.98 Å, σ=0.08 Å) and for 1000 excitation simulations showing the structural

changes of the active site (red). The quench delay times τe are reported in the panels.

time series θ(t) obtained from the trajectories (Figure 32) shows that CO arrives at the

CuB site typically within 1 ps. The transfer itself consists of two phases - a ballistic

and a diffusive one (Figure 11).

The kinetic curves show that there is a lag time for the transfer reaction, which

corresponds to the minimal time required for the CO molecule to move towards the

CuB site, followed by the rotation (Figure 11). In the simulations this lag time is the

sum of two components: the quench delay time after which the dynamics is driven

by the repulsive potential (Eq. 72) and the true ballistic time, when the potential

describing the ground PES is active (Eq. 68). The estimated lag time is not greater

than 300 fs and the true ballistic time is ≈ 100 fs (Figure 34).

To give a quantitative interpretation of the ligand transfer reaction we further analyze

the reactive trajectories. Similar to proton transfer reactions, it is useful to consider

geometrical criteria with which to distinguish educt from product states and to

subsequently determine the sensitivity of the conclusions on the specific criteria

chosen [84, 167]. The geometrical criterion for ligand transfer is ρ > 0.64 (CO is closer

to CuB site) and θ > 150◦, which are the average values of the corresponding variables
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Figure 10: CO transfer kinetics for different quench time delays - see labels in panels from

analysis of 1000 trajectories. Main panels: black points are averages < θ >; grey

overlapping lines are the individual trajectories, red dashed line shows the point

where the quench has been performed. Insets: ΦCu−CO is the conversion fraction to

the Cu–CO state. At t = 0, ΦCu−CO(t = 0) = 0. The slope of ln (1−Φ) is the rate of

forming Cu-CO, see text.

obtained from the final state analysis (ρCuB−CO > 0.64 ± 0.05, θCuB−CO = 150 ± 5◦).
Hence, if a trajectory matches this criterion, the transfer is considered to be complete.

In the following, the process of CO transfer is treated as a first-order chemical reaction.

For determining the rate of conversion from Fe–CO to Cu–CO we use the conversion

fraction (Φ) as a concentration term where Φ is the fraction of the trajectories for

which CO is transferred to the CuB site at a particular time. Fitting the data (see insets

in Figure 32) to a first order kinetics yields an estimated rate constant of 3.83± 0.7
ps−1 and a characteristic time for the conversion to Cu-CO of ≈ 260 fs, which is

somewhat more rapid than the value (450 fs) obtained from experiment which is

based on an exponential fit of the Cu–CO (2065 cm−1) differential transmission
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Figure 11: 40 different reactive trajectories which lead to transfer for different quench time

delays. The PES for a specific Fe–Cu separation of 5.2 Å is also reported for reference.

Red lines - dynamics on the excited state surface (CO unbound), grey - dynamics

on the ground state surface (CO bound to Cu). Green and orange areas show the

approximate contour of the termination criteria used to validate the approach for

Fe–CO and Cu–CO states correspondingly, so that whenever the CO molecule is

found within the area the state is considered to be defined.

spectrum [252].

For the hexacoordinated state in which the heme-Fe remains closer to the heme plane,

the Fe is still available for rebinding to the CO molecule. Hence, at very short quench

delay times (τe 6 100 fs) the probability of rebinding to the heme a3-Fe is high (see

Figures 30 to and 31 in the supplementary information). The probability for ligand

transfer to form Cu–CO increases with quench delay time and reaches a maximum

of close to 100% (see Figure 29) for τe > 100 fs and does not significantly change

even up to 1 ps. After photodissociation, the Fe atom slightly moves out of the heme

plane in the similar fashion as in the pentacoordinated state but only to a distance of

≈ 0.10 Å below the heme plane within the first 20–100 fs of the simulation. Although

the equilibrium structures of the penta- and hexacoordinated heme-group are quite
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different, the rates of conversion from Fe–CO to Cu–CO are similar. The rate increases

from 260 fs to 300 fs when simulations are carried out with the hexacoordinated

heme force field. Hence, the conclusions about the time scale and nature of the

rebinding reactions are robust with respect to force field parametrizations which

characterize two extremes (penta- and hexacoordinated heme-Fe) of the physically

relevant situation.

3.3.5 Validation of the CO transfer protocol

The approach used so far assumes a certain timescale τe for the excited state dynamics.

Beyond 100 to 200 fs - depending on the coordination of the heme-Fe - the final state

was found to be insensitive to the particular time spent in the unbound state. In order

to independently validate this, additional simulations in the unbound state were

carried out. Specifically, 600 trajectories, each with a maximum simulation time of 100

ps in length, were started from the bound state. The Fe–CO bond was broken and the

repulsive potential was activated, after the 50, 100 and 200 fs delay τe the repulsive

potential was switched to the CHARMM standard force field with a pentacoordinated

heme a3 and the CO treated with the 3-point fluctuating charge model (analogous to

the free CO simulations).

The time of arrival at the CuB site or at the heme a3 was again determined when

certain geometrical criteria were met. They included a metal–CCO distance of less than

2.45 Å and a metal–C-O angle greater than 100◦. For comparison, the equilibrium

Fe–C separation from the X-ray structure is 1.9 Å and the Cu–C distance from DFT

calculations is 1.87 Å. With these geometrical criteria, within 1.5 ps after photodisso-

ciation 85% (vs. 90% in the hexacoordinated state) of the simulations have a defined

state which is either CuB–CO or Fea3
–CO. In the remaining cases, CO is still unbound

and samples the active site regions characterized earlier, see Figure 5. Specifically,

within 1.5 ps of breaking the Fe-C bond in 512 (85.3%) simulations (out of a total

of 600) the CO is bound to CuB, in 10 cases (1.7%) it rebinds to the Fea3
and for 78

(13%) simulations CO remains in a photodissociated state. The kinetics analysis for

the validation simulations based on the first order kinetics along the same lines as for

the reaction using the explicit reactive 3d-PES (see above) yield rate constants of 2.54

ps−1 (characteristic time 393 fs) and 3.11 ps−1 (characteristic time 321 fs) for penta-
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and hexacoordinated heme-Fe respectively. Within the limitations of the validation

simulations this compares favorably with the simulations on the reactive surface.

Similarly to the case when simulations were run on the 3-dimensional PES suitable to

explicitly describe both bound states, Fe-CO and Cu-CO, additional simulations were

carried out in which the heme was treated with a hexacoordinate force field. Within

the first 1.5 ps after the excitation 90% of the trajectories terminate in a metal-bound

state (Figure 31). The probability of rebinding to the Fea3
is higher in this case as

the iron atom is readily accessible to the CO ligand due to the smaller out-of plane

distortion (0.1 Å vs. 0.5 Å). Hence, after 1.5 ps 484 (81%) of the simulations find the

Cu-CO state, 59 (10%) terminate in Fe–CO state and in 57 (9%) case CO remains in a

photodissociated state or rebind the metal sites on the longer timescale.

3.4 conclusions

In the present work the dynamics of CO between the heme a3 and the CuB binding

sites in CcO were studied based on molecular dynamics simulations using an accurate

3-dimensional reactive PES. Independent on the details of the simulation protocols,

the time scale for ligand transfer after photodissociation from the heme-Fe is on the

sub-picosecond time scale. Following photodissociation from the heme a3-Fe, approx-

imately 90 % of the ligands rebind on such time scales to either CuB (majority) or the

heme a3 (minority). The data obtained from MD simulations and experimental data

suggest a ballistic contribution to the transfer process. A time delay of ≈ 100 fs before

rebinding starts is found in the simulations. This qualitatively agrees with experiment

where the time scales were determined by analyzing spectroscopic signatures [252].

The characteristic time scale for rebinding is ≈ 300 fs compared with 450 fs from

experiment. The remaining population (10 %) consists of unbound CO sampling the

active site which, however, are difficult to directly observe experimentally. Computa-

tional infrared spectroscopy suggests that the absorption features of unbound CO are

broad and centered around the gas-phase value. All these observations agree with

experiments which were interpreted based on spectroscopic data [252].
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R E P R O D U C I N G K E R N E L P O T E N T I A L E N E R G Y S U R FA C E S I N

B I O M O L E C U L A R S I M U L AT I O N S : N I T R I C O X I D E B I N D I N G T O

M Y O G L O B I N

4.1 introduction

Following the dynamics of small ligands in (globular) proteins provides information

about the internal structure of the macromolecule and about the way how ligand

and protein motions are coupled. By combining experimentation and simulation

a detailed picture about these processes can be obtained. One of the paradigmatic

systems in this context is myoglobin (Mb) and its ligands O2, CO or NO, see Figure

21. Nitric oxide (NO) is a key messenger for many biological processes in vertebrates.

It can bind to myoglobin (Mb), and together with O2 can be catalyzed by Mb

to form nitrate [68]. The rebinding kinetics of NO to Mb has been studied inten-

sively over the past three decades using experimental and computational methods

[49, 52, 71, 104, 106, 123, 124, 127, 141, 165, 191, 205, 224]. Compared to rebinding

of CO, no substantial rebinding barrier has been found for geminate recombination

of NO to the heme-iron [205] and ab initio calculations have even suggested that

the recombination reaction may be barrierless for NO in specific conformations [67].

Because of the short time scale involved (picoseconds), this process is ideally suited

to be investigated computationally at an atomistic level [52, 141, 165, 191, 224].

Over the past few years, computational investigations of ligand migration in globular

proteins has provided considerable insights into their structure, energetics and

dynamics [23, 60, 208, 221]. All these efforts require adequate representations of the

intermolecular interactions. Methods for this range from purely empirical force fields

to mixed quantum mechanical/molecular mechanics (QM/MM) treatments. They all

have their merits and disadvantages in terms of computational efficiency and realism

in capturing the essentials of the interactions. While empirical force fields are fast

in terms of evaluating the energies and forces of a given configuration, they need

to be fitted to a parametrized form, their accuracy is limited and they do not allow

to describe bond-breaking and bond-forming processes. On the other hand, mixed

61
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QM/MM simulations can be more accurate depending on the level of theory used in

the quantum part, but their application is usually limited to single (or few) trajectories

of short duration [134, 170]. In particular for systems containing metal atoms - as is

the case in Mb where the active site is the Fe-heme unit - even density functional

theory (DFT)-based approaches become computationally challenging. Furthermore,

technical difficulties can arise, e.g. converging the Hartree Fock wavefunction or

maintaining the correct electronic state, if sufficiently distorted conformations are

sampled in the MD simulations.

An alternative to QM/MM is to explicitly parametrize the total energy (instead of

representing the total energy as sum over individual force field terms) for a subsystem

based on rigorous quantum chemistry and combine this with an empirical force

field. Again, the parametrization step is critical and often time-consuming. Such

an approach has, for example, been used in combining accurate representations for

the proton transfer energetics between a donor and an acceptor atom together with

empirical force field parameters for the environment [130]. The approach - molecular

mechanics with proton transfer (MMPT) - has been successful to realistically follow

the proton transfer dynamics in protonated water dimer, diglyme, malonaldehyde or

even in a metal-catalyst used for hydroformylation [97, 98, 131]. However, because the

quantum-based energies can not always be represented by standard harmonic terms

in order to take full advantage of their higher accuracy, tedious non-linear fits are

often involved in the parametrization. In the present work kernel interpolation will be

used which is based on solving a linear system instead of carrying out a (non-)linear

least squares fit.

Recent experiments have followed the interplay between the Fe-out-of-plane (Fe-oop)

and the NO-ligand motion in a time resolved fashion [127]. This work points towards

a direct coupling between these two degrees of freedom on the 10 to 100 ps time

scale. Running a statistically significant number of QM/MM trajectories from which

to analyze and atomistically resolve the interplay of the motions involved is beyond

current computational methods. In order to retain the accuracy needed, the total

interaction in the protein-ligand system is decomposed in a similar fashion and the

subsystem - ligand and heme-oop coordinate - is treated at the density functional

theory (DFT) level. Subsequently, a suitable representation that preserves the accuracy

of the interpolated potential energy surface (PES) is chosen and used in the simu-

lations. An alternative to parametrized representations of PESs are parameter-free,
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Figure 12: NO-bound Myoglobin with the heme, His93 and NO ligand in licorice and the

protein in secondary structure representation.

reproducing kernel Hilbert space (RKHS)-based representations of reference data

from quantum chemical calculations [7, 93]. They are based on smoothness criteria of

the interpolant and have been successfully applied to study van der Waals complexes

[90, 166] and reactions [31, 32]. One of the hallmarks of an RKHS-interpolated PES is

that it reproduces the reference energies exactly (i.e. by construction) which is not the

case for parametrized force fields.

In the present work, RKHS-based representations for a subsystem for which accurate

energetics is required are combined with a force field description of the protein

environment. The subsystem contains the ligand (nitric oxide) degrees of freedom

and the heme-iron out-of-plane motion which has been shown to be decisive for the

two limiting states (bound and unbound) and the dynamics between them. The inter-

polated PESs are then used to explore the ligand dynamics in the 2A and 4A states.

The approach used in the present work also allows to following the isomerization

dynamics of the ligand which involves bond-breaking and bond-formation between

the heme-iron and the ligand. First, the computational models are presented. Next,
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the RKHS-PES is discussed and its performance in atomistic simulations is assessed.

Finally, the dynamics on the two electronic states of interest is characterized and

compared with experiment and previous work.

4.2 methods

4.2.1 Intermolecular interactions

The total potential energy of the system Vtot(~X), where ~X is the position vector for all

N atoms, is written as

Vtot(~X) = VFF(~Q) + V(R, θ,φ). (74)

Here, VFF(~Q) is the standard CHARMM22 force field [155], which is employed for all

the coordinates of the configuration space ~Q except (R, θ,φ), which are the coordinates

describing the interactions between the heme-Fe and NO, and the doming coordinate

of the heme-Fe. The doming coordinate describes the transition between an in- and

and out-of-plane iron atom upon changing its ligation state from 6- to 5-coordinated

(ligand bound to ligand unbound, see Figure 13). The nitric oxide ligand is described

by a harmonic bond with force constants of 824.93 and 1101.46 kcal/mol to reflect

the changing strength in the NO bond upon binding and unbinding [165]. The

R−coordinate is the distance between Fe and the geometrical center of NO, θ is the

angle between R and the NO-molecular axis, and φ is the average angle between each

of the four heme-nitrogen atoms, the heme-Fe and the Nε of the axial His93. Therefore

θ describes the NO-rotation and φ corresponds to the heme-doming coordinate.

The reference energies for the 3-dimensional PES V(R, θ,φ) were obtained from

density functional theory (DFT) calculations based on the B3LYP [14, 136, 239, 265]

functional together with the 6-31G(d,p) basis set [203, 204] Gaussian09 [Frisch et al.]

was used to perform all DFT calculations. The model system contains a truncated

heme group, the NO ligand and a methyl-imidazole as a core of the axial histidine

(His93), see Figure 13. The reference points were calculated on a 3-dimensional grid:

The R−coordinate was scanned between 1.7 and 3.9 Å with step size ∆R = 0.1 Å.

The distance d between the heme-Fe and the heme-plane included positions d = 0.2

and 0.1 Å (for the 4A state only) above the plane, the in-plane d = 0.0 Å position,

and d = −0.1, –0.3 and –0.5 Å below the plane. For θ an 11-point Gauss-Legendre
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Figure 13: Relevant coordinates for the energetics of bound and unbound NO. Heme-nitrogens

Na to Nd (purple) heme-Fe (green), Nε of His93 (orange), the N and O atoms of

NO molecule are blue and red. The distance between the heme Fe and the center of

the NO molecule is R, θ is the angle between R and the NO-molecular axis, and φ is

the average angle between each of the four heme-nitrogen atoms, the heme Fe and

the Nε of the axial His93.

grid including angles of θ [◦] = 11.815, 27.452, 43.089, 58.726, 74.363, 90.000, 105.637,

121.274, 136.911, 152,548, and 168.185 was employed. The out-of-plane distance used

in the DFT grid was translated into an average angle φ between the heme-nitrogen,

heme-Fe and the Nε of the axial histidine ligand via standard trigonometry.

The calculations were carried out for the 2A and 4A states using a 3-dimensional grid

resulting in 1210 and 1452 reference points for the two states, respectively. In addition,

100 validation points for both 2A and 4A states was computed at off-grid points for

different values of r and θ = 30, 60, 120◦ and φ = 87, 90, 92, 95◦. The RMSE for the

validation set as determined from the fitted PES was 1.0 kcal/mol and 1.1 kcal/mol

for the 2A and 4A PESs, respectively. This is close to chemical accuracy except for
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errors in the quantum chemical methods used.

Initially, a parametrized fit of the PES was attempted. However, it was found that

in particular representing the Fe-oop coordinate in parametrized form was difficult.

Hence a different approach was considered. Kernel-based representations are a power-

ful means to exactly reproduce the target data while maintaining desirable smoothness

and asymptotic behavior of the inter- and extrapolant. The explicit form of the RKHS

PES is as follows:

V(R, θ,φ) =
10∑
λ=0

Vλ(R,φ)Pλ(cos(θ)) + Vc(φ) (75)

where Pλ are Legendre polynomials, and Vc is a harmonic potential. By construction

the kernel-based part of the potential
∑10
λ=0 Vλ(R,φ)Pλ(cos(θ)) decays asymptotically

(R→∞) to zero. The harmonic potential Vc

Vc(φ) =
1

2
k(φ−φe)

2 (76)

captures the asymptotic energies of the different V(R, θ) potential energy surfaces

depending on the Fe-oop position where k is the force constant, and φe is the

equilibrium position. Both k and φe are parametrized during the optimization of the

potential V(R, θ,φ). The final parameters in the 2A state are k = 0.165 kcal/mol and

φe = 95.6◦, and in the 4A state k = 0.116 kcal/mol and φe = 93.8◦.

The radial strength functions Vλ(R,φ) are represented as a reproducing kernel [7],

Vλ(R,φ) =
∑
i,j

βλ,i,j ·K(R,Ri) · G(φ,φj) (77)

where K(R,Ri) is a radial reproducing kernel [90, 93] and G(φ,φj) is a Gaussian re-

producing kernel [81]. The explicit form of the radial reproducing kernels used here

is

K(Ri,Rj) =
1

14
R−7>

(
1−

7

9

R<

R>

)
(78)

where R> and R< are the greater and smaller distance, respectively, for any pair of

R−values. The Gaussian kernels are parametrized as follows:

G(φi,φj) = exp(−
(φi −φj)

2

2σ
) (79)

where σ is the width of the kernel and its value of σ = 5◦ was chosen such that

the kernels overlap and the optimization result in smallest error on the reference
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data set. Therefore kernels are symmetric positive definitive and describe the correct

asymptotic behavior at large R as K decays to zero.

The βλ,i,j are determined from a singular value decomposition [58, 76, 87] for each

value of λ and hence are not adjustable fitting parameters as would be the case in

a typical non-linear least squares fit [166]. In order to prevent overfitting, Tikhonov

regularization (parameter α = 10−7) is used [247, 248] to penalize solutions of large

norm and to stabilize the procedure. The coefficients βλ are found from solving the

least-square minimization problem:

β̂λ = arg min
βλ

{‖Kβλ − Eλ‖2 +α‖βλ‖2}

= (KTK+αI)−1KTEλ

(80)

Here, K is the kernel matrix and Eλ are the DFT energies. The kernel matrix K is

constructed based on the product kernel ki,j:

ki,j = K(Ri,Rj)G(φi,φj) (81)

where K(Ri,Rj) and G(φi,φj) are the radial and Gaussian kernels, respectively, which

are calculated for every single pair of values (Ri,φi) and (Rj,φj) of the grid.

In addition, for molecular dynamics simulations forces are required. The necessary

derivatives of the RKHS PES can be obtained analytically which yields good energy

conservation in NVE simulations.

4.2.2 Molecular Dynamics Simulations

The kernel-based interpolation was implemented into the CHARMM program [26]

which was used for all molecular dynamics (MD) simulations together with the

CHARMM22 force field [156]. The protein was set up as described previously

[165, 187]. Mb contains 153 amino acid residues, a heme group and a nitrogen ox-

ide molecule. Simulations were carried out for both, Hisδ64 and Hisε64 protonation,

with the latter being the more likely state [108, 163, 164, 181, 220]. Contrary to the

previous work which employed stochastic boundaries, in the present work the protein

was solvated in a periodic, pre equilibrated waterbox 62.0864× 62.0864× 62.0864 Å3.

The final system contains 23711 atoms. All bonds involving hydrogens were treated
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using SHAKE [222, 279] with a tolerance of 10−6. For the non-bonded interactions a

cutoff of 14 Å was used. First, the system was minimized using steepest-descent and

adopted basis Newton-Raphson algorithms. Then it was heated from 100 to 300 K

during 60 ps and equilibrated for 500 ps. This was followed by production runs in the

NVT ensemble as described further below. The time step in all simulations was ∆t = 1

fs and the velocity Verlet integrator was used to propagate the equations of motion.

4.3 results and discussion

4.3.1 The Fitted PES

The results show that the fitted 2A PES has two well-defined minima, which corre-

spond to the Fe-NO and Fe-ON states. These two states have already been found

in earlier work [30, 187] but are absent in other investigations [243]. Previous work

found an energy difference of 15.3 kcal/mol between the two states whereas the

present B3LYP/6-31G** calculations yield 18.1 kcal/mol. In order to confirm their

existence, additional electronic structure calculations were carried out. For this the

Fe-NO and Fe-ON structures were separately optimized at the UB3PW91/6-31G**

level of theory. The converged energies differ by 18.5 kcal/mol and establish that both

conformational isomers also exist with this functional. Experimentally, the existence

of an Fe-ON state has been found for model systems, [30, 35, 277] but not for NO in

Mb [182].

The NO-binding energy on the 2A PES is 23.7 kcal/mol, see Figures 14 and 15. Figure

14 illustrates that the RKHS-PES exactly matches the reference DFT-points. Also, it

can be seen that the binding energy of the ligand depends on the Fe-oop position and

that upon NO-dissociation from an in-plane position the asymptotic energy is higher

than for dissociation from an out-of-plane position. At infinite separation of the NO

from the heme-Fe (see Figure 13), the Fe atom moves 0.2 Å below the porphyrin plane

(d = −0.2 Å) and correctly predicts the doming effect. The experimentally observed

out-of-plane distance in the high-resolution X-ray structure of Mb [225] is –0.27 Å

and the one found in the previous work is –0.35 Å [165]. The out-of-plane positioning

of the heme-Fe in the model system and in the protein differ because the protein

environment exerts forces which affect the equilibrium structure. This can be taken

into account by the harmonic angular potential (Nheme - Fe - NHis) of the force field.
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Figure 14: Radial cuts through the PES for θ = 152.06◦ and different out-of-plane displace-

ments (shown in the legend). Symbols represent the reference DFT points, solid

and dashed lines are the RKHS PES. When the NO molecule dissociates from an in-

plane position (crosses) the asymptotic energy is higher than for dissociation from

an out- of-plane position (circles). The binding energies of the ligand also depend

on the Fe-oop position.

The 4A state does not have a clear minimum energy structure, see Figure 15, and

mostly represents a van der Waals complex with an equilibrium Fe-CoMNO distance

of 3.5 Å.

In order to validate the implementation of the total potential energy function - and the

RKHS-interpolation in particular - and the corresponding derivatives, several NVE

simulations 500 ps in length were carried out. The average fluctuation of p(E− 〈E〉) is

1 kcal/mol for simulations with the kernel-based PESs for the 2A and 4A states. As

a comparison, simulations for the 2A state were run using the force field parameters

from previous work [165] and showed identical results. Also, no drift in the total

energy is found. This validates the present implementation of the kernel-based PES.



70 rkhs in biomolecular simulations : nitric oxide binding to myoglobin

Figure 15: PESs for the two states considered here. Black isocontours are the RKHS-PES and

red circles are the DFT reference points for the Fe-in-plane conformation (φ = 90◦).

(A) The Fe-NO bound state, 2A, with the global minimum in a bent Fe-NO con-

formation, the secondary minimum (Fe-ON) 20.2 kcal/mol and the transition state

separating the two states at 23.7 kcal/mol above the global minimum. (B) The un-

bound, 4A, state. The energies of this state are close to those of the 2A state around

the Fe-ON conformation which may wash out this secondary minimum.

4.3.2 Equilibrium dynamics of the 2A State

The well depth of the bound Fe–NO minimum is 23.7 kcal/mol. In the 2A state the

conformationally averaged Fe–N distance is 1.79 ± 0.04 Å and the average Fe-N-O

angle is 147.5 ± 4.6◦. These values are in good agreement with the experimentally

determined structures with nitric oxide bound to the heme-Fe, including myoglobin

[27, 105, 283], Indoleamine 2,3-dioxygenase [2], cytochrome c oxidase [75] and others

(see Table 4). The differences might be explained by the effects of the crystal field and
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Reference Fe–N [Å] Fe–N–O [◦] Structure resolution [Å]

Mb (MD, current work) 1.79± 0.04 147.46± 4.60 -

Horse heart Mb [48] 1.87 144 1.3

Sperm whale myoglobin (1HJT) [27] 1.89 112 1.7

Horse heart (MS XAFS) [217] 1.75 150 -

Table 4: Characteristic bond lengths and angles for the active site of MbNO obtained from

X-ray structures of NO-bound myoglobins and related heme-containing proteins and

the present simulations.

the specific structure and electrostatic environment of the distal pocket.

The motion of the NO molecule is significantly affected by the structure of the active

site, especially by the His64 residue. One important determinant in the photodisso-

ciation process is the local structure surrounding the bound ligand at the moment

of excitation. This is largely determined by the positioning of the His64 side chain.

The significant lowering in the probability of the dihedral angle φ1 =(Na-Fe-N-O) in

Figure is 16 (A) caused by excluded volume not easily accessible to the bound ligand

due to the proximity of His64 and differs for the two protonation states Hisδ64 and

Hisε64. For Hisδ64 one low-probability state exists (at ≈ 60◦) whereas for Hisε64 there

are two, see Figure 16 (A). The minima at φ1 ≈ 60◦ concide whereas that at φ1 ≈ −90◦

only occurs for Hisε64. Further analysis of the trajectories suggests that for Hisε64 the

side chain can occupy two distinct states (see Figure 16 (B)) whereas there is only one

conformation for Hisδ64.

Although the Fe–ON state has not been characterized experimentally so far in MbNO,

considering the ground state 2A dynamics is still valuable for several reasons. Firstly,

it allows to assess the coupling between the ligand motion and the Fe-out-of-plane

dynamics and secondly, direct comparison with previous simulations at a consider-

ably lower level of theory is possible. Finally, when rebinding from the 4A state the

NO-ligand crosses to the 2A state in a large range of geometries and hence exploration

and characterization of the full 2A PES is meaningful and relevant.

Previously, the motion of bound NO has been investigated on a fitted, parametrized

two-dimensional PES based on B3LYP//VDZ/3-21G calculations [187]. This PES was
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Figure 16: (A) The probability distribution for the Na-Fe-N-O dihedral angle φ1 (see Figure

21) characterizing the orientation of heme-bound NO with Hisδ64 (red) and Hisε64

(blue). For Hisδ64 one prominent orientation is observed whereas for Hisε64 there

are two. (B) The averaged φ2 =CHis64

α -CoMHis64-Fe angle distribution for the two

protonation states. The shoulder at φ2 = 100◦ for Hisε64 corresponds to the second

state (φ1 = −90◦) in panel (A) (and the blue orientation in the inset) and is typically

occupied for tens of picoseconds during the simulations. The blue dashed line is

from a single trajectory in which the two states are more clearly separated.

parametrized for the in-plane position of Fe, therefore φ = 90◦ throughout. As a first

step the performance of the present PES, which relies on a RKHS representation, is

compared to simulations on the earlier Legendre expansions with Morse functions for

the radial coordinate. As it was already mentioned the 2A state has two well defined

minima (Fe-NO and Fe-ON). The isomerisation barrier for Fe-NO → Fe-ON is 23.7

(21.4 previous work) kcal/mol, whereas the barrier for the reverse reaction is around

3.5 kcal/mol (8.4 kcal/mol in previous work) [187]. Part of these differences are due

to the considerably larger basis set used in the present work.

To compare results from simulations using the current PES with existing data [187],

the Fe–ON→Fe–NO isomerization dynamics was first studied on the 2-dimensional

surface, i.e. for φ = 90◦. For this, 250 trajectories were initiated from the Fe–ON local

minimum energy structure. The kinetic curves (see Figure 17(A)) were determined

from trajectories which lead to isomerization within 250 ps. The ensuing isomeriza-

tion kinetics are the blue and magenta traces in Figure 17(A) for Hisδ64 and Hisε64
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protonation, respectively. For the kinetic curves, isomerization was considered to

occur if the NO coordinates fulfill the criterion (R = 2.55 Å and θ = 130◦). The

typical isomerization time is on the 100 ps time scale. This is in qualitative agreement

with previous crossing times which ranged from 50 ps to 600 ps [187] using about

10 trajectories, from which, however, no rigorous distribution of the crossing times

could be determined. The 100 ps found here qualitatively agree with the earlier

work and the shorter isomerization times found here are explained by the lower

barrier in the present PES. It is concluded that the two different PES parametriza-

tions (Morse plus Legendre versus RKHS-based Legendre here) yield qualitatively

similar isomerization times with the present simulations exhibiting more rapid

dynamics due to the lower isomerization barrier. Also, the difference between the

two protonation states of His64 are small; the yield within 250 ps differs by about 10 %.

Next, the dynamics on the 3D-PES explicitly including the Fe-oop motion was investi-

gated. It was found that within the maximum simulation time of 250 ps a considerably

smaller number of trajectories completed the conformational transition, see red and

green traces in Figure 17(A). Compared to ≈ 80 % (Hisδ64) and 95 % (Hisε64) on the

2-dimensional PES only ≈ 25 % (Hisδ64) and 50 % (Hisε64) isomerize when running

the simulations on the 3-dimensional PES including the Fe-oop coordinate. This

suggests that once the NO ligand rebinds to the 2A state coming from the 4A state

its dynamics is strongly coupled to the Fe-oop motion. It is evident that not only a

smaller fraction of trajectories leads to isomerization but the kinetics is also slowed

down compared to the 2D-simulations in which the Fe-oop coordinate is not explicitly

included and the iron is always in an in-plane position, available to bond-formation.

Figure 17(B) shows representative isomerization trajectories for Hisδ64 leading to

Fe–NO using the 3D potential. First, the Fe-O bond is broken and the NO molecule

leaves in the configuration, which is similar to the initial Fe-ON minimum. Then,

being affected by the protein active site, the ligand rotates and rebinds to the

heme-Fe in the thermodynamically favoured Fe-NO configuration. Depending on the

detailed dynamics such a transition lasts up to 10 ps, see Figure 18. When leaving

the Fe-ON minimum the heme-Fe moves below the heme-plane, making it more

difficult to be accessed by the NO molecule when forming the Fe-NO bond com-

pared to the situation when the Fe-oop coordinate is not explicitly included in the PES.
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The isomerization rates using the 3D-PES for Hisδ64 in Figure 17(A) (red trace) can be

fit to a single exponential 1+ a1(e(−(t−τ1)/t1) − 1) where τ1 = 12.7 ps is the lag time,

t1 = 215 ps is the characteristic time and a1 = 0.25 is the amplitude. The lag time

corresponds to the shortest transition time in the data set. For Hisε64 a fit involving

two exponential processes is required which results in τ1 = 2.0 ps, t1 = 131 ps and

a1 = 0.38 for the short component and τ2 = 13.1 ps, t2 = 163 ps and a2 = 0.28 for the

long component. It is noted that the long component (dotted green line) for Hisε64

is almost a fit to the raw data for the isomerization with Hisδ64 (red dots). This

suggests that they probe the same conformational substate (φ1 = 60◦ in Figure 16).

This is further supported by τHis‹
1 ≈ τHis›

2 . Hence the rapid process, which only ap-

pears for Hisε64, corresponds to the alternative orientation φ1 = −90◦ in Figure 16 (A).

As already mentioned, the existence of the Fe-ON metastable state has only been

established for model systems but not for NO in Mb. Evidently, the PES does support

such a state but whether or not it can be observed experimentally also depends on

the energetic ordering of the 2A and 4A state. Asymptotically, the two states are

separated by ≈ 5 kcal/mol (see Figure 14) which is close to the stabilization of

the Fe-ON minimum relative to the transition state separating it from the Fe-NO

state. Furthermore, the protein environment also modulates the energetics of the two

electronic states. Taken together, although the DFT calculations establish that the

Fe-ON state is a local minimum, observing it in MbNO depends on a delicate balance

between the energetics and response to environmental effects of the 2A and 4A PESs.

The present data suggest that a Fe-NO state has not been found in experiments on

MbNO because the 4A state is lower in energy in this region of phase space, see

also Figure 15. Nevertheless, depending on the active-site electrostatics this may be

different for mutated myoglobins or other proteins of the globin family because the

energy differences between the electronic states involved are small.

4.3.3 The 4A state

The 4A photodissociated state is characterized from 50 trajectories, each 500 ps in

length. The initial configuration of the system was taken from the 2A state simulations

with an instantaneous excitation by switching the effective PES to the one of the
4A state. This leads to rapid motion of the NO molecule away from the heme-Fe
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and consequently diffuse to neighboring protein cavities. The regions accessed by

the free NO ligand are illustrated in Figure 19 and include the B state and the Xe4

pocket. These sites match well with the Xe ligand binding pockets found in the X-ray

experiments and in previous simulations [10, 146, 249].

After breaking the Fe-NO bond the Fe immediately starts to move below the heme-

plane on a ∼ 100 fs time scale. This has already been found from optical experiments

and previous MD simulations [129, 143]. The slower phases are analyzed in the same

fashion as in previous work [129], i.e. the distance of the Fe to the average heme

plane and a sliding window of 2 ps was used. However, the data from 10 instead

of 4 trajectories, each 200 ps in length, was averaged. The present work (see Figure

20) also finds two additional time scales and a characteristic beating pattern which

suggests complex structural changes in the protein. Contrary to the previous analysis,

the current work leads to an Fe-oop distance of ≈ −0.28 Å (instead of –0.60 Å) [129]

which reproduces the experimentally measured result (–0.27 Å) [225]. However, this

number had not been known at the time of the earlier two studies [129, 143]. The time

constants were determined from fitting to ae−t/τ1 + be−t/τ2 + c and yields τ1 = 3.5 ps

and τ2 = 64.4 ps, as shown in Figure 20. This compares favourably with the analysis

of the optical experiments which find 3.5 ps and 83.0 ps for the two processes on the

picosecond time scale, respectively [143].

4.4 summary and outlook

The present work introduces kernel-based PESs into atomistic simulations of biomolec-

ular systems. Specifically, it is possible to carry out simulations at DFT-quality for

chemically challenging systems, such as metal centers in proteins, at the speed of

regular force fields. For this, the energies of the embedded model system (here

heme-His-NO) are precalculated with quantum chemistry and the PES of the relevant

coordinates is represented as a RKHS. The implementation yields energy conservation

comparable to that of a usual force field. Generalization to more degrees of freedom

will require additional technical developments [89, 158] also because the number of

reference energies scales exponentially when more degrees of freedom are included.

However, extensions to 4 or 5 active degrees of freedom are readily possible.
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For NO in Mb the present work clearly shows that including the Fe-out-of-plane co-

ordinate has a profound influence on the ligand’s active-site dynamics. This will be

of particular interest in better characterizing the rebinding dynamics of photolyzed

NO for which recent experimental work suggested the existence of a NO-bound-like,

Fe-out-of-plane metastable state [127]. Reactive molecular dynamics [51, 172] involv-

ing the present 2A and 4A kernel-based PESs will provide the necessary detail for an

atomistically resolved picture linking experiment and molecular dynamics.
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Figure 17: (A) NO isomerization kinetics (fraction of product formed as a function of time)

on the 2A PES with (3D - red and green for Hisδ64 and Hisε64 protonation, re-

spectively) and without (2D - blue and magenta for Hisδ64 and Hisε64 protona-

tion, respectively) explicitly taking into account the Fe-oop coordinate. Fits to single

and double exponentials (see text) are in solid lines. The short (dashed green) and

long (dotted green) components describe the two processes found for Hisε64 proto-

nation. (B) Projections of several representative trajectories for the Fe-ON→Fe-NO

isomerization dynamics on the 3-dimensional PES including the Fe-oop motion, su-

perimposed on the 2A PES. The Fe-ON state has θ = 30◦ whereas the Fe-NO state

is characterized by θ = 150◦.
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Figure 18: One Fe-ON→Fe-NO isomerization trajectory highlighting the coupling between lig-

and and Fe-oop motion. During the time the ligand samples regions away from the

heme-Fe the iron atom moves below the heme plane (between 95 and 100 ps).
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Figure 19: Effective volume accessed by the NO molecule in the 4A state. It includes the B and

Xe4 states.
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Figure 20: Averaged time dependence over a 2 ps sliding window of the Fe-oop motion af-

ter photodissociation of the ligand and subsequent dynamics on the 4A PES. The

ultrafast component is averaged out and not visible (see text) and only the two sub-

sequent, longer time scales (blue and cyan dotted curves) are shown together with

the overall fit (green solid line).



5
S T R U C T U R A L I N T E R P R E TAT I O N O F M E TA S TA B L E S TAT E S I N

M B N O

5.1 introduction

Characterizing structure, motions and functional dynamics in biomolecules is es-

sential for understanding their function. The motions usually involve stable states

at their endpoints, separated by one or several metastable states (intermediates)

in between.[65, 162] Experimentally, it is possible to directly and structurally char-

acterize states with sufficiently long lifetimes.[225, 229] However, when the states

live for times too short to stabilize only indirect means to infer their existence are

available. Optical spectroscopy can reveal the existence of short lived states through

spectral shifts. More direct interrogation of the chemical environment of the iron

atom is possible with X-ray absorption spectroscopy (XAS)[236] or multidimensional

spectroscopy.[24, 163] However, associating time scales with particular geometrical

arrangements of the atoms is usually indirect, except for favourable cases.[229] Under

such circumstances computational investigations including the dynamics of the

system of interest becomes a meaningful complement.

Following the motion of photodissociated ligands in globular proteins has a long

history. Small molecules which can reversibly bind to the protein active center are

ideal and sensitive probes of the interior of such complex systems. Nitric oxide (NO)

is a physiologically relevant ligand[150, 197, 251], involved in modulating blood flow,

thrombosis, and neural activity. Experimentally, the binding kinetics of NO to the

heme-group in myoglobin (Mb) has been studied extensively with time resolved

spectroscopies, ranging from UV/visible to the mid-IR[49, 106, 122, 123, 127, 205, 280]

and resonance Raman[127] techniques. In all cases the rebinding kinetics is multi-

exponential with time constants ranging from sub-picoseconds to several hundred

picoseconds. However, they can be grouped into two broad classes: processes on the

10 ps time scale and those on the 100 ps time scale.[52, 122, 127, 191, 205, 280]

81
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Figure 21: NO-bound Myoglobin with the heme, His93 and NO ligand in licorice and the

protein in secondary structure representation.

Recent experiments have followed the interplay between the Fe-out-of-plane (Fe-oop)

and the NO-ligand motion in a time resolved fashion.[127, 236, 280] This work points

towards a direct coupling between these two degrees of freedom on the 10 to 100

ps time scale. What remains unclear is the structural characterization of this state.

Furthermore, earlier studies have attempted to characterize the metastable Fe-ON

state[182] and the question remains why this commonly observed motif in model

compounds[277] is absent in the protein environment despite a stabilization of 5

kcal/mol or more.[187]

The atomistic dynamics is essential for protein function and provides the basis to

interpret the time scales involved at a structural level. Molecular dynamics (MD)

simulations are ideal for addressing such questions. Together with validated energy

functions such simulations can provide the “missing link” between time resolved

experiments and the underlying atomic motions.[137, 189, 229] For NO interacting

with heme in Mb such potential energy surfaces (PESs) for the bound 2A and

ligand-unbound 4A state are available (see Chapter 4.2.1)

Running a statistically significant number of QM/MM trajectories from which

to analyze and resolve the interplay of the motions involved is beyond current

computational methods for systems such as MbNO. For quantitative and meaningful

computational investigations, suitable representations that preserve the accuracy of

the interpolated PES are used in the simulations. Here, a parameter-free, reproducing

kernel Hilbert space (RKHS)-based representation which exactly reproduces the refer-
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ence data from quantum chemical calculations is employed (for details on the PESs,

see the Chapter 4.2.1). [7, 93] RKHS is based on smoothness criteria of the interpolant

and has been successfully applied to study van der Waals complexes.[90, 166]

The present work investigates the reactive dynamics between the 4A and 2A PESs

following photodissociation of the NO ligand from the heme-iron in Mb. Due to the

close energetic ordering of the two states and the existence of two substates on the
2A PES, interesting dynamics can be expected. From comparison with experimentally

determined rebinding time scales and the spectroscopies, structural questions under-

lying the molecular dynamics can be addressed.

Figure 22: The kinetics and the corresponding exponential fits for NO rebinding to the heme-Fe

after photoexcitation. Simulations were run for three different values of the asymp-

totic shift ∆.

For following the reactive dynamics between the 2A and 4A states, 300 independent

simulations were run for a maximum time of 200 ps or until the bound Fe-NO

state was formed. Photodissociation was induced by instantaneously switching the

force field to the 4A state[165] which introduces around 50 kcal/mol of energy

(see Chapter 4), comparable with the photon energies used in experiments (49

to 81 kcal/mol).[143] The rebinding kinetics is reported in Figure 22 and shows

the fraction of rebound NO as a function of time. The rebinding kinetics on the
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sub-nanosecond time scale follows a multiexponential decay with two time constants

τ1 ≈ 10 ps and τ2 ≈ 150 ps, also depending on the asymptotic separation ∆

of the two states (see Table 6). The shift ∆ relates the asymptotic energies of the
2A and the 4A PESs for NO at infinite separation from the heme-Fe (see Chapter 4.2.1).

Typical ligand trajectories are shown in Figure 23. Panel A reports rebinding on the 1

ps time scale whereas panels B and C are representative of rebinding time scales τ1
and τ2. For τ1 the ligand only samples the immediate neighborhood of the heme-iron

before rebinding. On the 100 ps time scale rebinding occurs from regions further

away. For ∆ = −6.1 kcal/mol the total number of rebound trajectories is 17 (rebinding

within 2 ps), 28 (2 6 t < 10), 115 (10 6 t < 200), and 140 rebind on time scales longer

than 200 ps, i.e. the rebinding efficiency within 200 ps is ∼ 55 %. This compares with a

rebound fraction of 75 % on the 200 ps time scale from recent XAS measurements.[236]

The simulations described so far used the PESs fitted to the DFT-data and including

environmental effects (see Chapter 4.2.1). Corresponding simulations with 200 inde-

pendent runs on the DFT-only PESs yield rebinding of 195 trajectories within 200 ps

with rebinding times of 2 and 15 ps, i.e. one order of magnitude more rapid than with

the refined PES treating the Fe-oop coordinate more accurately and explicitly. This

finding is also consistent with previous simulations based on DFT-only PESs.[52, 191]

Hence, explicitly including the Fe-oop motion is essential for quantitative results.

Figure 23: Typical trajectories for different rebinding time scales. NO positions are shown in

yellow (N) and magenta (O). (A) - the picosecond process (τ = 1.6 ps), (B) - the 10

picosecond process (τ = 42.1 ps), (C) - the 100 picosecond process (τ = 160.2 ps).

A complementary view of the different rebinding time scales can be gained from

analyzing the maximal distance between the Fe and the ligand sampled during a
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rebinding simulation. The 300 trajectories were grouped in those that rebind on very

short time scales (τ < 2 ps), within 10 ps and longer than 10 ps. The individually

normalized probability distribution functions (pdfs) are shown in Figure 38. No

NO migration to neighboring xenon-binding sites is found on the 200 ps time scale

because, e.g., escape to the closest Xe-site (Xe4) occurs within 1 to 10 ns.[23, 210]

Previous experimental and computational investigations[52, 120, 123, 165, 191, 205,

278] found that the recombination kinetics of MbNO is non-exponential, involving

two to three time scales, depending on the model used. The earliest works report

time scales of 27.6 ps and 279.3 ps in a double exponential fit.[205] Later, optical and

infrared experiments found short time scales ranging from 5 to 30 ps and longer

time scales between 100 and 200 ps.[120, 123, 278] The experiments all agree on

the existence of two sub-nanosecond time scales which differ by about one order of

magnitude. Previous computations with reactive force fields find typically somewhat

shorter rebinding times, between 5 ps and 20 ps,[52, 191] depending on the asymptotic

separation ∆ used.[11] The current simulations find multiple time scales in the 10 to

100 ps range in agreement with optical and infrared experiments. Also, a more rapid

component on the 1 to 2 ps time scale is present. The influence of Fe-doming is clearly

visible in the rebinding kinetics, see Figure 22. This validates the force fields used

here and allows to address a number of hypotheses put forward recently.

5.2 the fe-oop, no-bound state

First, direct contact with a recently proposed transient structure in the 2A state can

be made. Picosecond time resolved[127] and XAS[236] experiments have suggested

that the Fe-out-of-plane (Fe-oop) and the NO-ligand motion are closely coupled. The

interpretation of the experiments provided evidence for an Fe-oop, ligand bound

structure with a lifetime of 30± 10 ps. The present simulations on the 2A PES alone

indeed show transient stabilization of such a state. The maximal lifetime found was

27 ps and 41.7 % of the trajectories showed such a state (see Figure S3). Despite

underestimating the experimentally reported lifetime of 30 ± 10 ps the present

simulations support the existence of such a state.
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5.3 the fe–on state

Another structurally elusive state which has been found for heme-model compounds

is the Fe–ON isomer.[30, 35, 277] Such a structure is sufficiently stabilized (by

several kcal/mol) in NO-bound Mb which should make it observable in infrared

experiments.[187] However, no such state was found in experiments.[182] Simulations

on the 2A state alone show that the ligand is stabilized for tens of picoseconds in the

Fe–ON state. However, when using the reactive 2A+4 A PES with a shift of ∆ = −6.1

kcal/mol (which best reproduces the DFT energies) the Fe–ON configuration can not

be stabilized because in the region of the Fe–ON minimum the repulsive 4A state

is lower in energy than the 2A state. Hence, the 2A minimum of the Fe–ON state is

masked by the 4A state and can not be stabilized in wt Mb.

The asymptotic separation ∆ depends on the chemical environment around the

heme-group. Hence, ∆ changes if the environment is modified, e.g. through mutation

of amino acids or embedding the heme-group into a different protein. The effect of

this can be quantified with simulations on the reactive 2A +4 A PES with different

values for ∆. Reducing the asymptotic separation by 5 kcal/mol (∆ = −11.1 kcal/mol)

further destabilizes the Fe–ON state (Figure 39A). For ∆ = −6.1 kcal/mol (Figure

39B) the Fe-ON state is insignificantly sampled and the system rebinds efficiently into

the Fe-NO state. Contrary to that, reducing the asymptotic separation to ∆ = −1.1

kcal/mol (Figure 39C) the Fe-ON state is populated for extended periods during

which spectroscopic characterization of this state should be possible. As an illustration

of this, recent spectroscopic work found a 2.5 times slower dynamics of NO rebinding

in Mb compared to cytochrome c due to different active site architecture.[102] Based

on transition state theory, a factor of 2.5 corresponds to ≈ 0.5 kcal/mol in energy. The

thermodynamic stability of Mb upon mutation has been found to change by −2 to

+6 kcal/mol[118] which suggests that modifications in the active site can potentially

stabilize the Fe–ON conformation through differential stabilization of the bound state

relative to the unbound state.
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5.4 structural interpretation of rebinding time scales

With the coordinates from the reactive MD simulations it is possible to provide a

structural interpretation of the ≈ 10 ps and ≈ 100 ps time scale found in the rebinding

simulations. It is of particular interest to investigate in what respect(s) the dynamics

between these two states differ. Probability distribution functions of the a) NO-ligand,

b) all active-site residues, and c) all His64 side chain atoms projected onto the heme

plane are shown in Figure 24.

The pdfs show that the NO-ligand explores a much larger space for long rebinding

times (Figure 24 upper right hand panel) than for short rebinding times (Figure 24

upper left hand panel). Furthermore, the NE2 atom of residue His64 occupies two

clearly distinguishable states (A and B) in trajectories with long rebinding times

which are absent for rebinding on τ1 = 10 ps (Figure 24 middle row). The middle

row emphasizes that for time scales τ1 the His64 NE2 atom occupies space away from

the iron (located at (0,0)) whereas for longer time scales the atom pushes in towards

the heme-Fe by almost 2 Å which hinders ligand rebinding. The estimated forward

∆GNE2

A→B = 2.5 kcal/mol and reverse ∆GNE2

B→A = 4.0 kcal/mol barriers suggest that on

the 100 ps time scale state A is destabilized relative to state B. Corresponding barrier

heights for the other His64-side chain atoms range from 0.5 to 1.5 kcal/mol. Hence,

on average state B is separated from state A by a barrier of ≈ 2 kcal/mol with state B

lower in energy than state A.

The two states (A: green; B: red) are shown in Figure 25 together with the X-ray

structure 1HJT[27] (gold). State A (“His64 out”) is associated with the short rebinding

time scale (10 ps) whereas state B (“His64 in”) corresponds to the slow (100 ps)

component. The barrier height corresponds to an interconversion time A↔B on

the sub-nanosecond time scale which is supported by the explicit simulations and

compares well with previous findings for CO-bound Mb with interconversion times

of a few hundred picoseconds.[153, 163]

For direct contact with the XAS experiments, XANES spectra were computed (see

Appendix B) for randomly selected MD-sampled structures with NO-bound (40

structures), NO-unbound (NO within 3.5 Å of the heme-Fe; 20 structures) and

NO-unbound (NO within 5.0 Å; 10 structures). For the bound state the computed

spectrum (Ib(E)) agrees well up to 7.15 keV. For higher energies the absorption signal
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Figure 24: Top Panel: (x,y)−probability distribution function for the free NO ligand for re-

binding on the t < 15 ps (left) and t > 100 ps (right) time scale. Middle Panel:

(x,y)−probability distribution function for the NE2 atom of His64 on the two time

scales. The two states for NE2 are labeled (A, B) and clearly distinguishable. Also

shown are pdfs for all side chain atoms of Phe43, Val68, Leu29, and Ile107. For

Phe43 the phenyl ring is always parallel to the heme-plane and all 6 carbon atoms

are clearly distinguishable. Bottom Panel: as in the middle panel but for the entire

side chain of His64 and with different maximum height of the pdfs.
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Figure 25: States A (green) and B (red) as found from the per-atom pdfs of the His64-side chain

atoms. In gold the X-ray reference structure.

is correctly described but the computed intensity is too high (see Figure 26 top panel).

The unbound structures yield Iub,s and Iub,l for the short and long Fe–NO separations,

respectively, and nearly superimpose (inset Figure 26) despite the different NO

separations. Upon ligand photodissociation the peak at 7.12 keV shifts to lower

energy, the intensity between 7.12 and 7.15 keV decreases and between 7.15 and 7.18

keV increases compared to the spectrum for the bound state. All these features are

consistent with previous experiments on MbNO and deoxy-Mb.[127, 236]

The experimentally observed transient at 50 ps is compared with the averaged

absorbance differences ∆Iub,s = Ib − Iub,s and ∆Iub,l = Ib − Iub,l in Figure 26. The

two computed difference spectra are quite similar - except for a slightly reduced

amplitude around 7.13 keV and 7.15 keV and an enhancement around 7.16 keV for

∆Iub,s compared to ∆Iub,l - despite the two very different ligand positions. In both

cases the Fe-oop position ranges from 0.3 to 0.15 Å below the plane although for

∆Iub,s positions closer to in-plane (d = 0) also occur. Compared to the experimental

transient, ∆Iub,s and ∆Iub,l trace the major features but differ from it in the width of

the 7.12 keV peak and the behaviour between 7.13 and 7.15 keV. Figure 40 suggests

that presence or absence of photodissociated NO affects the XANES spectrum over

the entire energy range from 7.1 to 7.15 keV and not just around 7.15 keV as previ-

ously assumed[236] because the signal also depends on the motion of the Fe-atom

relative to the heme-plane. Within the signal-to-noise of the experiment it can not be

distinguished whether the ligand is close to the heme-Fe or further away from it. It
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should be recalled that experimentally, a mixture of NO-bound and NO-unbound

structures is measured because the photolysis yield is not 100 %.

Figure 26: Top panel: Computed XANES spectra for MbNO (black) compared to experiment

(dashed). Vertical bars indicate minimum and maximum absorption for all snap-

shots and are caused by conformational sampling. The inset compares computed

spectra for MbNO and 2 sets of photodissociated systems (solid and broken grey,

see text). Bottom panel: Static difference spectra (solid and broken grey) compared

with the experimental transient at 50 ps (red).

Reactive MD simulations using MS-ARMD yield nonexponential kinetics for ligand

rebinding. The time scales (10 and 100 ps) confirm those from optical and infrared

experiments. The influence of the Fe-oop coordinate on the rebinding reaction has

been directly established. The two time scales are associated with two structurally

different states of the His64 side chain - one “out” (state A) and one “in” (state B) -

which control ligand access and rebinding dynamics. Although energetically feasible,

the 2A Fe–ON metastable state is likely to be unobservable in wild type Mb because
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in this region of configurational space the repulsive 4A state is lower in energy and

prevents stabilization. The present work supports a recently proposed, transient

Fe–oop/NO-bound structure with lifetimes of up to 30 ps. The computed XAS spectra

are compatible with experimentally measured ones but are unable to distinguish

between structures with photodissociated NO “close to” or “far away” from the

heme-Fe in the active site. The present work provides an atomistically refined picture

and structural explanations and assignments for a range of experimental observations,

all sensitive to the Fe-oop dynamics of NO after photodissociation in native Mb.





6
G E N E R A L C O N C L U S I O N A N D O U T L O O K

The research of heme protein continues for already 150 years. After the discovery

of heme as a cofactor in hemoglobin, it was found in many other enzymes and

protein complexes, which carry out very basic functions essential for the survival

of living organisms. Such an importance of heme proteins leaded to the intensive

studies of their structures and functions, their role in physiological mechanisms and

metabolism chains, these include energetic functions (like cytochrome c complexes in

mitochondria), oxygen transportation (hemoglobin), oxygen storage (myoglobin) and

many other.

The structural identification of hemoglobin and myoglobin using X-ray diffraction

method started the revolution in the field: new experimental methods, such as protein

X-ray crystallography, elastic neutron scattering, new spectroscopic techniques like

2D IR and Raman spectroscopy, were developed, structural data provided the means

to interpret results of spectroscopic experiments. Then new questions regarding the

relevance of the protein dynamics in enzymatic reactions have arisen: does dynamics

of the protein structure matter? The physiological conditions, at which proteins

function, are different from the ones in a crystal. Moreover the crystallography could

not effectively capture the conformational states or substates relevant to the function

of the protein. It was found that proteins are nanoscale mechanisms and protein

matrix has largely affects the the flow of the enzymatic, and often determines the

specificity, activity and function of the protein.

Often the protein structure determined in the crystallographic experiments was

found to be inactive. UV/vis, IR, Raman and microwave spectroscopy can provide

information about the changes to the structure in proteins in time or during enzymatic

reaction, but the information, they provide, is not directly structural and requires

interpretation based on the structural model. NMR techniques (like NOESY) can

provide structural information about the protein in conditions, close to the physiolog-

ical, but the time resolution is limited to milliseconds-seconds and the method can

be applied only to rather small proteins. The overall picture can be described only
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by combining diverse experimental and theoretical/ computational techniques. MD

simulations were originally used to describe the dynamics of disordered systems. The

timescales accessible by MD methods are from femtoseconds to milliseconds, which

is the time range of many reactions of physiological interest.

In this work MD simulations were used to describe the kinetics and protein

dynamics during the processes involving a small external ligand in heme active

site of two proteins: myoglobin and cytochrome c oxidase. The systems involving

these proteins are experimentally well studied, providing a good reference for our

computational models.

Cytochrome c oxidase is an important part of the protein complex, that carries out

oxygen reduction to water, this reaction takes place in the binuclear heme a3 − CuB
active site of the protein. The ultrafast dynamics of CcO-CO system was previously

investigated using experimental methods, providing time-resolved spectroscopic

information. After photoexcitation of heme-CO, the CO moves away from the heme

a3 and with a high probability (≈ 90 %) binds to CuB site. The characteristic time

of the transfer of ≈ 300 fs found from the present study agrees qualitatively with

that from the previous experiment investigations (450 fs). It was also shown that

the process of the transfer is mainly ballistic with negligible stochastic (diffusion)

component. This study has also shown that the heme doming largely affects the

reactivity of the heme active site by reducing the probability of the consecutive

rebinding.

Myoglobin does not contain the second reactive center in the active site, which

might interfere small ligand dynamics. It enables the investigation of the impact of

the Fe out-of-plane motion on the NO rebinding following photodissociation. The

MD simulations, aimed to reproduce the conditions of the pump-probe experiments,

resulted in non-exponential rebinding kinetics, similar to the reported experimental

results. The effect of the heme doming was explicitly described, making heme Fe

less accessible to the external small ligand and leading to the slower rebinding

times. The Fe-ON state, predicted based on the DFT calculations for the 2A state and

non-observable in the experimental studies, might be vanished by the effect of the 4A

PES, which is lower in energy for the configurations, that correspond to the Fe-ON

minimum. It may prevent the Fe-ON state from being stabilized.
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This work describes some structural aspects of heme protein dynamics in the

processes of ligand binding. This knowledge may assist the deeper understanding of

the possible mechanisms behind the heme protein functions, in particular, the ones,

which involve small ligands (signaling, oxygen storage and transport, electron trans-

fer etc). The combination of experimental and theoretical methods may lead to the

advancements in the investigation of the protein structure-to-function relationships.





A
S U P P L E M E N TA RY I N F O R M AT I O N : C O - D Y N A M I C S I N T H E

A C T I V E S I T E O F C Y T O C H R O M E C O X I D A S E

The following figures summarize the simulations performed for the hexacoordinated

state. The protocol used for the transfer reaction for the hexacoordinated state is sim-

ilar to that for the pentacoordinated state with the only difference that for the heme

unit the force field parameters are such that the heme a3 Fe remains closer to the ni-

trogen plane. Hence, after quenching to the ground state PES the CO molecule can

more readily bind to the Fe whereas in the pentacoordinated state heme a3 Fe moves

towards the histidine (His376 ) on the femtosecond scale. This mainly affects the prob-

abilities of the rebinding Fe and the structural changes of the active site via increased

Fe–Cu distance.

The kinetics of the CO transfer to the CuB site is not significantly affected, resulting

only in the minor reduction of the reaction rate constant (3.48± 0.44 (hexacoordinated)

vs 3.83± 0.7 ps−1 (pentacoordinated)).

Figures and report rebinding probabilities and their kinetics for the validation sim-

ulations.

The parameters for the fitted 3d PES are reported in Table 5.
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Figure 27: The X-ray structures of the active site of reduced unligated form of the CcO of P.

denitrificans (1AR1 (red)), Th. Thermophilus (3EH5 (blue)) and Bos Taurus (2EIJ (green)).

The RMSD of 1AR1 and 3EH5 is 0.685 Å, the RMSD of 1AR1 and 2EIJ is 0.402 Å

Figure 28: Probability of Fe-Cu distances for production simulations (5 ns) where CO is bound

to Fe (black; µ=4.98 Å, σ=0.08 Å) and for 1000 excitation simulations showing the

structural changes of the active site (red histograms) for the hexacoordinated state.

The quench delay times are shown in the graphs.
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Figure 29: The following illustrates the behavior of the different structural measures of the active site of CcO. Every row corresponds to

the individual trajectory, the three (out of 10) of which are shown in the IR spectrum (first row – red spectrum, second row –

blue spectrum, third row – green spectrum). (a) Probability distributions for the photodissociated CO in the active site of CcO.

(b) Probabilities of the distances between a3 Fe and the center of mass of CO. (c) Probabilities of the angle between heme a3 Fe

and C and O of CO. (d) Probabilities of the distances between a3 Fe and CuB. (e) Probabilities of C-O distance of the free CO

molecule.
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Figure 30: Probability of final states (after 5 ps) as a function of the quench delay time (based

on 1000 trajectories). θ = 0 corresponds to Fe–CO, θ > 150◦ to Cu–CO for the

hexacoordinated state.

Figure 31: Probability to form CuB–CO depending on the quench delay time.
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Figure 32: CO transfer kinetics for different quench time delays (shown in the plots) (for 1000

trajectories for the hexacoordinated state). In large graphs: black points are average

values < θ >; grey overlaping lines are the individual trajectories; the red dashed

line shows the point where the quench has been performed. Insets: φCu−CO is the

conversion fraction to the Cu–CO state. At t = 0, φCu−CO(t = 0) = 0.

(a) (b)

Figure 33: Number of events for 600 simulations (maximum 100 ps) with the cutoff criteria

(Met=Cu,Fe): r(Met-C)=2.45 Å, θ(Met-C-O)=100◦; (a) hexacoordinated state, (b) pen-

tacoordinated state



102 supplementary information : co-dynamics in the active site of cco

(a)

(b)

Figure 34: CO transfer kinetics for the cutoff criteria (Met=Cu,Fe): r(Met-C)=2.45 Å, θ(Met-

C-O)=100◦; ΦCu−CO is the conversion fraction to the Cu–CO state. At t = 0,

ΦCu−CO(t = 0) = 0. The slope of ln (1−Φ) is the rate of forming Cu-CO based

on the cutoff criteria; (a) hexacoordinated state, (b) pentacoordinated state
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Parameter P1 P2 P3 P4 Parameter P1 P2 P3 P4

D1,λ=0 87.802 2.653 6.166 108.449 β1,λ=0 1.281 1.036 6.188 3.622

ρe1 ,λ=0 -0.086 1.027 4.675 0.395 D2,λ=0 -117.819 1.139 6.281 42.641

β2,λ=0 3.718 0.820 6.131 4.758 ρe2 ,λ=0 0.302 0.804 4.310 0.637

αλ=0 -53.093 1.669 4.494 19.943 D1,λ=1 -9.062 1.652 6.147 11.240

β1,λ=1 14.989 3.085 6.256 14.294 ρe1 ,λ=1 -0.159 0.890 4.080 0.178

D2,λ=1 58.026 1.289 5.646 162.878 β2,λ=1 0.518 1.445 5.396 0.433

ρe2 ,λ=1 -0.030 8.979 4.483 0.505 αλ=1 -26.328 1.159 5.052 10.785

D1,λ=2 -75.091 2.122 4.934 57.967 β1,λ=2 5.655 1.715 5.438 5.396

ρe1 ,λ=2 -0.237 0.986 5.029 0.319 D2,λ=2 -64.183 3.600 4.168 65.460

β2,λ=2 2.401 1.264 4.749 3.648 ρe2 ,λ=2 0.212 1.323 4.972 0.588

αλ=2 -119.905 1.955 3.908 28.987 D1,λ=3 -10.300 3.296 5.190 68.256

β1,λ=3 14.967 0.803 6.333 10.017 ρe1 ,λ=3 0.008 3.782 4.117 0.078

D2,λ=3 21.338 1.686 4.383 -6.907 β2,λ=3 0.696 4.056 6.400 9.579

ρe2 ,λ=3 -0.206 3.317 5.052 0.849 αλ=3 2.531 3.986 5.198 -63.280

D1,λ=4 -22.694 0.986 5.661 33.142 β1,λ=4 5.408 0.837 6.374 5.583

ρe1 ,λ=4 -0.302 0.884 5.274 0.290 D2,λ=4 -119.143 1.934 4.481 63.718

β2,λ=4 4.766 2.103 5.294 4.488 ρe2 ,λ=4 0.220 1.947 5.454 0.644

αλ=4 -104.127 2.492 3.817 29.988 D1,λ=5 -68.525 1.427 5.202 127.472

β1,λ=5 1.494 0.816 5.905 1.722 ρe1 ,λ=5 -0.286 0.810 6.396 0.236

D2,λ=5 -57.750 2.935 4.553 54.017 β2,λ=5 3.289 3.116 4.907 3.527

ρe2 ,λ=5 -0.036 5.702 4.051 0.872 αλ=5 -17.832 0.820 3.937 -21.816

D1,λ=6 -4.509 1.019 6.249 35.075 β1,λ=6 -0.648 1.696 6.165 2.509

ρe1 ,λ=6 0.258 3.556 4.138 0.266 D2,λ=6 -66.102 2.211 4.824 45.577

β2,λ=6 4.792 2.024 5.476 4.512 ρe2 ,λ=6 0.071 4.447 5.002 0.804

αλ=6 -9.334 1.143 4.040 -8.903 D1,λ=7 42.814 8.999 5.861 36.018

β1,λ=7 -10.671 6.754 4.063 7.277 ρe1 ,λ=7 0.185 8.607 5.032 0.391

D2,λ=7 15.678 8.715 6.398 15.476 β2,λ=7 -1.625 1.855 5.320 4.772

ρe2 ,λ=7 0.144 3.305 5.380 0.817 αλ=7 -1.697 1.742 4.375 -4.588

D1,λ=8 4.771 2.895 5.175 6.662 β1,λ=8 4.398 0.924 5.062 13.281

ρe1 ,λ=8 0.118 7.427 6.219 0.193 D2,λ=8 115.937 5.052 6.164 62.741

β2,λ=8 -14.842 7.519 4.090 7.468 ρe2 ,λ=8 -0.373 3.178 3.835 0.800

αλ=8 -14.862 1.237 5.432 -8.442 D1,λ=9 32.861 2.576 6.398 36.668

β1,λ=9 14.895 1.045 4.244 8.363 ρe1 ,λ=9 -0.071 0.997 5.614 0.109

D2,λ=9 92.550 1.144 3.930 18.442 β2,λ=9 5.582 8.956 6.256 3.290

ρe2 ,λ=9 -0.355 2.117 5.286 0.633 αλ=9 -9.431 8.995 6.194 -25.686

D1,λ=10 8.896 1.274 5.774 14.629 β1,λ=10 11.102 1.002 4.527 10.819

ρe1 ,λ=10 0.019 4.239 5.422 0.080 D2,λ=10 115.247 5.712 5.005 57.695

β2,λ=10 -14.930 3.153 4.353 7.912 ρe2 ,λ=10 -0.390 5.821 4.742 0.775

αλ=10 -12.408 1.058 6.070 -16.642

Table 5: Parameters of the fitted potential used as the model for the ground PES.





B
S U P P L E M E N TA RY I N F O R M AT I O N : S T R U C T U R A L

I N T E R P R E TAT I O N O F M E TA S TA B L E S TAT E S I N M B N O

b.1 molecular dynamics simulations

All molecular dynamics (MD) simulations were carried out using CHARMM[26]

with the CHARMM22 force field.[155] The protein was set up as described

previously.[165, 187] Mb contains 153 amino acid residues, a heme group and a

nitrogen oxide molecule. Simulations were carried out for the Hisε64 protonation

state, which is the more likely state [108, 163, 164, 181, 220]. The protein was solvated

in a periodic, preequilibrated water box 62.0864× 62.0864× 62.0864 Å3 and the final

system contains 23711 atoms. All bonds involving hydrogens were treated using

SHAKE[222, 279] with a tolerance of 10−6. For the non-bonded interactions a cutoff of

14 Å was used. First, the system was minimized using steepest-descent and adopted

basis Newton-Raphson algorithms. Then it was heated from 100 to 300 K during 60

ps and equilibrated for 500 ps. This was followed by production runs, each 200 ps in

length, in the NVT ensemble. The time step in all simulations was ∆t = 1 fs.

b.2 multistate pes

Up to this point the 2A and 4A PESs are independent. However, for reactive MD sim-

ulations they need to be related to each other such that asymptotically (for R → ∞)

the relative energetics between the two states reflects their true energetic ordering.

This is described by a scalar constant ∆ which is added to the energy of the 4A

state. In situations where dynamics on multiple, potentially crossing PESs can occur,

smooth dynamics around the crossing region needs to be ensured. Here, we use multi

state-ARMD (MS-ARMD) which is based on mixing PESs depending on their relative

energies.[172] The method relies on mixing all PESs for a given configuration ~x ac-

cording to exponentially distributed and energy-dependent weights wi whereby PESs
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with lower total energy have larger weights. The total PES on which the dynamics

takes place is thus

Veffective(R,φ, θ) =
N∑
i=1

wi · Vi(R, θ,φ) (82)

where the wi(x) are the normalized weights of the i-th PES

wi =
w0,i∑N
i=1w0,i

. (83)

The w0,i are raw weights, defined as

w0,i = exp
(
−
Vi(R,φ, θ) − Vmin(R,φ, θ)

σ

)
(84)

where Vmin(R,φ, θ) is a minimal energy PES, and σ = 5.0 kcal/mol controls the width

over which the PESs are mixed. The advantage of such a procedure is that it allows to

combine several PESs exhibiting different bonding patterns as is required in empirical

force fields, leads to a smooth overall PES and analytical gradients can be computed.

It was shown that the total energy along individual trajectories is conserved which

also allows simulations in the NVE ensemble.[172] On the other hand, compared to

time-based switching the implementation and the fitting of the PESs are somewhat

more involved.

Because the Fe-oop motion for the 4A PES (corresponding to the Nporph–Fe–NεHis93

force field term) is only approximately parametrized in the CHARMM22 force field, it

needs to be corrected when the 2A and 4A PESs are mixed in the reactive simulations.

For this, a correction potential Vc(φ) = A(1− eB(φ−C))2 +D was used for φ−values

between 90
◦ and 95

◦ to best reproduce the reference DFT energies in the crossing

region. The parameters for Vc(φ) are A = 12.0 kcal/mol, B = 0.37 deg−1, C = 89.0 deg,

and D = −19.0 kcal/mol.

The evolution after photodissociation was probed by running 50 independent sim-

ulations. They started from the bound state (2A) and the Fe-NO bond was broken.

The excitation process was induced by instantaneously switching to the 4A state.[165]

The propagation time τ on the excited state ranged from τ = 100 to 750 fs to assess

the sensitivity of the final distribution of the ligands on this parameter (see Figure

S3). During the excitation the NO molecule moves away from the heme-Fe. When

the system is switched to the full reactive 2A + 4A PES (see below) the NO molecule

can rebind to the heme-Fe. For comparing the effect of different evolution times
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Figure 35: Effective PES for the different R, θ and φ. (A,B) DFT only based PES, (C,D) DFT

based PES combined with the CHARMM FF. Black contours show the effective PES

(in kcal/mol). Red contours show the weight of the 2A PES in the effective PES (the

weight ranges from 0.0 to 1.0, and a weight of 1.0 means that only the 2A PES is

contributes to the effective PES).

τ the distribution of Fe-CoM(NO) distances and the rebinding times to form the

thermodynamically stable Fe-NO state on the 2A PES were determined for each

value of τ. It is found that for τ > 250 fs no major changes in either of the two

properties occur and for the subsequent work τ4A = 500 fs was used. Such a value

is also representative in view of the 300 fs derived from earlier experiments on

MbCO.[4, 160] The 50 trajectories initially considered all end up in the Fe-NO bound

state within 150 ps.
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Figure 36: A-D) Probability densities of final states after evolving the 50 independent simula-

tions on the excited PES for (A - 100 fs, B - 250 fs, C - 500 fs, D - 750 fs).

Figure 37: Lifetime of the proposed[127] Fe–oop, ligand-bound structure from simulations on

the 2A PES. The longest lifetime observed was 27.8 ps.

b.3 ligand dynamics in the active site

The maximal distance between the Fe and the ligand sampled during the rebinding

simulation. The probability distribution function for the maximum distance of the
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ligand to the heme-Fe atom from trajectories rebinding on very short time scales (τ < 2

ps), within 10 ps and longer than 10 ps is shown in Figure 38.

Figure 38: Distribution of the maximum heme Fe–NO distance for the rebinding trajectories

with. The blue curve corresponds to trajectories that rebind within τreb < 2.0 ps, the

green curve to those with 2.0 < τreb < 10.0 ps and the red curve to τreb > 10.0 ps.

b.4 rebinding kinetics

Depending on the asymptotic separation ∆ of the two states (see SI) the time scales

vary. The rapid component has an amplitude of 15-30 % compared with 50 to 60% for

the slow process.

b.5 computation of the xanes spectra

For each of the 20 structures the transient XAS spectrum was determined using the

FDMNES package.[110] In the calculations a self-consistent potential of radius 6 Å

around the Fe-atom was used and the interaction with the X-ray field was described
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∆ [kcal/mol] a1 τ1 [ps] a2 τ2 [ps]

−2 kcal/mol 0.17 5.71 0.63 339.6

0 kcal/mol 0.16 8.52 0.52 157.0

+2 kcal/mol 0.31 9.49 0.59 350.0

Table 6: Amplitudes ai and rebinding times τi of the double exponential fits depending on the

asymptotic separation ∆.

Figure 39: Isomerization trajectories from Fe–ON → Fe–NO process on the effective PES with

different shifts ∆ between the 2A and 4A PESs. (A) ∆ = −11.1 kcal/mol, (B) ∆ =

−6.1 kcal/mol, (C) ∆ = −1.1 kcal/mol. Shifting the 2A and 4A closer to each other

(panel C) leads to exposing the Fe–ON minimum.

using the electric quadrupole approximation. Many-body effects and the core hole

lifetime broadening were included by convoluting the signal according to

Γf(E− Ef) = Γhole + Γmax

(
1

2
+
1

π
arctan

[
π

3

Γmax

El

(
ε−

1

ε2

)])
(85)

with ε = (E− Ef)/Ectr, Ef is the Fermi energy, and the parameters are the total height

Γmax = 15 eV, the inflection point Ectr − Ef = 30 eV, and the inclination El = 25 eV.

Γhole = 1.81 eV is the core hole lifetime. This procedures follows the one used in earlier

work.[236]

The influence of the presence and absence of the photodissociated NO ligand for the

XANES spectrum is shown in Figure 40. It is found that for NO closer to the heme-Fe

the influence is more pronounced but does not vanish for locations 5 Å away from the

iron atom. Also, the sensitivity of the difference signal as a function of energy changes.

The maximum influence is found around the edge.
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Figure 40: Influence of the presence and absence of the NO-ligand for the two sets of photodis-

sociated snapshots (see main text): NO within 3.5 Å of the heme-Fe (20 structures)

and NO-unbound (NO within 5.0 Å (10 structures). For each structure the XANES

spectrum was calculated with and without the NO ligand presence and the aver-

aged difference is reported together with the minimum and maximum difference

(fluctuation bars).
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