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2 Solution of free boundary problems
in the presence of geometric uncertainties

Abstract: This chapter is concerned with solving Bernoulli’s exterior free boundary
problem in the case of an interior boundary which is random. We model this random
free boundary problem such that the expectation and the variance of the sought do-
main can be defined. In order to numerically approximate the expectation and the
variance, we propose a sampling method like the (quasi-) Monte Carlo quadrature. The
free boundary is determined for each sample by the trial method which is a fixed-point-
like iteration. Extensive numerical results are given in order to illustrate the model.
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2.1 Introduction

Let T ¢ R" denote a bounded domain with boundary 0T = T. Inside the domain
T, we assume the existence of a simply connected subdomain S ¢ T with boundary
0S = X. The resulting annular domain T\ S is denoted by D. The topological situation
is visualized in Figure 1.

Fig. 1: The domain D and its boundaries ' and 2.

We consider the following overdetermined boundary value problem in the annu-

lar domain D:
Au=0 inD,

[Vul=f  onT,
u=0 onl,
u=1 onx,

1)

H. Harbrecht, Helmut Harbrecht, Universitdt Basel, Departement Mathematik und Informatik,
Spiegelgasse 1, 4051 Basel, Schweiz, helmut.harbrecht@unibas.ch

M. D. Peters, Michael D. Peters, Universitdt Basel, Departement Mathematik und Informatik, Spiegel-
gasse 1, 4051 Basel, Schweiz, michael.peters@unibas.ch

Bereitgestellt von | Universitaetsbibliothek Basel
Angemeldet
Heruntergeladen am | 04.10.17 16:42



2.1 Introduction = 21

where f > 0is a given constant. We like to stress that the non-negativity of the Dirichlet
data implies that u is positive in D. Hence, there holds the identity

IVul|l = —g—ﬁ onT 1.2)
since u admits homogeneous Dirichlet data on T'.

We arrive at Bernoulli’s exterior free boundary problem if the boundary T is un-
known. In other words, we seek a domain D with a fixed boundary ¥ and unknown
boundary T such that the overdetermined boundary value problem (1.1) is solvable.
This problem has many applications in engineering sciences such as fluid mechanics,
see [10], or electromagnetics, see [6, 7] and references therein. In the present form, it
models, for example, the growth of anodes in electrochemical processes. For the ex-
istence and uniqueness of solutions, we refer the reader to, e.g., [3, 4, 17]; see also [9]
for the related interior free boundary problem. Results concerning the geometric form
of the solutions can be found in [1] and references therein.

In this chapter, we try to model and solve the free boundary problem (1.1) in the
case that the interior boundary is uncertain, i.e., if £ = X(w) with an additional param-
eter w € Q. This model is of practical interest in order to treat, for example, tolerances
in fabrication processes or if the interior boundary is only known by measurements
which typically contain errors. We are thus looking for a tuple (D(w), u(w)) such that
it holds

Au(w) =0 inD(w) ,
IVu(w)ll =f  onl(w),

(1.3)
u(w) =0 onl'(w),

u(w)=1 on X(w) .

The questions to be answered in the following are:

— How to model the random domain D(w)? What is the associated expectation and
the variance?

— Do the expectation and the variance exist and are they finite?

— What is the expectation and the variance of the potential u(w) if the domain D(w)
is uncertain?

— How to compute the solution to the random free boundary problem numerically?

For the sake of simplicity, we restrict our consideration to the two-dimensional situ-
ation. Nevertheless, the extension to higher dimensions is straightforward and is left
to the reader.

The rest of this chapter is organized as follows. Section 2.2 is dedicated to answer-
ing the first two questions. We start by defining appropriate function spaces to define
the stochastic model. Afterward, we define the random inner boundary and the result-
ing random outer boundary. Especially, we provide a theorem which guarantees the
well posedness of the random free boundary problem under consideration. Moreover,
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22 —— 2 Solution of free boundary problems with geometric uncertainties

we introduce here the expectation and the variance of the domain’s boundaries. Fi-
nally, we give an analytic example which shows that the solution of the free boundary
problem depends nonlinearly on the stochastic parameter. In Section 2.3, we answer
the latter two questions. We propose the use of boundary integral equations for the
solution of the underlying boundary value problem. This significantly decreases the
effort for the numerical solution. In particular, we can describe the related potential
of the free boundary problem in terms of Green’s representation formula. This also al-
lows us to define its expectation and its variance. For the numerical approximation of
the free boundary, we apply a trial method in combination with a Nystrém discretiza-
tion of the boundary integral equations. Section 2.4 is then devoted to the numerical
examples. We will present here four different examples in order to illustrate differ-
ent aspects of the proposed approach. We especially show that there is a clear differ-
ence between the expected free boundary and the free houndary which belongs to the
expected interior boundary. As an important result, it follows thus that one cannot
ignore random influences in numerical simulations. Finally, in Section 2.5, we state
some concluding remarks.

2.2 Modelling uncertain domains

2.2.1 Notation

In the sequel, let (Q, F, P) denote a complete and separable probability space with
o-algebra F and probability measure P. Here, complete means that F contains all
P-null sets. In the sequel, for a given Banach space X, the Bochner space Lf,(Q; X),
1 < p < oo, consists of all equivalence classes of strongly measurable functions
v: Q — X whose norm

1/p
j||v<-,w)||§dlp(w) , p<oo
"U"L};)(Q;X) =

Q
esssup [[v(-, w)lx, p=00
we
is finite. If p = 2 and X is a separable Hilbert space, then the Bochner space is iso-
morphic to the tensor product space LIZP(Q) ® X. Note that, for notational convenience,
we will always write v(¢, w) instead of (v(w))(¢) ifv € LE(Q; X). For more details on
Bochner spaces, we refer the reader to [14].

2.2.2 Random interior boundary

Throughout the chapter, the domain D(w) will be identified by its boundaries Z(w)
and I'(w). Indeed, we assume that 2(w) is IP-almost surely starlike. This enables us to
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2.2 Modelling uncertain domains = 23

parameterize this random boundary in accordance with

(w) = {x = 0(¢, w) € R?: (¢, w) = q(p, w)e, (), p € I} .

Here, e,(¢p) := [cos(¢), sin(¢h)]" is the radial direction and I := [0, 2] is the pa-
rameter interval. The radial function g(¢, w) > ¢ > 0 has to be in the Bochner space
L?(Q; Ce (D)), where CZ.,(I) denotes the Banach space of periodic, twice continuously
differentiable functions, i.e.,

Cae(D) :={f € CI): fP(0) = fP(27),1=0,1,2},

equipped with the norm
S (1)
= Y max|f’x)|.
IAlczn ZO nax | ()|
For our purposes, we assume that g(¢, w) is described by its expectation

E[q]($) = j q(¢, w) dP(w)

Q

and its covariance

Covigl(¢, ¢') = Elq(¢, w)q(¢, w)] = jq«l), w)q(¢', w)dP(w) .

Q

Then, q(¢, w) can be represented by the so-called Karhunen—Loéve expansion, cf. [16],

N
(9, w) = E[q)($) + Y. q($)Yr(w) .
k=1

Herein, the functions {gx(¢)}« are scaled versions of the eigenfunctions of the Hilbert-
Schmidt operator associated with Cov[q](¢p, ¢'). Common approaches to numerically
recover the Karhunen-Loéve expansion from these quantities are, e.g., given in [13]
and the references therein. By construction, the random variables {Yy(w)}x in the
Karhunen-Loéve expansion are uncorrelated. For our modelling, we shall also require
that they are independent, which is a common assumption. Moreover, we suppose
that they are identically distributed with img Y (w) = [-1, 1]. Note that it holds

Vigl®) - [ 9@, ) - Elgl@)} dp(@) - Z(qk«ﬁ)

Q

2.2.3 Random exterior boundary

If the interior boundary Z(w) is starlike, then also the exterior boundary I'(w) is star-
like. In particular, it also follows that the free boundary I'(w) is C*-smooth, see [2]

Bereitgestellt von | Universitaetsbibliothek Basel
Angemeldet
Heruntergeladen am | 04.10.17 16:42



24 =— 2 Solution of free boundary problems with geometric uncertainties

for details. Hence, the exterior boundary can likewise be represented via its parame-
terization:

[(w) = {x=y(¢p, w) € R?: y(¢, w) = 1(p, w)e,(p), p € I} . .0

The following theorem guarantees us the well posedness of the problem under consid-
eration, cf. [4, 17]. It shows that it holds r(¢), w) € LY (Q, Cf,er(I)) if g(¢, w) is almost
surely bounded and thus that y(¢, w) is well defined.

Theorem 2.1. Assume that q(¢, w) is uniformly bounded almost surely, i.e.,
q(¢p,w) <R forall ¢ € I and P-almost every w € Q . 2.2

Then, there exists a unique solution (D(w), u(w)) to (1.3) for almost every w € Q. Es-
pecially, with some constant R > R, the radial function r(¢, w) of the associated free
boundary (2.1) satisfies

q(¢p, w) < r(¢p,w) <R forall p € I and P-almost every w € Q0.
Proof. In view of (2.2), it follows that
I(w) ¢ Bg(0) := {x € R?: |x] < R}

for almost every w € Q. Hence, for fixed w € Q, [17, Theorem 1] guarantees the unique
solvability of (1.3). In particular, there exists a constant R > R such that I'(w) ¢ B%(0)
whenever X%(w) c Br(0). Therefore, the claim follows since q(¢, w) is supposed to be
uniformly bounded in w € Q. O

2.2.4 Expectation and variance of the domain
Having the parameterizations o(w) and y(w) at hand, we can obtain the expectation
and the variance of the domain D(w).

Theorem 2.2. The expectation of the domain D(w) is given via the expectations of its
boundaries’ parameterizations in accordance with

E[oD(w)] = E[Z(w)] VE[I(w)] ,
where
E[Z(w)] = {x € R*: x = Elq(¢, w)ler(¢), p € I},
E[T(w)] = {x € R?: x = E[r(¢, w)]e,(p), p € I} .
Proof. For the proof, we introduce the global parameterization é: [0, 471) — 0D(w)

given by

2.3

8(¢, w) = {0@, ), ¢ € [0,2m),
Y@ -2m,w), ¢el2mbm).
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2.2 Modelling uncertain domains = 25

Then, it holds per definition that
E[0D(w)] = {x € R?: x = E[8(¢, w)], ¢ € [0, 4m)} .

Therefore, the expected boundary E[0D(w)] consists of all points X € R? with

< | Elo(¢, w)], ¢ €[0,2m),
E[y(¢ - 2m, w)], ¢ € [2m,4m).

This is equivalent to

< = | Eld(@, w)ler(9), ¢ €[0,2m),
E[r(¢ - 2m, w)]e, (¢ — 2m), ¢ € [2m, 4m),
which immediately implies the assertion. O

The variance of the domain D(w) is obtained in a similar way as the expectation. In
particular, it suffices to take only the radial part of the variance into account due to
the star shapedness.

Theorem 2.3. The variance of the domain D(w) in the radial direction is given via the
variances of its boundaries parameterizations in accordance with

V[oD(w)] = V[Z(w)] U V[[(w)]
where

V[E(w)] = {x € R*: x = V[q(¢, w)]e, (), p € I},
V[T(w)] = {x € R”: X = V[r(¢, w)]e, (), ¢ € I} .

Proof. We shall again employ the global parameterization (¢, w) from (2.3). For the
sake of notational convenience, we denote its centered version by

80(¢, LU) = 8(¢’ (U) - E[8(¢’ (U)] s

and likewise for o(¢p, w) and y(¢, w).
The variance of D(w) can be determined as the trace of the covariance

Cov[oD(w)] = {X € R¥?: X = E[60(¢, w)8o(¢, w)T], ¢ € [0, 47)} .

From this representation, one concludes that Cov[oD(w)] consists of all (2 x 2) matri-
ces X with

E[00(¢, w)oo(P', w)T], ¢, 9" €[0,2n),
x - |Eloo(®, w)Yo(@' -2m, w)T], ¢ €[0,2n), @' € 27, 4m),
E[yo(¢ - 27, w)oo(¢’, w)7], ¢ € 27, 4m), ¢ € [0, 27),
[

E[yo(¢ - 2m, w)yy (¢’ -2, w)T], ¢, @' € [2m, 4m).
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26 —— 2 Solution of free boundary problems with geometric uncertainties

The situation ¢ = ¢’ can only appear in the first or last case. These can be reformu-
lated with ¢, ¢’ € [0, 271) as

Covla, 6](¢, ¢') = E[00(¢, w)0o(d', w)T]
= E[(q(¢, w) - Elql(¢))(q(¢', w) - E[q]())]er(d)e,(p")T

and likewise as

Covly, YI($, ') = Ely,(, w)yo(@’, )]
= E[(r(¢, w) - E[r[(P) (1@, w) - E[1](¢))]er(p)e (') .

By setting ¢ = ¢’, we arrive at

Covlo, 0l(p, p) = V[ql(¢)e,(¢)e,(¢)" and Covly, yI(¢, ) = Vigl(P)er(P)e ()T .

To get the radial part of the variances, we multiply the last expression by the radial
direction e, which yields the desired assertion. O

Consequently, in view of having E[q(¢, w)] and V[q(¢, w)] at hand, we need just to
compute the expectation E[r(¢, w)] and the variance V[r(¢, w)] to obtain the expec-
tation and the variance of the random domain D(w).

2.2.5 Stochastic quadrature method

For numerical simulation, we aim at approximating E[r(¢, w)] and V[r(¢, w)] with
the aid of a (quasi-) Monte Carlo quadrature. To that end, we first parameterize the
stochastic influences in g(¢, w) by considering the parameter domain o := [-1, 1]V
and setting

N
qa(¢,y) = Elq)(@) + ) qu(Pp)yk fory=Iy1,...,yn]" €O.
k=1

Especially, we have q(¢,y) € L®(0; Cle, (D) if q(¢, w) € L®(Q; Cher()). Here, the
space L*®(O; C];z)er(l)) is equipped with the pushforward measure Py, where Y =
[Yq,..., Yy]". This measure is of product structure due to the independence of the
random variables. If the measure Py is absolutely continuous with respect to the
Lebesgue measure, then there exists a density p(y), which is also of product struc-
ture, such that there holds

Elq](¢) = j q(¢h, ) dP(w) = j q(¢, y)p(y)dy .

Q o

In complete analogy, we have for the variance

Vial$) = [ (a(, @)’ dB(@) - (Elg@)’ = [ (a(9.¥)*p0) dy - (L))’ -

Q o
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2.2 Modelling uncertain domains = 27

Now, if
F: L®(Q; Cﬁer(l)) — L®(Q; Cﬁer(l)), q(¢, w) = r(¢p, w) (2.4)

denotes the solution map, the expectation and the variance of r(¢, w) are given ac-
cording to

E[r](¢) = E[F(@)](¢) and VI[rl(¢) = VIF(@(¢) .

In view of this representation, we can apply a (quasi-) Monte Carlo quadrature in order
to approximate the desired quantities.

The Monte Carlo quadrature and the quasi-Monte Carlo quadrature approximate
the integral of a sufficiently smooth function f over o by a weighted sum according to

1 M
[ Fwrdy =3 3 fivo.
i=1

m}

Herein, the sample points {yi, ..., yu} are either chosen randomly with respect to
the uniform distribution, which results in the Monte Carlo quadrature, or according
to a deterministic low-discrepancy sequence, which results in the quasi-Monte Carlo
quadrature. The Monte Carlo quadrature can be shown to converge, in the mean
square sense, with a dimension-independent rate of M~'/2. The quasi-Monte Carlo
quadrature based, for example, on Halton points, cf. [11], converges instead with the
rate M5! for arbitrary § > 0. Although, for the quasi-Monte Carlo quadrature, the
integrand has to provide bounded first-order mixed derivatives. For more details on
this topic, see [5] and the references therein.

In our particular problem under consideration, the expectation E[r](¢) and the
variance V[r](¢) are finally computed in accordance with

M
1($) = BIF@I($) = 22 3" Fa(d,y))p(3)
i=1

and

S

M 2
VIrl(@) = VIF@I(¢) ~ Z( (a(¢, y) )p(vi)—< 2 Fla@.y) p(y,)) :

2.2.6 Analytical example

The calculations can be performed analytically if the interior boundary Z(w) is a circle
around the origin with radius g(w). Then, due to symmetry, also the free boundary
I'(w) will be a circle around the origin with unknown radius r(w). We shall thus focus
on this particular situation in order to verify that the radius r(w) depends nonlinearly
on the stochastic input g(w). Hence, on the associated expected domain [E[D(w)], the
overdetermined boundary value problem (1.1) has, in general, no solution.
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28 —— 2 Solution of free boundary problems with geometric uncertainties

Using polar coordinates and making the ansatz |u(p, ¢)| = y(p), the solution with
respect to the prescribed Dirichlet boundary condition of (1.1) has to satisfy

!
Y+ yﬁ =0, y(gw)=1, y(rw)=0.

The solution to this boundary value problem is given by

o) = B
log (42)
The desired Neumann boundary condition at the free boundary r(w) yields the equa-
tion

, 1 !
Y (r(w)) = @) log (20
which can be solved by means of Lambert’s W-function:
r(w) = _ . (2.5)
W (52)
Thus, the free boundary r(w) depends nonlinearly on g(w) since it generally holds
1 1
E[r(w)] _E[fw(m)] + fW(,%[q]) . (2.6)

Notice that the right-hand side would be the (unique) solution of the free boundary
problem in the case of the interior circle of radius E[g(w)]. Thus, indeed the overde-
termined boundary value problem (1.1) will, in general, not be fulfilled on the expected
domain E[D(w)].

2.3 Computing free boundaries

2.3.1 Trial method

For computing the expected domain E[D(w)] and its variance V[D(w)], we have to
be able to determine the free boundary I'(w) for each specific realization of the fixed
boundary Z(w). This will be done by the so-called trial method, which is a fixed point
typeiterative scheme. For the sake of simplicity in representation, we omit the stochas-
tic variable w in this section, i.e., we assume that w € Q is fixed.

The trial method for the solution of the free boundary problem (1.1) requires an
update rule. Suppose that the current boundary in the k-th iteration is I'y and let the
current state uy satisfy

Aup =0 in Dy,
ug=1 onx, 3.1)

auk_
—a—n—f onTly.
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2.3 Computing free boundaries =—— 29

The new boundary I'x.1 is now determined by moving the old boundary into the radial
direction, which is expressed by the update rule

Yie1 = Vi + Orier .

The update function 8ry € Cﬁer([o, 2m]) is chosen such that the desired homogeneous
Dirichlet boundary condition is approximately satisfied at the new boundary 'y, 1, i.e.,

| ou
O:ukoyk+1:ukoyk+(a—e’:oyk)6rk on [0, 2n], (3.2)

where uj is assumed to be smoothly extended into the exterior of the domain Dy. We
decompose the derivative of uy in the direction e, into its normal and tangential com-

ponents

ouy B ouy Ouy
aer = g<er, n) + W(er, t> on rk (3.3)

to arrive finally at the following iterative scheme (cf. [9, 12, 18]):

(1) Choose an initial guess I'q of the free boundary.

(2a) Solve the boundary value problem with the Neumann boundary condition on the
free boundary T.

(2b) Update the free boundary 'y such that the Dirichlet boundary condition is approx-
imately satisfied at the new boundary I'j,1:

Srp = — 2k _ Uk (.4)

p) B p) :
se  fln,e)) + Gt er)

(3) Repeat step 2 until the process becomes stationary up to a specified accuracy.

Notice that the update equation (3.4) is always solvable at least in a neighborhood
of the optimum free boundary T since there it holds —ou/de; = f(e;,n) > 0 due to
oduy/ot =0, f > 0 and (e,, n) > O for starlike domains.

2.3.2 Discretizing the free boundary

For the numerical computations, we discretize the radial function ry associated with
the boundary I'x by a trigonometric polynomial according to

ap " a

(@) = 70 + z {a; cos(ig) + b; sin(i)} + 7" cos(ng) . (3.5)
i=1

This obviously ensures that ry is always an element of Cf,er (I). To determine the up-

date function dry, represented likewise by a trigonometric polynomial, we insert the

m > 2n equidistantly distributed points ¢; = 27ri/m into the update equation (3.4):
Uj

6rk = - 3
f(n, &) + Sk(t, e;)

in all the points ¢4, ..., ¢om .
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30 — 2 Solution of free boundary problems with geometric uncertainties

This is a discrete least-squares problem which can simply be solved by the normal
equations. In view of the orthogonality of the Fourier basis, this means just a trunca-
tion of the trigonometric polynomial.

2.3.3 Boundary integral equations

Our approach to determine the solution uy of the state equation (3.1) relies on the re-
formulation as a boundary integral equation by using Green’s fundamental solution

1
GX,y) = = loglx -yl .

Namely, the solution uy(x) of (3.1) is given in each point x € D by Green’s representa-
tion formula

o = | {G(X’V)%(V)—wuk(y)}d(&- (3.6)
24
Uz

Using the jump properties of the layer potentials, we obtain the direct boundary inte-
gral formulation of the problem

0G(x,y)

on, ux(y) doy , (3.7

1 ou
S = j 6%, )5 (y) doy - j
Uz T Uz

where X € T'y U Z. If we label the boundaries by A, B € {Tk, Z}, then (3.7) includes the
single-layer operator

1
V: C(A) - C(B), (Vapp)X) = ey Jlog Ix -yl p(y) doy (3.8)
A

and the double-layer operator

]_ - Y
K: C(A) = CB). (Kanp)) = o | Oﬁxy—n;)
4 -vl3

p(y)doy (3.9)
with the densities p € C(A) being the Cauchy data of u on A. Equation (3.7) in combina-
tion with (3.8) and (3.9) indicates the Neumann-to-Dirichlet map, which for problem
(3.1) induces the following system of integral equations:

[%I+J<rr —Vzr] [uklr] _ [Vrr —Xsr ] [_f] . (3.10)
1

Krz ~Ves | | 2], Vrs (31 +Kss)

The boundary integral operator on the left-hand side of this coupled system of the
boundary integral equation is continuous and satisfies a Garding inequality with
respect to the product Sobolev space L2(T') x H™1/2(Z) provided that diam(Q) < 1.
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2.3 Computing free boundaries = 31

Since its injectivity follows from potential theory, this system of integral equations is
uniquely solvable according to the Riesz—Schauder theory.

The next step to the solution of the boundary value problem is the numerical ap-
proximation of the integral operators included in (3.10) which first requires the pa-
rameterization of the integral equations. To that end, we insert the parameterizations
o and y, of the boundaries £ and I, respectively. For the approximation of the un-
known Cauchy data, we use the collocation method based on trigonometric polynomi-
als. Applying the trapezoidal rule for the numerical quadrature and the regularization
technique along the lines of [15] to deal with the singular integrals, we arrive at an ex-
ponentially convergent Nystrém method provided that the data and the boundaries
and thus the solution are arbitrarily smooth.

2.3.4 Expectation and variance of the potential

We shall comment on the expectation and the variance of the potential. To that end,
we consider a specific sample w € Q and assume that the associated free boundary
I'(w) is known. Then, with the aid of the parameterizations

o(w): [0,211] - £(w) and y(w): [0,2n] - ['(w),

we arrive, in view of (3.6), for X € D(w) at the potential representation

2

u o)=Y [ ¢ 0)p) (@ 0) - KE (%, ¢ 0 (. @} dp . G

Aeff(w),I(w)} o
where
kX, 6, ) = G(X, 0(¢p, )10 (B, W2 ,
k) (% @, @) = G(X, (b, )y’ (b, W)l ,

and
0G(x, o(¢, w))

% 6 @) = ' (¢, )l
y
aG ] ’ !
0,6, 0) = ZEV LD i gy,
v

Moreover, the related densities are given according to

d d
Pl (@, @) = S0, @), Piy($r @) = S (V@ ),
P @) =u(0(d, w)),  pi,) (@, w) = u(y(d, w)).

These densities coincide with the Cauchy data of the potential u(w) on the boundary
oD(w).

Bereitgestellt von | Universitaetsbibliothek Basel
Angemeldet
Heruntergeladen am | 04.10.17 16:42



32 — 2 Solution of free boundary problems with geometric uncertainties

In view of the representation (3.11), we observe that the expectation E[u](x) and
the variance V[u](x) of the potential depend nonlinearly on the random parameter
w € Q. This is due to the fact that, in contrast to, e.g., [8], not only the density depends
on w but also the kernel function because of the parameterization. Nevertheless, if
desired, these quantities can easily be approximated by sampling the expression (3.11)
and its squared form for different realizations of the random parameter w € Q by a
(quasi-) Monte Carlo method as already discussed in Section 2.2.4 for r(¢, w).

2.4 Numerical results

In this section, we provide several numerical examples in order to illustrate our ap-
proach. For the numerical solution of the free boundary problem for each instance of
the random parameter w € Q, we apply the trial method proposed in the preceding
section. The iteration is stopped if the £°°-norm of the update becomes smaller than
1077, For the discretization of the free boundary, we employ a trigonometric polyno-
mial of order 32, i.e.,, n = 16 in (3.5). For the collocation method, we use m = 200
collocation points.

2.4.1 First example

Our first example refers to the analytical example presented in Section 2.2.6. In partic-
ular, we want to illustrate that the expectation of the free boundary I'(w) differs from
the free boundary obtained for given IE[X]. To that end, we consider the following sit-
uation: In (1.3), we set u(w) = 1 on X(w) and ||Vu(w)|> = 10 on I'(w). Moreover, we
set g(¢p, w) = 0.2 + 0.195X(w), where X is distributed with respect to the counting
measure u(x) = 0.5 - 6_1(x) + 0.5 - §1(x). Therefore, we can exactly determine the
expectation and the variance of the free boundary by just two realizations of g(¢, w).
On the left-hand side of Figure 2, a visualization of the random domain’s statistics
is found. The green line belongs to the expectation of the inner boundary E[Z]. The
expectation of the free boundary E[I'] is indicated by the blue line. The gray shaded
area refers to the standard deviation of I" with respect to the expectation, i.e., the area
which is bounded by E[I'] + \/V[T]. Moreover, we have depicted the solution to the
free boundary problem for the fixed inner boundary E[X], i.e., the boundary related to
the radius F(E[q]), see (2.4), by the black dashed line. It can clearly be seen that this
solution differs from the expectation E[T'] due to the nonlinearity of the problem. This
is also indicated by the plot of the related radial functions on the right-hand side of
Figure 2. Here, we show the expectation E[r](¢) (blue line), the radius F(E[q]) of the
solution for the fixed inner boundary E[Z] (black dashed line), the radius of the inner
boundary E[q](¢) (green) and the radius of the standard deviation \/V[T](¢) (red).
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Fig. 2: Expectation of the solution to the free boundary problem (left) and related expectations of the
radii (right) for the first example.

In order to make the nonlinearity in the problem better visible, Figure 3, shows
the radius r(¢, w) (blue) computed by (2.5) with respect to q(¢p, w) € [0.005, 0.395].
Moreover, we have depicted the sensitivity of r(¢, w) with respect to g(¢, w), i.e., the
derivative with respect to g(¢, w), in red. As it turns out, we have a strong nonlinearity
only for very small values of g(¢, w). For larger values of g(¢, w), the problem exhibits
a rather linear behavior. Finally, the black dot in the picture refers to the radius r that
is obtained for E[q] = 0.2, i.e., F(0.2), and the blue dot on the secant connecting the
extremal values of r(¢, w) (green) refers to E[r] = 0.5(F(0.005) + F(0.395)), cf. (2.4).
As they obviously do not coincide, this also confirms the statement (2.6).

005 01 045 02 055 03 095 04 Fig. 3: Dependency and sensitivity of
q r(¢, w) on g(¢, w).
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2.4.2 Second example

For the second example, the same boundary conditions are chosen as in the previous
example. Moreover, the radial function of ¥(w) is defined according to

5
2
q(¢, w) = 0.25+0.05 ) %{sin(kqs)xz,(_l(w) + cos(kd) Xox(w)} ,
k=1

where the random variables {Xy}, are independent and distributed with respect to
the counting measure y as before. In the spirit of the previous example, here we have
to determine the 1024 realizations of the free boundary related to the 1024 possible
realizations of g(¢, w) in order to exactly determine the expectation and the variance
of the free boundary. Thus, this example may be considered a more complex version
of the previous one.

0br e IEITERRRNE

0.35

3
Polar angle

Fig. 4: Expectation of the solution to the free boundary problem (left) and related expectations of the
radii (right) for the second example.

Figure 4 visualizes the expectation and the standard deviation of the free bound-
ary and the related radii. On the left hand side, one finds the random domain’s statis-
tics and on the right-hand side the associated radial functions. Again, we see that there
is a mismatch between the domain’s expectation (blue line) and the free boundary
which belongs to the expected interior boundary (black dashed line).

2.4.3 Third example

In our third example, we consider the approximation of the expectation and the vari-
ance of the solution to (1.3) in the case of a perturbed potato shaped inner domain. For
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the data, we prescribe the boundary conditions u(w) = 1 on X(w) and [|[Vu(w)|, = 6
on I'(w). The radial function for £(w) is given by

10

2
q(¢, w) = 0.2 +0.01f(¢) + Z \/T_{sin(kqb)sz_l(w) + cos(k@) Xax(w)}
k=1

where f(¢) is a trigonometric polynomial with coefficients, cf. (3.5),

[a5,...,a0,b1,...,b4]
=[0.33,0.26,0.51,0.70,0.89,0.48, 0.55,0.14,0.15,0.26] .

The random variables {Xj}, are chosen to be independent and uniformly distributed in
[-1, 1]. The approximation of the expectation E[r](¢) and the variance V[r](¢) is per-
formed by the application of a quasi-Monte Carlo quadrature based on 10 000 Halton
points, cf. [11]. As already pointed out in Section 2.2.4, the application of the quasi-
Monte Carlo quadrature requires mixed smoothness of the integrand. Although this
is not proven here, we have strong evidence that the function r(¢, w) exhibits this
smoothness. This is also validated by this example.

3
Polar angle

Fig. 5: Expectation of the solution to the free boundary problem (left) and related expectations of the
radii (right) for the third example.

On the left-hand side of Figure 5, a visualization of the random domain’s statistics
is found. The left-hand side of Figure 5 shows the expectation [E[X] (green) and the
expectation E[I'] (blue). The gray shaded area refers to the standard deviation of T.
Moreover, the free boundary that corresponds to E[X] is indicated by the black dashed
line. It differs again clearly from the expectation E[I']. The right-hand side of Figure 5
shows the related radius functions. Here, the standard deviation is indicated in red.

Finally, in order to justify the application of the quasi-Monte Carlo quadrature
based on Halton points, we have also considered the convergence of the Monte Carlo
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Samples quadrature.

quadrature toward the approximation of the expectation obtained by the quasi-Monte
Carlo quadrature. The related plot is found in Figure 6. The green line refers to the
approximation of the expectation of the inner boundary E[X], which is a linear prob-
lem. The blue line indicates the convergence of the expectation of the outer boundary
E[T'], which is a nonlinear problem. We have measured here the relative error in the
£*°-norm of the boundaries evaluated in the collocation points. The theoretical rate of
convergence, given by M~Y2 where M denotes the number of Monte Carlo samples,
is visualized by the black dashed line. As it turns out, we obtain in both cases conver-
gence of the Monte Carlo quadrature toward the solution obtained by the quasi-Monte
Carlo quadrature. This validates the approximation obtained by the quasi-Monte Carlo
quadrature, which will also be used as the stochastic quadrature method in the fol-
lowing example.

2.4.4 Fourth example

Finally, we consider an example where the inner boundary ¥(w) is given by four circles
of radius 0.05 with randomly varying midpoints

[0.1(~1)" +0.04X2014jy (@), 0.1(=1Y + 0.04X5(2i+j)+1(w)]" fori,j=0,1.

Here, the random variables X1, . . ., Xg are independent and uniformly distributed on
[-1, 1]. The radii and midpoints of the circles are chosen such that they cannot over-
lap. In order to illustrate the situation under consideration, we have depicted six dif-
ferent realizations of Z(w) and of the related free boundaries I'(w) in Figure 7.

For this example, the boundary conditions are chosen as u(w) = 1 on £(w) and
[Vu(w)ll, = 8 on I'(w). The visualization of the computed expectation and the stan-
dard deviation of the free boundary as well as the related radii are presented in Fig-
ure 8. Even though the interior boundaries vary a lot, the difference between the free
boundary related to E[Z] and E[T] is relatively small.
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Fig. 7: Different realizations of the random boundary 2(w) and corresponding free boundary '(w) for
the fourth example.
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Fig. 8: Expectation of the solution to the free boundary problem (left) and related expectations of the
radii (right) for the fourth example.

2.5 Conclusion

In the present chapter, Bernoulli’s exterior free boundary problem has been consid-
ered in the case of an interior boundary which is random. Such uncertainties may arise
from tolerances in fabrication processes or from measurement errors. We modeled this
problem mathematically and showed its well posedness. Expectation and variance of
the resulting random domain have been introduced and numerically computed. Es-
tablishing regularity results with respect to the random parameter will be subject of
future work in order to rigorously prove the convergence of the present quasi-Monte
Carlo method and even more sophisticated quadrature methods.
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