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Preface 

Experience shapes who we become and memories make us who we are. Some 

memories are so universal and so strong that we might even share it with the 

world: what were you doing when you heard the news about 9/11? However, 

most of our memories belong to our everyday life; some fade away fast (what you 

had for dinner a week ago); some survive time (the sumptuous dessert your mom 

made especially for your birthday a year back). Some things we strive to keep in 

mind (an alleyway one should avoid in dark) and some we just remember anyway 

(the familiar route to your best friend’s house).  

Adaptability to changing environment gives us the advantage needed to survive. 

Keeping aside the grand picture of evolution of species, even in our daily life, 

adaptability is of significant importance. To be safe from predator or danger, to 

find a source of food faster and easier next time, to perform a necessary skill; at 

every step, one can improve by adapting. To adapt, however, one needs to 

perceive the changes in its surrounding (i.e. learn), to remember those 

information until the next encounter (i.e. memory) and then to apply that 

knowledge to perform better in future (i.e. retrieval). 

The universal necessity for learning and memory across different species has 

been one of the main driving forces towards understanding its mechanisms and 

rules for more than a century. The social and economic implications of the 

various mental disorders leading to learning disabilities (Autism spectrum 

disorders, Schizophrenia), memory loss in neurological diseases (Alzheimer’s, 

Parkinson’s) as well as the psychological effects of post-traumatic stress 

disorders made the field of learning and memory indispensable. On the other 

hand, the possibility of studying the mechanisms of memory formation in 

organisms with relatively simple nervous system and its potential of translation to 

rodents, non-human primates and human subjects gave a significant advantage 

to the progress of the field in the last several decades.  

With the use of pharmacogenetic tools to reversibly silence or activate specific 

neuronal populations in different brain areas with temporal and spatial precision 
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and a wide range of transgenic mouse lines to access these populations, I here 

ask the following questions:  

1) How is learning defined? To create a memory that will be useful later, it is 

necessary to successfully learn and to define the criteria that determines what to 

learn and when to learn. Without these boundaries, memories could get all 

jumbled into intangible information and therefore, inaccessible for coherent 

retrieval. The first segment of my work will focus on understanding the cellular, 

molecular and network parameters that dictate the units of learning. 

2) What processes are responsible for the formation of long-term memories? Are 

the plasticity mechanisms over once the short-term memories have been 

converted into long-term memories, i.e. initial hours after acquisition or could 

there still be plasticity later in time that determines which memories stay and 

which are lost? The second segment of my work would deal with a ‘second 

window of consolidation’ when the inhibitory Parvalbumin (PV+) interneurons 

would be shown to be critical in ensuring the formation of long-term memories. 

3) How are the inhibitory PV+ interneurons involved in the regulation of learning? 

Since formation of long-term memory involves structural and molecular changes 

in the excitatory principal cells, what role does the inhibitory interneurons, 

specifically PV+ basket cells, play in learning and memory consolidation? The 

third segment of my work would reveal the existence of distinct sub-populations 

of PV+ basket cells, specified at the time of birth and required for regulation of 

different types of learning. 

In this thesis, I explore these questions in details to understand how learning 

leads to memory formation, how memory is strengthened and made long-lasting 

and how memory-specific cFos+ ensembles and PV+ interneuron subpopulations 

can be regulating those processes in a temporally-defined manner. This study 

provides insights into the possible mechanisms that allow associations and 

informations to become meaningful learning that then can be consolidated into a 

relevant memory to be successfully retrieved later in life. 
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1.1 Memory formation 

The formation of memory is a protracted temporal phenomenon. While learning 

has been defined as the process of acquisition and encoding of relevant 

information from the surrounding (e.g- novel or emotional), the process by which 

this acquired data becomes a memory that can be successfully retrieved later in 

time can be described as the phenomenon of consolidation. The credit for the 

term ‘Konsolidierung’ or ‘consolidation’ (Latin: ‘to make firm’) was coined by two 

German scientists Muller and Pilzecker in 1900 (Muller and Pilzecker, 1900). The 

umbrella term ‘consolidation’ is used to broadly describe the mechanism by which 

recently acquired memories (short-term memory) that are vulnerable to 

disruptions gets converted into stable long-term memories. Several studies have 

shown that different amnesic agents can disrupt newly acquired memories for a 

limited time window, after which they are said to have consolidated, i.e. becomes 

resistant to interference (Davis and Squire 1984, Kandel 2001). However, 

question remains why consolidate after a certain time? As put forth in the review 

discussion by Y. Dudai (Dudai 2004), the information could have been stabilized 

immediately after its acquisition. However, it is highly likely that instantaneously 

stabilizing each and every encoded information would be wasteful to the 

computational ability and storage capability of the brain. Not only that, the 

possibility of assessing the relevance of the acquired information during the hours 

prior to consolidation increases the effectiveness of the process to maximize the 

benefit of stabilizing that memory. As will be discussed in details further, the 

consolidation process goes through several checkpoints during which signalling 

pathways, molecular changes, cellular (both excitatory and inhibitory) allocation 

and competition, structural modifications of spines and synapses, synchronized 

network activities at different frequency ranges, dictate the eligibility, strength and 

quality of the information to be consolidated into long-term memory. 

      1.1.1 Molecular mechanisms  

Long-lasting forms of synaptic plasticity like long-term potentiation (LTP) and 

long-tern depression (LTD) have been studied extensively as the fundamental 

basis of learning and memory (Bliss and Collingridge 2013). Upon synaptic input, 

Ca2+ entry through N-methyl-D-aspartate-type receptors (NMDARs) was found to 
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be critical at the onset of LTP via facilitation of α-amino-3-hydroxy-5-methyl-4-

isoxazolepropionic receptor (AMPAR) recruitment to the potentiated post-synaptic 

sites. Several studies with pharmacological inhibition of NMDA and AMPA 

receptors and genetic deletion of specific NMDAR subunits established the 

essential role of NMDA and AMPA receptors in the process of long-term 

potentiation and long-term memory (Abel and Lattal 2001, Schafe, Nader et al. 

2001, Fanselow and Poulos 2005, Kessels and Malinow 2009, Kandel, Dudai et 

al. 2014). 

 

Studies using classical conditioning form of learning in Aplysia made several 

breakthrough into the molecular mechanisms underlying associative learning 

(Hawkins, Abrams et al. 1983, Walters and Byrne 1983). Experiments in Aplysia 

revealed increase of Ca2+ influx into the presynaptic sensory neuron during the 

paired firing which led to the enhanced activity of Ca2+-sensitive adenylyl 

cyclase, increasing the production of cAMP (cyclic adenosine monophosphate) 

(Abrams, Karl et al. 1991, Kandel 2001). At the same time, several lines of 

Drosophila with learning deficits were identified by Benzer and his students and 

revealed to have mutations in different single genes representing different 

components of cAMP pathway; notable being dunce (Drosophila 

Phosphodiesterase 4 homolog) and rutabaga (Drosophila Ca2+/CaM-dependent 

adenylyl cyclase) (Dudai, Jan et al. 1976, Livingstone, Sziber et al. 1984, Lee 

2015). 

 

The use of different protein synthesis inhibitors like Anisomycin, Puromycin etc 

brought forth the seminal findings that has since been used to broadly distinguish 

between short-term and long-term memory (Davis and Squire 1984, McGaugh 

2000, Nader, Schafe et al. 2000, Kandel 2001). Administration of transcription 

and translation inhibitors immediately after a learning was shown to be 

detrimental to long-term memory, keeping short-term memory intact 

(Bourtchouladze, Abel et al. 1998, Igaz, Vianna et al. 2002, Fonseca, Nagerl et 

al. 2006). Also, an overall increase in translation has been observed after training 

(Hoeffer, Cowansage et al. 2011). So, which transcription factors might play a 

role in synthesis of the new proteins essential for consolidation of memories? 
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One of the key players studied in several systems is cAMP response element 

binding protein, CREB (Silva, Kogan et al. 1998, Alberini 2009, Kandel 2012). 

Training or acquisition of an event leads to the activation of cell signalling 

cascades such as the protein kinase A (PKA) (Dash, Hochner et al. 1990, Martin, 

Michael et al. 1997), the protein kinase C (PKC), calcium/calmodulin-regulated 

kinase (CaMKII) (Sheng, Thompson et al. 1991) and the MAPK/extracellular-

signal regulated kinases (ERK) cascades (Kelleher, Govindarajan et al. 2004, Xia 

and Storm 2012), all converging on the phosphorylation and activation of CREB, 

which may therefore serve to integrate signals from various signal transduction 

pathways (Kandel 2012). In accordance with this, the phosphorylation of CREB 

has been shown to increase in the hippocampus, amygdala and parietal cortex 

shortly following fear conditioning in mice (Stanciu, Radulovic et al. 2001, Dash, 

Hebert et al. 2004). CREB has been reported to be required for long-term 

memory formation in several species including Drosophila, mice and rats 

(Bourtchuladze, Frenguelli et al. 1994, Yin, Wallach et al. 1994, Guzowski and 

McGaugh 1997, Kogan, Frankland et al. 1997, Lamprecht, Hazvi et al. 1997, 

Kida, Josselyn et al. 2002). Activated pCREB, in turn, is responsible for the 

transcription of downstream genes like bdnf (Tao, Finkbeiner et al. 1998), c-fos 

(Sheng, McFadden et al. 1990), zif-268 (Davis, Vanhoutte et al. 2000) and others.  

 

Among the downstream factors of CREB, c-Fos is a transcription factor that 

together with c-Jun, comprises the AP-1 transcriptional complex. c-fos is an 

immediate early gene that has been known to be rapidly upregulated upon 

different learning tasks (Guzowski 2002, Kubik, Miyashita et al. 2007, Ruediger, 

Vittori et al. 2011, Ruediger, Spirig et al. 2012). Although initially c-Fos had been 

widely used as a marker for neuronal activity upon variety of stimulus (Flavell and 

Greenberg 2008, Joo, Schaukowitch et al. 2016), inhibition of c-Fos expression 

has been since functionally associated with impairment of long-term memory 

formation (Lamprecht and Dudai 1996, He, Yamada et al. 2002, Katche, Dorman 

et al. 2013, Katche and Medina 2017). 

 

Therefore, following acquisition, a cascade of molecular events leads to a 

sequential activation of essential components of the consolidation program; 
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upregulation of pERK (MAPK pathway) and pCREB happens almost immediately 

after (0-60min) while c-Fos protein levels are upregulated at about 45min-60min. 

However, the consolidation program does not end at these early hours with the 

classically defined conversion of short-term memory to long-term memory. 

Recent studies have reported the existence of a delayed consolidation window 

responsible of strengthening and persistence of long-term memory (Bekinschtein, 

Cammarota et al. 2007, Rossato, Bevilaqua et al. 2009). Furthermore, studies 

have since demonstrated a second temporal sequence of recapitulation of the 

molecular events underlying consolidation about 9-12h onwards after the initial 

acquisition (Trifilieff, Herry et al. 2006, Bekinschtein, Cammarota et al. 2007, 

Katche, Bekinschtein et al. 2010, Nakayama, Iwata et al. 2015). 

 

Fig. 1. Simplistic model depicting the molecular cascades underlying 

consolidation. Neuronal activity upon acquisition involves release of glutamate from the 

presynaptic cell and Ca2+ influx into the postsynaptic cell through the different channels. 

Increase in intracellular levels of Ca2+ leads to the activation of protein kinases, like PKA 

and ERK/MAPK, which then, translocate to the cell nucleus where they activate 

transcription factors such as CREB. CREB, in turn, activates transcription of several 

genes and translation of proteins that are critical for long-term memory formation 

(Schafe, Nader et al. 2001). 
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      1.1.2 Cellular and synaptic mechanisms 

Acquisition initiates tightly regulated activation of signalling pathways, expression 

of genes and proteins, in specific brain areas involved in that particular type of 

learning. However, the possibility of existence of a physical memory trace has 

intrigued the neuroscience community for a long time. Where does a memory 

reside? Seminal concepts were put forth by Richard Semon (1904, 1909, 1921, 

1923) as ‘the engram theory’ and Donald Hebb (1949) as ‘synaptic plasticity 

theory’ to explain the memory trace. Semon’s insights into the possibility of 

‘engram’ went unnoticed for a while until its revival by Schacter and colleagues 

(Schacter et al. 1978, 1982). It was the first to suggest the notion of engram as 

the persistent modifications in specific brain cells that retain the information of the 

experience responsible for those enduring changes (Law of Engraphy) and 

capable of reviving or reactivating the experience upon appropriate retrieval 

conditions (Law of Ecphory). In 1950, Karl Lashley, went on a quest to 

systematically hunt down the location of engram cells in rodent brain for a maze 

task. His findings concluded that memory engram was not localized in one part of 

cortex but was rather distributed (Lashley, 1950). In recent years, harnessing the 

technologies like genetic targeting of IEGs, transgenic models, 

pharmacogenetics, optogenetics, single cell recordings, tracings and behavioural 

paradigms, the quest has continued.  

 

The immediate early genes like c-Fos and Arc are induced within a short time in 

the involved brain areas upon a certain learning (Kawashima, Okuno et al. 2014). 

With the advent of chemical and genetic tools, this activity dependent expression 

of IEGs was exploited to develop the ‘TetTag’ method (Reijmers, Perkins et al. 

2007) and ‘TRAP’ method (Guenthner, Miyamichi et al. 2013). The ‘TetTag’ 

method utilizes crossing of two transgenic mouse lines: one in which tTA 

(tetracycline transactivator) was expressed down-stream of c-fos promoter and 

other had reporter LacZ protein expressed downstream of tetracycline responsive 

element (TRE), which is activated by tTA (Reijmers, Perkins et al. 2007). The 

‘TRAP’ (Targeted Recombination in Active Population) method (Guenthner, 

Miyamichi et al. 2013), on the other hand, uses two transgene cassettes to create 

knock-in mouse lines : in the first cassette, a tamoxifen-dependent Cre 
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recombinase is expressed under control of an activity-dependent promoter, and 

in the second cassette, a “STOP signal”, which is flanked by recombination 

sequences [such as single lox P or double loxP (such  as DIO or FLEX)], is 

placed between the reporter gene of interest and a constitutive promoter. The 

TetTag method takes advantage of temporal precision of capturing the learning-

induced activated cells with Doxycycline on-off regime and the TRAP method 

uses tamoxifen/hydroxyl-tamoxifen administration within a sharp time window 

upon learning. Both the methods provide enormous advantage in the study of the 

properties of the titular engram cells by the means of permanent labelling of these 

cells upon the brief activation with learning (Kawashima, Okuno et al. 2014, 

Tonegawa, Liu et al. 2015, Tonegawa, Pignatelli et al. 2015). 

With access to the neuronal ensembles activated during a learning, several 

studies have shown that recall of that memory preferentially reactivates the 

tagged cells in region-specific manner (Reijmers, Perkins et al. 2007, Deng, 

Mayford et al. 2013, Tayler, Tanaka et al. 2013).  

Furthermore, combining the TRE-dependent (for TetTag method) or CRE-

dependent (for TRAP method) approaches for tagging neuronal ensembles with 

chemogenetics or optogenetics provided the chance to manipulate the tagged 

cells in different brain areas involved, successfully demonstrating their sufficiency 

and necessity for retrieval of the memory (Liu, Ramirez et al. 2012, Cowansage, 

Shuman et al. 2014, Denny, Kheirbek et al. 2014, Tanaka, Pevzner et al. 2014, 

Gore, Schwartz et al. 2015). 

                

Fig. 2. Basic components of ‘TetTag’ and ‘TRAP’ method for tagging and 

manipulating the engram. In ‘TetTag’ method, virus expressing TRE-ChR2 and optic 
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fibers are targeted to a specific brain area in a c-Fos-tTA transgenic mice. In the absence 

of DOX, the neurons that are active during the formation of a memory are labelled with 

ChR2 and thereby, the engram can be manipulated with light and studied (Tonegawa, 

Pignatelli et al. 2015).  

In ‘TRAP’ method, the activity-promoter dependent expression of CreERT2, in presence 

of tamoxifen, allows the expression of either td-tomato or ChR2 to label the neurons 

active during learning and manipulate their response subsequently (Modified partially 

from (Guenthner, Miyamichi et al. 2013)). 

The neurons communicate with each other through synaptic connectivity and 

dendritic spines are the postsynaptic structures for most excitatory neurons. So, if 

neurons are responding to a learning event with the regulation of myriad 

molecular pathways, the dendritic spines and synapses onto them like would 

have corresponding alterations to adjust that response. As proposed by Donald 

Hebb, neurons that encode a memory undergo enduring strengthening of some 

of their synapses by virtue of their simultaneous activation from the presynaptic 

neurons: hence neurons that ‘‘fire together wire together’’ (Hebb, 1949, 

Tonegawa, Liu et al. 2015). Indeed, several studies have demonstrated that 

learning and relevant experience leads to long-lasting structural modifications in 

the synaptic units with increase of spine dynamics, stabilization and pruning of 

synapses as well as increase of selective synaptic strength (Hofer, Mrsic-Flogel 

et al. 2009, Xu, Yu et al. 2009, Yang, Pan et al. 2009, Lai, Franke et al. 2012, 

Caroni, Chowdhury et al. 2014), revealing another physical representation of 

memory trace (Rogerson, Cai et al. 2014, Holtmaat and Caroni 2016). In a recent 

study, using AS-PaRac1 (activated synapse targeting photoactivatable Rac1; a 

novel optical probe), the newly potentiated spines could be specifically tagged 

and selectively compromised by light-dependent activation of Rac1, leading to 

disruption of the acquired motor task (Hayashi-Takagi, Yagishita et al. 2015), 

providing a causal link between learning-specific newly formed and potentiated 

spines and subsequent performance. Connecting the two theories of cellular and 

synaptic engram even further, studies showed evidence of increased synaptic 

strength and dendritic spine density in the engram cells (tagged after contextual 

fear learning) when compared to neighbouring non-engram cells in dentate gyrus 

of hippocampus (Ryan, Roy et al. 2015), upregulation of post-synaptic calcium-

permeable AMPA receptors in the engram cells of ACC after trace fear 

conditioning (Descalzi, Li et al. 2012) while engram cells of CA1 were revealed to 
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have significant reduction of spines 24h post fear conditioning in comparison to 

non-engram cells (Sanders, Cowansage et al. 2012). 

1.2 Memory allocation 

With the emergence of the concept of neuronal ensemble ‘engram’ specifically 

dedicated to formation of a memory and ensuring its long-term retrieval, an 

equally perplexing question came forth. How is the size of such ensemble 

determined? Majority of the neurons in a particular brain area are equipped with 

the molecular and synaptic machinery to participate in learning; however, only a 

small fraction of them actually become part of the memory trace for one particular 

memory (Repa, Muller et al. 2001, Rumpel, LeDoux et al. 2005, Johansen, 

Tarpley et al. 2010). As discussed in a current review (Rogerson, Cai et al. 2014), 

there has to be a fine balance in the size of the memory trace: too big and there 

won’t be enough capacity to store further memories; too small and the 

representation will be unstable and easily disrupted. Excitability of the neurons 

was found to be an important determinant for neuronal allocation. The neurons 

with higher excitability immediately before a learning event were demonstrated to 

have higher propensity to be incorporated into the memory trace (Choi, Stettler et 

al. 2011, Yiu, Mercaldo et al. 2014). The existence of highly excitable strongly 

interconnected neuronal ensemble embedded within the network might serve as 

such nodes (Yassin, Benedetti et al. 2010). In those lines, CREB was found to a 

key player in allocating the eligible neurons to memory traces; neurons with 

higher CREB expression at the time of learning were shown to have higher 

probability to become integral part of that memory trace (Han, Kushner et al. 

2007, Han, Kushner et al. 2009, Kim, Kwon et al. 2014, Sano, Shobe et al. 2014) 

and exhibit higher excitability and synaptic efficacy (Zhou, Won et al. 2009). 

Therefore, the size-constrained neuronal assemblies have to be organized to 

form memory trace with maximal efficiency. Indeed, it was demonstrated that 

though fewer neurons responded to stimulation of the trained whisker in an 

associative fear learning paradigm studied in primary somatosensory or barrel 

cortex, their evoked responses were stronger than those in control non-

associative condition (Gdalyahu, Tring et al. 2012). The emergence of sparser 

but more robust ensemble upon learning puts forth the possibility of network 
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subcomponents which might be essential to dictate neuronal allocation by 

adjusting the excitability of neurons through tightly-controlled excitatory-inhibitory 

balance onto them.  

 

Fig. 3. Putative mechanism of engram formation and allocation during learning. 

Increased excitability in a random subset of neurons, whether exogenously enhanced or 

due to intrinsic properties, becomes a crucial factor in deciding their recruitment to the 

memory engram during associational learning. Upon consolidation, the neuronal 

assembly that was activated and recruited during learning gets modified, possibly 

exhibiting stronger synaptic connections within them such that a weak or partial cue can 

reactivate the assembly and retrieve the memory (Holtmaat and Caroni 2016). 

 

1.3 Shaping the network and memory trace 

The brain is composed of a large repertoire of neurons, each type with its distinct 

morphological, biochemical, physiological and functional feature. Very broadly, 

they can be divided into excitatory (projection) and inhibitory (interneurons) cells 

(Klausberger and Somogyi 2008). The excitatory cells respond with increased 

activity which needs to be temporally constricted by inhibition onto them to 

generate the multitudes of network oscillations necessary for neuronal 

communication within and across areas (Klausberger and Somogyi 2008, 

Isaacson and Scanziani 2011, Kepecs and Fishell 2014). Temporally defined 

inhibition and disinhibition of principal cells through increase and decrease of the 

activity of inhibitory interneurons respectively represents the perfectly balanced 

window for acquisition and processing of memory (Letzkus, Wolff et al. 2015).  
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Among the different classes of GABAergic interneurons, parvalbumin basket cells 

(PV+) comprises the fast-spiking interneurons that provide strong feedforward 

and feedback perisomatic inhibition to principal neurons. The feedforward 

inhibition temporally restricts the response of principal cells, as the same 

glutamatergic input excites both the principal cell and the PV+ basket cell which 

then perisomatically inhibits that principal cell. The lateral feedback inhibition, 

instead, spatially restricts the incorporation of principal cells into an active 

ensemble, as the principal cells activate the PV+ interneurons that in turn inhibits 

the neighbouring cells (Ruediger, Vittori et al. 2011, Hu, Gan et al. 2014). Due to 

these features, PV+ interneurons could potentially shape the memory trace by 

restricting the size of the active ensemble. Indeed, recent studies have indicated 

that PV+ interneurons in amygdala are involved in limiting the recruitment of 

principal cells to the memory trace in a competitive manner (Morrison, Rashid et 

al. 2016, Rashid, Yan et al. 2016).  

The recruitment of PV+ interneurons has been shown to support various 

synchronized and fast network activities such as sharp-wave ripples, spindles, 

theta rhythm and gamma-range oscillations in both hippocampus and cortical 

areas, which in turn are found to be critical for memory processing (Cardin, 

Carlen et al. 2009, Girardeau, Benchenane et al. 2009, Stark, Roux et al. 2014, 

Amilhon, Huh et al. 2015, Stark, Roux et al. 2015, Ognjanovski, Schaeffer et al. 

2017, Roux, Hu et al. 2017). 
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Fig. 4. Properties of interneurons and PV+ basket cells. Interneurons are known to 

fire with distinct temporal patterns during the theta and ripple oscillations, and their spike 

timing has been shown to be coupled to the field gamma oscillations to differing degrees, 

depending on where they innervate the principal cells, as depicted in the firing probability 

histograms (Klausberger and Somogyi 2008).  

In feedforward inhibition, afferent glutamatergic axons activate principal cell and PV+ 

interneuron in parallel, the PV+ interneurons in turn, inhibiting the principal cell. In 

feedback (recurrent and lateral) inhibition, afferent glutamatergic axons activate principal 

cells, which then activate interneurons in series. In case of recurrent inhibition, the PV+ 

interneuron inhibit the same principal cell that activates it while in lateral inhibition, the 

PV+ interneuron inhibits the surrounding cells (Hu, Gan et al. 2014). 

 

PV+ interneurons are found to be critical during learning (Donato, Rompani et al. 

2013, Wolff, Grundemann et al. 2014) and necessary for consolidation of memory 

(Ruediger, Vittori et al. 2011, Ognjanovski, Schaeffer et al. 2017).  Interestingly, 

PV+ basket cells themselves exhibit plasticity and undergo synaptic remodelling 

upon learning. It was observed that earlier experience inclines the PV+ basket 

cell distribution towards either elevated PV and GAD67 (enzyme important for 

GABA production) expressing population or reduced PV and GAD67 expressing 

population, which are accompanied by increase or decrease of E/I balance of 

inputs onto the PV+ cells. The PV+ network state upon prior experience 

influences the subsequent learning (Donato, Rompani et al. 2013). 
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2.1.1 Summary 

In learning, repeated experiences might be integrated individually as they occur, 

or they might be combined within dedicated time windows, possibly promoting 

quality control. Here we show that in Pavlovian, incremental and incidental 

learning, related information acquired within time windows of 5h (time units for 

learning) is combined to determine whether and what mice learn. Trials required 

for learning had to occur within 5h, when learning-related shared partial cues 

could produce association and interference with learning. Upon acquisition, cFos 

expression was elevated during 5h throughout specific system-wide neuronal 

assemblies. Time unit function depended on network activity and cFos 

expression. Local cFos activity was required for distant assembly recruitment 

through network activity and distant BDNF. Activation of learning related cFos 

assemblies was sufficient and necessary for time unit function. Therefore, 

learning processes consist of dedicated 5h time units, involving maintenance of 

specific system-wide neuronal assemblies through network activity and cFos 

expression. 

2.1.2 Introduction 

An isolated experience can produce long-lasting memories, but learning often 

involves multiple interactions with related information1-3. The outcome of these 

interactions could be integrated incrementally, independent of when individual 

interactions occur. Alternatively, integration might occur within dedicated periods 

of time, breaking down learning processes into discrete time units. The latter 

possibility might provide brain mechanisms for content and quality control in 

learning, and to avoid interference through spurious observations, but whether 

learning processes involve dedicated time windows for associative learning has 

remained unclear. 

Learning and memory processes can be influenced by the temporal schedule of 

individual trials. Thus, learning protocols in which individual trials are a few 

minutes apart (spaced learning) are more effective than massed protocols (trials 

less than 1min apart)2,4. Furthermore, local pharmacological manipulation of 

dopamine D1 receptor signaling within about 5h from acquisition modulates the 

strength of long-term memories5, and neuronal assemblies accounting for 
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memories can be combined within a time window of about 5h from acquisition6,7. 

These findings suggest the existence of molecular, cellular and network 

mechanisms that might support the combination of related memories in learning 

during a time window of about 5h, but whether and how these proposed 

mechanisms might play together to determine what is learned is currently poorly 

understood. 

Here we investigated whether learning might involve dedicated time windows for 

integration of individual related experiences, and what might be the underlying 

molecular/cellular, circuits and systems mechanisms. We show that in spatial, 

motor, fear, and incidental learning, related information acquired within time 

windows of 5h is combined to determine whether and what is learned. For 

learning to occur, sufficient trials had to be executed within 5h, and learning-

related shared partial cues produced association of otherwise unrelated 

information and interference with learning when occurring within 5h. Single 

related but goal-contradicting trials within 5h were sufficient to disrupt learning, 

and such interference could not be overcome within the same time unit. 

Addressing cellular and network mechanisms underlying time unit duration and 

function, we show that these involve maintenance of specific system-wide 

neuronal assemblies8,9 through network activity10, cFos expression11,12 and BDNF 

signaling12-14. 

2.1.3 Results 

A 5h time window for learning and associative binding. 

To investigate possible temporal constraints in learning, we first defined numbers 

of individual trials that, under our experimental conditions, led to behaviourally 

detectable progress in Morris water maze15 (MWM; incremental spatial learning) 

or rotarod training protocols16 (RR; incremental motor skill learning). Under our 

experimental conditions, regimes of 4 daily trials led to detectable progress, 

whereas regimes of 2 daily trials did not (Suppl. Fig. 1). We then determined 

whether there might be critical time windows within which those 4 trials needed to 

be completed in order to promote learning. We assessed MWM learning 

behaviorally as incremental improvement in daily performance15, and cellular-

molecularly as learning-related increase in the fraction of parvalbumin (PV) 
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neurons exhibiting low expression levels of PV (PV plasticity) in ventral 

hippocampus (vH)17,18. We tested MWM protocols consisting of 2+2 (2 not 

sufficient, 4 sufficient) trials, separated by increasingly long time intervals (Fig. 

1a). Any time interval up to 5h produced learning and hippocampal PV plasticity 

that were undistinguishable from that detected upon a conventional 5min inter-

trial interval protocol (Fig. 1a). By contrast, intervals of 6h or more not only 

produced no behavioral learning, but also no learning-related PV plasticity in vH 

(Fig. 1a). In closely comparable 2+2 trials protocols, RR learning was equally 

effective when the total of 4 trials was delivered within a time window of up to 5h, 

whereas time windows of 6h or more led to no learning and no PV plasticity in 

primary motor cortex18 (M1; Suppl. Fig. 2). These findings suggested that training 

essential for behavioral learning needs to be integrated within time units of 5h. 

The 5h time window might reflect a time when learning-related information is 

most effectively integrated, which would be reminiscent of recent findings 

concerning the merging of memory engrams6,7. To investigate this notion, we 

placed a neutral object (Falcon tube), together with the odor associated with 

Pavlovian conditioning (partial cue) during a period of 30min into the home cage 

of mice that had undergone contextual fear conditioning (cFC; Fig. 1b). 

Supporting the notion that partial cues are associated effectively to learning within 

time windows of 5h, mice exposed on the next day to a novel (i.e. neutral) context 

with the object, but without the odor, avoided the object and froze only if object + 

partial cue presentation had occurred within 5h after cFC (Fig. 1b). This 

associative binding to fear memory occurred 5h but not 7h after acquisition 

regardless of whether the initial cFC was carried out at 4am, 10am, 4pm or 10pm 

(Suppl. Fig. 3), suggesting that the duration of the time window for associative 

binding was not affected by the circadian rhythm. In control experiments, the 

associative binding protocol, which led to freezing values of 35-40% of the time in 

a new context with the object, did not influence the magnitude of freezing 

responses to the conditioning context, which were about 80% of the time 

regardless of whether mice had learned the additional association between object 

and fear. 
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Figure 1. A 5h time window for learning and associative binding. 

(a) Time window to complete MWM learning. Left: latencies as a function of time 

interval between first and second group of 2 trials on day1 (one-way ANOVA, 

F(4,23)=45.81, P<0.0001, n=5 in each group, except n=8 for 3h); right: PV plasticity (low-

PV contents in vH at 24h; Ctrl: swim control without platform; one-way ANOVA, 

F(4,28)=105.6, P<0.0001, n=7,5,11,5,5). Tr.: trial, x: numbers of hours as indicated in 

different protocols; day2: 4 trials. 

(b) Associative binding of neutral object to fear memory during 5h time unit. x:  

number of hours following acquisition of cFC. Schematic: boxes of different colors 

indicate different contexts; object: Falcon tube. Left, center: Representative heat maps 

(left) and quantitative analysis (center; one-way ANOVA, F(7,36)=104.9, P<0.0001, n=5 

for each group, except n=9 for 3h) of novel context exploration in the presence of object 

(Falcon tube; orange arrows). Right: Fear memory binding (3h after acquisition) does not 

influence fear response to conditioning context (tested at 26h; unpaired t-test, 

t(19)=0.8568, P=0.4022, n=12,9). 

 

Interference through shared partial cues within 5h time units. 

We then explored experimental conditions under which learning of distinct but 

behaviorally related content within time units of 5h might produce interference 

and disruption of learning. We first investigated delivery of two cFC protocols 

(same type of learning) in different contexts (conflicting conditioned stimulus 

associations). cFC in a first context (TR1), and then again in a different context 

(TR2) 3h later, led to a dramatic reduction of freezing (35% instead of 80% of the 

time) to TR1 or TR2 on the next day (Fig. 2a). By contrast, no interference with 

freezing was detected when the two conditioning contexts separated by 3h were 

identical, or when cFC in TR1 and TR2 were separated by 6h (Fig. 2a). These 
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results suggested that when the two cFC protocols in different contexts were 

carried out within 3h (or 5h, not shown) from another, none of the two contexts 

was associated with a robust fear memory, possibly because detection of the US 

in TR2 conflicted with association of the US with TR1.  

We then investigated the possible impact of a single trial without escape platform 

(same task; closely comparable behavior but no escape goal) for MWM learning. 

Remarkably, when 4 trials required for learning were completed within 25 minutes 

(conventional 5min inter-trial interval), a single trial without platform delivered at 

3h, but not at 7h was sufficient to suppress any learning-related improvement in 

performance and learning-related PV plasticity in the MWM as detected on the 

next day (Fig. 2b). Therefore, and like the two cFC protocols in different contexts, 

these results suggested that when the association between water maze setting 

and goal (the escape platform) was contradicted within a 5h time window, mice 

did not associate the maze setting with the escape platform, and did not learn to 

navigate to the platform. 

Finally, we investigated whether interference might also occur among entirely 

distinct learning tasks, in cases where we provide a task-relevant element that is 

shared between the two tasks. First, we found that when an object recognition 

memory task (incidental learning; familiar object recognition; FOR18) and MWM 

training were carried out in the absence of shared elements within the same 5h 

time unit, the two tasks did not interfere with each other (Fig. 2c). Notably, 

however, when one of the objects during acquisition of FOR closely resembled 

the escape platform (for these particular experiments FOR object and MWM 

escape platform were the same), learning of FOR and MWM were both disrupted 

as detected by performance on the next day (Fig. 2c). The outcome of these 

experiments was not influenced by whether MWM was carried out before or after 

FOR (Fig. 2c). Taken together, these results provided evidence that, within the 5h 

time unit, contrasting task-related goals among trials belonging to the same or 

closely related tasks, or individual shared task related goals between different 

tasks are sufficient to profoundly disrupt learning. In a further set of behavioral 

experiments to define features of time units for learning, we investigated the 

possibility that initiation of a new time unit might be necessary to overcome 
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interference in learning. Indeed, in MWM learning, 4 additional trials with platform 

carried out within the same time unit for learning failed to overcome the impact of 

a single trial without escape platform (Fig. 2d). By contrast, when the additional 4 

trials were carried out after the end of the time unit (7h), they produced robust 

learning undistinguishable to carrying out a single unperturbed MWM learning 

unit (Fig. 2d). Finally, when a second set of 4 trials was carried out within the 

same time unit, it was not associated with improved performance, whereas the 

improved performance was undistinguishable from that detected on a subsequent 

training day when the second set of 4 trials were carried out 7h after the first one 

(Fig. 2e). Therefore, overcoming associational interference or producing 

improved performance as a consequence of MWM learning requires initiation of a 

new time unit. 
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Figure 2. Interference through shared partial cues within 5h time units. 

 

(a) Interference when cFC in TR1 is followed within 5h time unit by cFC in different 

context TR2. Freezing at recall 1d after acquisition assessed in TR1 or TR2 (one-way 

ANOVA, F(5,26)=96.36, P<0.0001; n=5,5,5,5,6,6).  

 

(b) Interference in MWM learning by single trial without platform carried out during 

5h time window. Left: latencies (3h versus 7h on day2; unpaired t-test, t(8)=4.692, 

P=0.0016, n=5 each); right: PV plasticity (unpaired t-test, t(8)=9.272, P<0.0001, n=5 for 

each group).  

 

(c) Interference between different tasks (MWM learning and object recognition 

memory (FOR)) carried out during same 5h time unit only if they share one task-related 

element (red: platform same as one object; one-way ANOVA, F(2,12)=14.28, P=0.0007, 

FOR; one-way ANOVA, F(2,12)=41.94, P<0.0001, MWM, first; one-way ANOVA, 

F(2,12)=53.9, P<0.0001; n=5 for each group).  

 

(d) Overcoming interference by single trial without platform in MWM learning 

through further 4 trials with platform not achieved within same learning unit (unpaired t-

test, t(8)=6.171, P=0.0003, n=5 each group).  

 

(e) Behaviorally detectable improved performance in MWM learning detected upon 

initiation of new learning unit (unpaired t-test, t(8)=4.588, P=0.0018, n=5 each group). 

 

 

Time unit for learning dependent on 5h network activity and cFos function. 

To investigate cellular and systems mechanisms that might underlie 5h time units 

for learning, we focused on the induction of cFos expression in brain regions 
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known to be involved in cFC19 or MWM learning20. The immediate early gene and 

transcription factor cFos is a reporter of learning-related plasticity in neurons12,21, 

and activity in assemblies of learning-related cFos+ neurons is involved in 

memory recall8,9,22. For cFC19, we focused on ventral and dorsal hippocampus 

(vH, dH), basolateral amygdala (BLA) and prelimbic cortex (PreLC) (primary 

motor cortex (M1) as negative control; i.e. not implicated in this form of learning); 

for MWM20 we focused on vH, dH and PreLC (BLA and M1 as negative controls) 

(Fig. 3a). Contents of cFos+/NeuN+ neurons in vH CA3 were markedly elevated 

1h after cFC (Fig. 3a; Suppl. Fig. 4). Peak contents of cFos+ neurons were 

sustained from 1h to 3h, cFos values were still half-maximally elevated at 4h, and 

had returned to baseline cage control values at 6h (Fig. 3a; Suppl. Fig. 4). 

Comparable time courses of cFos induction and maintenance were detected in 

dH, BLA and PreLC, whereas no cFos induction was detected in M1 (Fig. 3a). 

Upon MWM learning, cFos induction up to 4-5h after training was detected in vH, 

dH, PreLC but not BLA (Fig. 3a). To determine whether cFos function might be 

causally involved in learning unit function, we inhibited cFos activity locally in vH 

or PreLC 1h after acquisition with a small-molecule compound that prevents 

transcriptional activity of cFos-containing AP1 complex23. Indeed, local treatment 

(Suppl. Fig. 5) with the cFos inhibitor was sufficient to suppress learning unit 

function (cFC, freezing to object; MWM, 2+2 trials; Fig. 3b).  

In control experiments, freezing to context (as opposed to freezing to object) at 

7h was not affected by vH cFos inhibition at 1h (Suppl. Fig. 6), consistent with the 

notion that cFos activity was specifically required for associative learning during 

the time unit for learning. 

These findings raised the question of what might be the mechanisms underlying 

cFos+ neuronal assembly maintenance throughout brain regions used for 

learning a task. To determine whether network activity3,10 might have a role in 

maintaining cFos expression and learning unit function throughout the 5h time 

window, we carried out silencing experiments in single brain regions implicated in 

the studied behavior. These experiments involved activation of local 

parvalbumin+ (PV+) inhibitory interneurons in PV-Cre mice through ligand-

induced triggering of pharmacogenetic activator delivered locally (Suppl. Fig. 5) 
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through a Cre-dependent AAV5,24-26. Under these experimental conditions, 

silencing lasts about 30min25. Silencing vH any time from just after (5min) to 4h 

after acquisition of cFC led to rapid (within 15min) and complete loss of cFos in 

vH as well as throughout the memory network, including dH, BLA and PreLC (Fig. 

3c; Suppl. Fig. 7). Likewise, silencing PreLC led to loss of cFos in PreLC, vH and 

BLA (Fig. 3c). Furthermore, silencing vH or PreLC 1h after acquisition also led to 

network-wide loss of cFos induced upon MWM learning (Suppl. Fig. 7). In control 

experiments, silencing M1 did not affect vH or PreLC cFos induced upon cFC, 

and silencing BLA did not affect cFos induced upon MWM learning (Suppl. Fig. 

7). In parallel to system-wide loss of cFos, silencing vH or PreLC at +20min 

suppressed associative binding to fear memory at +4h (measured as freezing to 

object at 7h), and learning-unit function at 4h in the 2+2 trials MWM training 

protocol (Fig. 3d). Therefore, activity in distributed networks involved in learning is 

required during a 5h time window to prevent loss of cFos and of learning unit 

function. 
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Figure 3. Time unit for learning dependent on 5h network activity and cFos 

function. 

(a) Time course of cFos induction in systems involved in cFC or MWM learning. 

Schematics on right: systems analyzed involved in cFC or MWM (connected by lines). 

cFC, vH: F (6, 39) = 30.33 (n=11,7,5,10,4,4,5) p<0.0001 for time points 0, 1, 2, 3, 4, 5, 6 

hs; MWM, vH: F (4, 24) = 67.09 (n=6, 9, 5, 5, 4) p<0.0001 for time points 0, 1, 2, 4, 6 hs.  

(b) Inhibiting cFos activity 1h after acquisition locally in vH or PreLC prevents 

further time unit function in cFC and MWM learning. cFos inh.: local delivery of cFos 

inhibitor; veh.: vehicle (cFC: one-way ANOVA, F(3,14)=29.05, P<0.0001, n=5,5,4,4; 

MWM: one-way ANOVA, F(3,14)=17.62, P<0.0001, n=5,4,5,4).  

(c, d) 5h network activity at systems used in learning required for system-wide 

cFos expression (right: representative examples of vH cFos immunoreactivity with and 

without PreLC silencing; bar=50 μm; vH silencing: one-way ANOVA, F(3,16)=69.44, 

P<0.0001, n=5 each; PreLC silencing: one-way ANOVA, F(3,16)=80.17, P<0.0001, n=5 

each) (c) and time unit function (cFC: one-way ANOVA, F(3,12)=104.8, P<0.0001, n=4 

each; MWM: one-way ANOVA, F(3,15)=11.02, P=0.0004, n=5,4,5,5) (d). Silen.: local and 

reversible silencing of brain system through pharmacogenetic PV neuron activation. 

cFos-dependent extension of time unit for learning upon local inhibition of 

protein degradation. 

To further relate cFos expression in distributed neuronal assemblies to learning 

unit function, we sought to extend the duration of learning-induced cFos 

expression. Local blockade of protein synthesis27 by delivery of Anisomycin 

30min after acquisition led to loss of vH cFos induction at 60min (and any time 

thereafter), and to suppression of memory binding at +4h (Suppl. Fig. 8). 

However, local delivery of Anisomycin to vH at +1h failed to affect vH cFos levels 

at +2h and time unit function (Suppl. Fig. 8), suggesting that ongoing translation 

might not be critically important to maintain cFos expression28 (but see Ref 29 for 

super-induction of cFos upon inhibition of translation as a possible alternative 

explanation for these findings). Indeed, local delivery of proteasome inhibitor 

MG13228,30 to vH at +3h produced a long-lasting extension of elevated cFos+ 

neuron contents in vH, with values at +7h and at +9h that were comparable to 

those at +3h, and return to baseline values at +11h (Fig. 4a). Notably, local 

delivery of MG132 to vH also effectively extended learning related cFos 

expression in dH, BLA and PreLC (Fig. 4a). Likewise, MG132 delivery to PreLC 

extended cFos expression in PreLC and vH (Fig. 4a). In parallel to extension of 

cFos expression by local delivery of the proteasome inhibitor, the time window for 
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learning unit function as detected by binding to fear memory or by sufficient trials 

for MWM learning was now extended to up to +9h (Fig. 4b). Prevention of protein 

degradation with MG132 followed by local delivery of cFos inhibitor abolished 

binding to fear memory, indicating that the extended time window for memory 

binding depended on cFos expression and activity (Fig. 4b). Local interference 

with protein degradation also extended the time window during which a single 

interfering trial was sufficient to suppress MWM learning (Fig. 4b). Taken 

together, these results provided evidence that time units for learning can be 

extended in a cFos-dependent manner through local interference with protein 

degradation. 

 

 

 

Figure 4. cFos-dependent extension of time unit for learning upon local inhibition 

of protein degradation. 
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(a) Preventing protein degradation locally with proteasome inhibitor is sufficient to 

extend time window of cFos expression throughout the cFos network. Local 

delivery of MG132 at 3h to vH (arrow, left; one-way ANOVA, F(4,35)=48.26, P<0.0001, 

n=11,9,5,9,6) or PreLC (arrow, right; one-way ANOVA, F(4,24)=148.8, P<0.0001, 

comparison between vehicle and MG132 at each time point, n=9,5,5,5,5). 

(b) cFos-dependent extension of time unit function. Left: extension of fear memory 

binding time unit by local delivery of proteasome inhibitor (one-way ANOVA, 

F(7,28)=52.16, P<0.0001, n=5,5,5,5,4,4,4,4); compare to vH 3h vehicle and to 7h 

binding); center: cFos dependence of time unit extension (one-way ANOVA, 

F(2,11)=76.85, P<0.0001, n=5,5,4); right: extension of time unit for trial completion (left) 

and for single trial interference in MWM learning (unpaired t-test; t(8)=4.96, p=0.0011 

(left), and t(8)=5.942, P=0.0006 (right); n=5 for each group). 

Activity in local cFos+ neuronal assemblies sufficient and necessary for 

time unit function. 

To investigate the role of neuronal activity for time unit function specifically in 

learning-related cFos+ assemblies rather than generally in implicated brain 

regions, we carried out cFos assembly activation and inhibition experiments8,9,22. 

We tagged cFos+ neurons by delivery of hydroxy-Tamoxifen shortly after 

acquisition to activate Cre recombinase in mice expressing Tamoxifen-dependent 

CreERT2 in the cFos locus31. We combined these manipulations with previous 

local delivery (Suppl. Fig. 5) of AAV carrying Cre-dependent pharmacogenetic 

activator or inhibitor channels24, to activate or inhibit the learning-related cFos+ 

neurons (Fig. 5a). In these experiments, 16-22% of the total fraction of cFos+ 

neurons induced upon learning were labeled and hence accessed by the tagging 

procedure in vH or PreLC (Fig. 5b). Pharmacogenetic reactivation of tagged vH 

cFos+ fear memory neurons induced robust expression of cFos (to an extent up 

to 80-95% of the fraction of cFos+ neurons induced upon learning) in vH, dH, 

PreLC and BLA, but not M1 (Fig. 5c). 

Likewise, reactivation of tagged PreLC cFos+ fear memory neurons induced 

robust expression of cFos (again up to 80-95% of the fraction of cFos+ neurons 

induced upon learning) in PreLC, vH and BLA (Fig. 5c). Whether, and to what 

extent, the cFos+ neurons induced upon reactivation of tagged neurons are 

identical to those originally expressing cFos upon acquisition remains to be 

determined (but see Fig. 5d). However, supporting specificity in cFos induction, 

pharmacogenetic reactivation of tagged vH MWM cFos+ neurons induced robust 
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expression of cFos in vH, dH, PreLC, but not BLA (Fig. 5c). Reactivation of vH 

cFos+ fear memory neurons in the home cage 4 days after cFC, followed 1h or 

3h later by presentation of (object + odor) produced effective binding of fear 

memory to object (Fig. 5d). In control experiments, reactivation of vH MWM 

cFos+ memory neurons did not produce binding of fear memory to object, 

indicating that binding specifically involved activation of cFos+ fear memory 

neurons (Fig. 5d). In a second test, we tagged cFos+ neurons after 2 trials of 

MWM (Fig. 5d). Reactivation of those cFos+ MWM neurons in vH was sufficient 

to replace the first 2 trials in a new MWM time unit (Fig. 5d). Most (>90%) of the 

reactivated tagged cFos+ neurons were cFos+ upon 2 additional MWM trials (Fig. 

5d). In control experiments, reactivation of cFC cFos+ neurons or omission of the 

subsequent 2 trials failed to produce MWM learning (Fig. 5d). Finally, in related 

experiments addressing necessity of cFos+ neurons for associative memory 

binding, recall of fear memory upon placing mice in training context reopened a 

time window for (object + odor) associative binding, which was suppressed by 

pharmacogenetic silencing of tagged vH cFos+ fear memory neurons (Fig. 5d). 

Taken together, these results provided evidence that activity in learning related 

cFos+ neuronal assemblies is sufficient and necessary for time unit function. 
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Figure 5. Activity in local cFos+ neuronal assemblies sufficient and necessary for 

time unit function. 

(a) Schematic of cFos+ neuron tagging and reactivation protocols. 4-OHT: 

Tamoxifen derivative used in these experiments.  

(b) Fractions of tagged and total cFos+ neurons upon cFC acquisition in vH. N=6 

mice each. 

(c) System-wide cFos+ neuronal assembly recruitment upon local reactivation of 

tagged cFos+ neurons. Left: representative images of vH tagged neuron re-activation 

experiment; yellow arrows: tagged (Bgtx+) and cFos+ neurons; orange arrows: cFos+ 

neurons induced by activation of tagged neurons; bars: 40 μm. N=5 mice for each group.  

(d) Role of cFos+ assembly re-activation and inhibition for time unit function. Left: 

Reactivation of cFC (but not MWM) tagged vH cFos+ neurons is sufficient for associative 

fear memory binding (one-way ANOVA, F(4,22)=83.76, P<0.0001, n=5,6,6,5,5); MWM 

learning: re-activating, four days later (now defined as day1), vH cFos+ neurons tagged 

after 2 trials is sufficient to replace the first 2 trials in MWM learning (one way ANOVA, 

F(3,16)=10.21, P=0.0005, n=5 for each group); right: fraction of vH 2-trials MWM tagged 

neurons that are cFos+ after 2 more trials (n=5 mice). Right: fear memory recall 4 days 

after acquisition reopens a time unit for memory binding, which is suppressed by 

inhibition of tagged cFos+ fear memory neurons (one-way ANOVA, F(2,12)=38.81, 

P<0.0001, n=5 for each group). 

 

Distant assembly recruitment involving local cFos activity and distant 

BDNF signaling. 

To investigate the function of cFos protein in memory network recruitment and 

memory binding, we carried out cFos+ neuron tagging and reactivation 

experiments combined with local pharmacology experiments. Reactivation of 

tagged vH cFos+ fear memory neurons followed by local delivery of cFos inhibitor 

(block cFos transcriptional activity) to the same vH did not prevent robust 

induction (80-90% of the total fraction of cFos+ neurons induced upon cFC) of 

learning-related cFos+ neurons in vH (Fig. 6a). Notably, however, in the same 

experiments, local inhibition of cFos activity in vH prevented induction of cFos+ 

neurons in distant memory network systems such as PreLC, dH or BLA (Fig. 6a). 

In parallel, local inhibition of cFos in vH prevented re-induction of associative 

memory binding (Fig. 6a). Likewise, reactivation of tagged PreLC cFos+ fear 

memory neurons followed by local delivery of cFos inhibitor to PreLC did not 

prevent induction of learning-related cFos+ neurons in PreLC, but suppressed 
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distributed network cFos induction, e.g. in vH (Fig. 6a). Therefore, together with 

local memory network reactivation, local cFos activity is necessary to induce 

distant memory network induction and time unit function. To investigate the 

mechanisms through which cFos activity in local memory neurons might be 

necessary to induce distant memory network cFos expression upon local tagged 

neuron reactivation, we focused on the neurotrophin BDNF11,12. This growth 

factor has powerful roles in promoting learning-related plasticity12,32,33, and its 

presynaptic release depends on robust depolarization and calcium entry12-14,34. 

Furthermore, BDNF is required for long-lasting translation and synaptic plasticity 

during a 4-5h time window after acquisition33. Indeed, local delivery of a specific 

small-molecule inhibitor of the BDNF receptor TrkB35 to PreLC prevented cFos 

expression specifically in PreLC upon reactivation of tagged vH cFos+ fear 

memory neurons (Fig. 6b). In parallel, and further supporting the notion that 

recruitment of the entire distributed memory network is required for binding, local 

delivery of the TrkB inhibitor suppressed memory binding in the vH tagged 

neuron reactivation experiment (Fig. 6b). Furthermore, consistent with the notion 

that local BDNF signaling is critically important for time unit function, delivery of 

TrkB inhibitor to PreLC 1h after cFC suppressed freezing to object at 7h in the 

associational fear memory binding experiment (Suppl. Fig. 9). To investigate 

whether BDNF might also be sufficient, together with network activity, for distant 

cFos+ neuron induction, we carried out BDNF delivery experiments. Indeed, local 

delivery of BDNF into PreLC rescued induction of cFos+ neurons specifically in 

PreLC upon reactivation of tagged vH cFos+ fear memory neurons when local vH 

cFos activity was inhibited (Fig. 6b). In control experiments, although BDNF by 

itself did induce some cFos+ neurons, it was not sufficient to induce an amount of 

cFos+ neurons comparable to fear memory-associated cFos+ neuron expression 

in PreLC in the absence of pharmacogenetic ligand to activate tagged vH cFos+ 

fear memory neurons (Suppl. Fig. 9). Together, these results are consistent with 

the notion that the activity of cFos in activated local memory neurons is critically 

important to mediate distant memory network recruitment through activity-

dependent BDNF signaling in distant target regions.  
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Figure 6. Distant assembly recruitment involving local cFos activity and distant 

BDNF signaling. 

(a) Local re-activation of tagged cFos+ neurons, combined with local inhibition of 

cFos activity prevents network-wide recruitment of cFos+ neurons without 

affecting local recruitment (local vH: one-way ANOVA, F(3,16)=207.7, P<0.0001, n=5 

each; local PreLC: one-way ANOVA, F(3,16)=289.3, P<0.0001, n=5 each). Center: 

absence of network-wide cFos recruitment prevents time unit function (unpaired t-test, 

t(9)=10.17, P<0.0001, n=5,6).  

(b) Role of BDNF signaling for distant cFos+ neuron recruitment. Left: local re-

activation of tagged cFos+ neurons in vH, combined with local delivery of TrkB inhibitor 

to PreLC specifically prevents induction of cFos expression in PreLC (one-way ANOVA, 

F(3,16)=139.7, P<0.0001, n=5 each) and time unit function (unpaired t-test, t(8)=8.525, 

P<0.0001, n=5 each). Right: local delivery of BDNF to PreLC is sufficient to disinhibit 

cFos induction upon local re-activation of tagged vH cFos+ neurons, combined with local 

inhibition of cFos activity in vH (one-way ANOVA, F(3,16)=199.2, P<0.0001, n=5 each). 

 

2.1.4 Discussion 

We have shown that learning processes consist of dedicated 5h time units, during 

which sufficient numbers of trials need to be carried out in order to produce 

learning, and individual shared learning-relevant elements are sufficient to 

combine otherwise unrelated behavioral experience, and to interfere with learning 

(Supplementary Fig. 10). Learning unit function depended critically on sustained 

competence by specific system-wide assemblies of cFos expressing neurons, 

ensured through neuronal network activity, cFos protein expression and BDNF 

signaling in used brain structures. 
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Activity in system-wide cFos+ learning-related network for time unit 

function 

Activity throughout brain structures used in the particular learning was critically 

important to maintain cFos expression and time unit function. Whether and in 

what way the ongoing distributed network activity was a specific consequence of 

learning remains to be determined. In principle, however, network activity might 

initiate spontaneously at any part of the network, e.g. as ripples or spindles3,10,36, 

and might then recruit and maintain system-wide networks in a cFos-dependent 

manner, e.g. through enhanced neuronal excitability and BDNF signaling. 

Notably, reactivating subsets of local cFos+ neurons was sufficient to recruit 

learning-specific system-wide assemblies for time unit function, providing a 

potential mechanism through which partial memory recall might open up a new 

time unit for further learning. Our results are in good agreement with the notion 

that cell assemblies involved in learning and memory consist of interconnected 

neurons in multiple brain systems8,9,22. 

Our findings are further consistent with the notion that the 5h time unit coincides 

with a time window during which memories can be linked through a shared neural 

ensemble6,7. Accordingly, our findings suggest that facilitated memory ensemble 

merging during about 5h upon acquisition6,7 might be a key mechanism in 

learning, underlying integration of validated, related information to ensure 

learning, and preventing learning of spuriously or inconsistently linked 

experiences.  

Our results provide evidence as to the mechanisms critically important to sustain 

time unit function during and beyond 5h. We suggest that time unit function 

involves protracted processes of system-wide formation, active off-line 

maintenance and evidence-driven modification of cFos+ neuronal assemblies 

ensured through network wide activity and coordinated throughout specific 

circuitry by cFos and BDNF activity (Supplementary Fig. 10). The endogenous 

mechanisms that limit time unit function to about 5h remain to be determined. 

However, the sharp termination at 5-6h seems to argue against the possibility 

that learning unit function just reflects enhanced excitability of learning-related 

neurons since that plasticity was shown in past work to be maximal 24h after 
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acquisition37,38. Our results further suggest that a major role of cFos expression 

induced upon learning is to implement time unit function through neuronal 

assembly maintenance. On the other hand, our findings do not exclude the 

possibility that plasticity induced during the 5h time window, and involving cFos 

expression and function, might have additional roles in learning and memory, e.g. 

as a prerequisite for long-term memory consolidation5,32.  

Roles of dedicated 5h time units for learning 

Our study uncovers remarkable implications of the dedicated 5h time units on 

learning. This included a dramatic sensitivity to learning-related but contradicting 

information during a 5h time window after initial learning. In unfavorable cases, 

the high sensitivity to inconsistent associations might interfere with efficient 

learning. On the other hand, in addition to providing opportunities for validation in 

learning, a key advantage of the sensitivity to interference might involve 

preventing linkage of unrelated information in memory, a process that might 

majorly interfere with adaptive behavior and cognition. Future studies should 

define the molecular/cellular and circuit mechanisms that suppress learning in the 

presence of inconsistent information, and their possible impairment in conditions 

affecting mental health.  

That a single interfering episode was sufficient to disrupt learning, and that 

additional successful trials within the same time unit failed to rescue learning 

suggests that learning within the time unit does not resemble a process of 

quantitative evidence evaluation39. Instead, these observations suggest that, 

within the time unit, learning involves goal definition (i.e. learning content) through 

associative merging, mechanisms that link sufficient interactions with the task to 

thresholds for learning, and mechanisms that suppress learning upon 

contradicting evidence. We also provide evidence that exhibiting learning-related 

improved performance requires the initiation of a new time unit. Accordingly, the 

time units for learning uncovered in this study might represent basic elements of 

a broader scheme to effectively and independently manage the identity of the 

learning content that enters memory networks in the brain.  

 



38 
 

2.1.5 Supplementary Figures 

 

 

 

Suppl. Fig 1. Daily trial number requirements in water maze and rotarod learning 

under our experimental conditions. Left: Morris water maze learning; right: Rotarod 

learning. Learning curves as a function of daily trial numbers. P=0.002, P=0.006 **, n=5 

mice each. 

 

Suppl. Fig 2. Time unit for learning in rotarod training. x: numbers of hours between 

first and second group of 2 trials; right: PV plasticity (low-PV contents in M1 at 24h). 

P=0.008 ** (left), P<0.0001 (right), n=5 mice each. 
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Suppl. Fig 3. The duration of the time unit for learning is not affected by the time of 

the day at which learning is initiated. Associational binding to fear memory; 

experimental conditions as in Fig. 1b; P<0.0001, n=5 mice each. 

 

 

Suppl. Fig 4. Time course of cFos expression in vH upon cFC. Representative 

examples of data as shown in Fig. 3a; vH CA3. Bar: 100 μm. 
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Suppl. Fig 5. Local delivery of AAV to vH and to PreLC. Representative examples of 

local treatment experiments as applied throughout the study. Beads: fluorescent beads 

to visualize injection site (arrow in PreLC); Virus: Bungarotoxin signal; Rosa-tomato: 

global histology marker. Right panels: higher magnification of images shown in left and 

center panels. Bar: 500 μm. 
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Suppl. Fig 6. Preventing binding to fear memory through vH inhibition at 1h does not 

interfere with fear memory to context as tested at 7h. N=5 mice each. 

 

 

Suppl. Fig 7. Network activity for sustained cFos expression. Left panels: Silencing 

vH at 5min or 3h upon cFC produces network-wide loss of cFos protein; in control 

experiments, silencing M1 at 1.5h does not affect cFos expression upon cFC. Right 

panels: Silencing vH or PreLC, but not BLA, at 1h upon MWM learning produces 

network-wide loss of cFos protein at 1.5h. P=0.0006, 0.0005, 0.003, 0.001; n=5 mice 

each. 
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Suppl. Fig 8. Anisomycin interferes with cFos expression and time unit function when 

delivered 30min but not 60min after acquisition. P<0.0001; n=5 for each group. 

 

Suppl. Fig 9. Role of local BDNF signaling for time unit function and distant cFos 

induction. (a) Local TrkB signaling during time unit for learning is critically important for 

time unit function. P=0.0002, n=5 each. (b) cFos+ neuron contents in PreLC 1.5h after 

reactivation of tagged vH cFos+ neurons; vH cFos inhibitor and PreLC BDNF were 

delivered within 30min from tagged vH cFos+ neuron reactivation. Note how local 

delivery of BDNF to PreLC in the absence of tagged vH cFos+ neurons reactivation only 

induced a modest increase in cFos+ neuron contents in PreLC. P<0.0001; n=5 for each 

group. 
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Suppl. Fig 10. Time units for learning involving maintenance of system-wide cFos 

expression in neuronal assemblies. (a) Within 5h time units for learning (1, 2) 

sufficient trials need to be executed (red circles) to determine whether learning occurs 

(no/yes). (b) Within the time units, learning-related shared features are associated to 

determine what to learn; associations (red circle/red square), if leading to contradictions, 

can produce interference, disrupting learning within the time unit. (c) Induction 

(acquisition) and maintenance of network activity and cFos expression in distributed 

brain systems involved in the particular type of learning determine when to learn. 

Subsequent time units can be initiated upon memory retrieval, which is followed by 

expression of cFos in learning-related neuronal assemblies. 
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2.2.1 Summary 

Long-term consolidation of memories depends on processes occurring many 

hours after acquisition. Whether this involves plasticity that is specifically required 

for long-term consolidation remains unclear. We found that learning-induced 

plasticity of local parvalbumin (PV) basket cells was specifically required for long-

term, but not short/intermediate-term, memory consolidation in mice. PV 

plasticity, which involves changes in PV and GAD67 expression and connectivity 

onto PV neurons, was regulated by cAMP signaling in PV neurons. Following 

induction, PV plasticity depended on local D1/5 dopamine receptor signaling at 

0–5 h to regulate its magnitude, and at 12–14 h for its continuance, ensuring 

memory consolidation. D1/5 dopamine receptor activation selectively induced 

DARPP-32 and ERK phosphorylation in PV neurons. At 12–14 h, PV plasticity 

was required for enhanced sharp-wave ripple densities and c-Fos expression in 

pyramidal neurons. Our results reveal general network mechanisms of long-term 

memory consolidation that requires plasticity of PV basket cells induced after 

acquisition and sustained subsequently through D1/5 receptor signaling. 

2.2.2 Introduction 

Memories ensure that what is learned and might be important will be available for 

later retrieval following appropriate cues1,2. Synaptic plasticity can be triggered in 

seconds, long-term potentiation of synaptic transmission in minutes and the 

emergence of new synapses in 1–2 h, but long-term consolidation of memories is 

also regulated by late protein synthesis, BDNF and local dopamine (DA) D1/5 

receptor signaling about 12 h after acquisition3,4. The mechanisms that couple 

learning at the time of acquisition to long-term consolidation of memories 12 h 

later are poorly understood. Their elucidation should provide fundamental insights 

into how learning and memory produce adaptive behavior. 

Memories are subdivided into short- (up to 30 min), intermediate- (hours) and 

long-term (days to years) memories1. Short-term memories do not depend on de 

novo gene expression and protein synthesis, whereas long-term memories 

depend on de novo transcription and, presumably, on the establishment of new 

functional synapses1,5. Mechanistic studies of learning and memory have focused 

on sequences of synaptic and cellular plasticity processes, suggesting that 
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cascades of memory consolidation processes starting at the time of acquisition 

might gradually lead from short- to intermediate- and long-term consolidation of 

memories1,3–8. However, whether early consolidation processes are required for 

long-term consolidation and which early processes might be important for late 

long-term consolidation have remained unclear. In parallel with plasticity 

processes initiated at the time of acquisition at individual synapses and neurons, 

ensembles of synapses and neurons specifically involved in learning can be 

recruited again through local and system-wide network events that are thought to 

involve replay of learned sequences9–12. Replay processes have been shown to 

occur during quiet wakefulness and during non-REM sleep, and they are thought 

to have important roles in memory consolidation13–19. Such off-line network replay 

processes might provide attractive candidate mechanisms for influencing synaptic 

plasticity processes up to many hours after acquisition. 

PV-positive basket cells are abundant GABAergic inhibitory interneurons that 

provide powerful feedforward and feedback inhibition to somas and proximal 

dendrites of principal neurons, and have important roles in shaping network 

oscillations, including ripples, spindles and long-range neuronal 

synchronization20–26. PV neurons are critical for enhancing cortical functions and 

regulate plasticity27–29. It recently became apparent that local PV basket cells 

exhibit marked plasticity following behavioral learning in the adult30. Incremental 

learning (defined here as learning involving gradual acquisition of task-related 

information to improve behavioral performance), for example, in Morris water 

maze (MWM) or rotarod training, leads to large increases in the fraction of PV 

basket cells expressing low levels of PV and GAD67 and receiving high densities 

of inhibitory synaptic puncta (designated here as low-PV plasticity). By contrast, 

definite learning (defined here as learning leading to adherence to validated 

rules), for example, following contextual fear conditioning (cFC) or at completion 

of MWM or rotarod learning, leads to large increases in the fraction of PV basket 

cells expressing high levels of PV and GAD67 and receiving high densities of 

excitatory synaptic puncta (designated here as high-PV plasticity)30. These 

opposite forms of PV neuron plasticity are implemented by two distinct 

subpopulations of PV basket cells that are defined by their distinct time lines of 

neurogenesis31. Thus, early-born PV basket cells specifically exhibit plasticity 
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following definite learning, whereas late-born PV basket cells specifically exhibit 

plasticity following incremental learning31. Furthermore, plasticity in early-born PV 

neurons is specifically regulated through changes in excitation, whereas plasticity 

in late-born PV neurons is specifically regulated through changes in inhibition31. 

In spite of the extent and behavioral specificity of this plasticity, its role in learning 

and memory remains unclear. Given the importance of PV basket cells in 

modulating network activities, their learning-related plasticity might provide an 

attractive mechanism for influencing local network events during memory 

consolidation processes. 

We investigated circuit mechanisms of long-term memory consolidation, focusing 

on the time line of relevant plasticity processes after acquisition, and the possible 

role of PV basket cells and their plasticity in memory consolidation. We found that 

dynamic regulation of PV basket cell plasticity specifically was required for long-

term memory consolidation during two protracted phases at +0–5 h and at +12–

14 h after acquisition (we designate time points after acquisition as ‘+’ and before 

acquisitions as ‘−’). Regulation involved local D1/5 DA receptor signaling to 

ensure long-term memory consolidation through PV plasticity sustained 

throughout a +12–14-h time window. 

2.2.3 Results 

Time course of high-PV plasticity following cFC 

To investigate which aspects of learning and memory might be influenced by 

learning-induced plasticity in local PV neurons, we first monitored the time course 

of high-PV plasticity induced in mouse hippocampal CA3 following cFC. We 

designated the time at which a learning protocol was completed (in cFC: the last 

of five foot shocks (US) in training context) as the time of acquisition, or time +0 

h. In ventral and dorsal hippocampus (vH and dH, respectively), PV neuron 

labeling distributions were not detectably altered up to +4.5 h and reached peak 

high-PV values at +6 h (Fig. 1a,b). These were maintained until +30 h, decreased 

to half-maximal values around +36 h and reached baseline values at +48 h after 

acquisition (Fig. 1a,b). 
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Figure 1. Sustained high-PV plasticity required for long-term memory in definite 

learning.  

(a) Time course of vH high-PV plasticity following cFC. Left, representative examples 

of PV immunocytochemistry under control conditions and 24 h after cFC. Color code of 

arrows: high-PV (dark blue), intermediate-high (pale blue), intermediate-low (yellow), 

low-PV (orange). Scale bar represents 50 μm. Center and right, quantitative analysis of 

PV neurons in vH CA3b.  

(b) Time course of dH high-PV plasticity following cFC.  

(c–e) Interference with vH high-PV plasticity following cFC by local delivery of AP5 

(c) or pharmacogenetic ligand (d) to vH at +3 h suppressed long-term (but not 

intermediate-term) fear memory, whereas interference at +16 h did not (e).  

(f,g) Interference with dH high-PV plasticity following cFC by local delivery of AP5 

(f) or pharmacogenetic ligand (g) to dH at +3 h had no effect on fear memory at +24 h, 

but had an increasing effect on fear memory retrieved between 1 and 4 weeks (g; stars 

refer to control cFC values).  

Average values from 6 (except (a, e, c, f, g) 3 h (5), 18 h, 30 h, 42 h (4)) mice and 60 PV 

neurons each; ANOVA followed by Dunnet’s post hoc; F/R2: 58.21/0.936 (b), 130/0.9559 

(c, right), 126/0.9521 (g); P = 0.00033, 0.00046 (b), 0.0054, 0.0021, 0.00027 (c), 0.0031, 

0.0044, 0.0065 (g). **P < 0.01, ***P < 0.001. Data are presented as mean ± s.e.m. 

Whisker plots: median, upper and lower quartile, and upper and lower extreme. 

 

Sustained high-PV plasticity is required for long-term memory in definite 

learning 

To determine the time window during which elevated high-PV values might 

influence behavioral expression of cFC, we locally interfered with the high-PV 

shift after acquisition. In a first set of experiments, we locally delivered the NMDA 
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receptor inhibitor AP5 to specifically interfere with high-PV plasticity in late-born 

PV basket cells31. Delivery of AP5 at +3 h to vH selectively prevented learning-

induced high-PV plasticity in vH and abolished freezing to context from the next 

day on while not affecting freezing at +6.5h (Fig. 1c). In a second approach, we 

pharmacogenetically imposed a low-PV shift at +3 h specifically in vH PV 

neurons30,32 (Fig. 1d). Although intermediate memory at +6.5 h was not affected, 

the procedure led to a suppression of freezing to context at +24 h, which lasted at 

least 7 weeks (Fig. 1d). When treatments were started at +16 h after acquisition, 

we still found no excess vH high-PV at +24 h, but freezing to context exposure 

was not detectably affected (Fig. 1e; data not shown for AP5). Unlike vH, 

abolishing high-PV plasticity with AP5 or through pharmacogenetic PV inhibition 

at +3 h in dH did not affect freezing to context on the next day (Fig. 1f,g; but see 

below). Consistent with previous reports of time-dependent requirement for dH in 

contextual fear memory33, we detected a gradual loss of freezing response when 

mice were tested in conditioned context between 1 and 4 weeks after cFC in 

these long-term consolidation interference experiments (Fig. 1g). Taken together, 

these results indicate that counteracting long-lasting high-PV plasticity in vH CA3 

before +16 h specifically prevents behavioral long-term fear memory 

consolidation while leaving intermediate memory unaffected. Counteracting long-

lasting high-PV plasticity in dH also interfered with long-term fear memory 

consolidation, but the behavioral consequences of this intervention only became 

detectable weeks after acquisition. For this reason, we focused on long-term fear 

memory consolidation processes in vH. 

Sustained low-PV plasticity required for long-term memory in incremental 

learning 

We next determined whether learning-induced low-PV plasticity is also required 

for long-term consolidation of corresponding memories. MWM learning is a trial-

and-error hippocampus-dependent learning protocol involving hippocampal low-

PV plasticity as mice learn the task, and high-PV plasticity when the spatial 

navigation task has been learned30. As in cFC, low-PV plasticity induced after 1 d 

of MWM training became detectable at +6 h (Fig. 2a). In MWM learning, low-PV 

plasticity depends on local VIP receptor signaling30. Local delivery of VIP 

antagonist to vH at +3 h specifically suppressed the low-PV shift (Fig. 2b). In 
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parallel, mice lost all behavioral benefits of previous training (Fig. 2b). Similarly, 

pharmacogenetic imposition of a high-PV shift in vH at +3 h suppressed the low-

PV shift and previous learning, as detected by maze performance on day 3 (Fig. 

2c). Imposing a high-PV shift at +16 h suppressed the low-PV shift at the time of 

retrieval (+24 h), but did not detectably affect navigation performance (Fig. 2d). 

 

  

 

Figure 2. Sustained low-PV plasticity required for long-term memory consolidation 

in incremental learning.  

(a) Time course of vH low-PV plasticity following MWM training. Top left, 

representative photograph of water maze and mouse (arrow) search trace (red). Bottom 

left, schematic of water maze experiment with hidden platform (black circle), quadrants 

(T, target; O, opposite; L, left; R, right) and spatial cues (rectangles and star). Right, 

quantitative analysis of PV neurons in vH CA3b.  
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(b–d) Interference with vH low-PV plasticity following MWM training by local 

delivery of VIP antagonist (b) or pharmacogenetic ligand (c) to vH at +3 h suppressed 

maze navigation memory, whereas interference at +16 h did not (d).  

(e) Long-term memory consolidation in rotarod (RR) learning. Suppression of low-

PV plasticity and motor learning by pharmacogenetic ligand at +3 h is shown.  

Data are average values from 6 (except a–c) 3 h (5), 18 h, 30 h, 42 h (4)) mice and 60 

PV neurons each; Student’s t test; P = 0.00094 (a), 0.0034, 0.0044, 0.00083 (b, left), 

0.021 (b, right), 0.0032, 0.0038 (c), 0.00089, 0.00048 (e). *P < 0.05, **P < 0.01, ***P < 

0.001. Data are presented as mean ± s.e.m. Whisker plots: median, upper and lower 

quartile, and upper and lower extreme. 

 

To determine whether learning-induced PV basket cell plasticity might also be 

required for long-term memory consolidation in learning tasks that don’t depend 

on the hippocampus, we interfered with low-PV plasticity in primary motor cortex 

(M1) after 3 d of accelerating rotarod training30. Imposing a high-PV shift in M1 at 

+3 h early (3 d) in rotarod training suppressed learning-related low-PV plasticity 

and all benefits of previous training following testing on the next day (Fig. 2e). 

Taken together, these results suggest that sustained learning-related local PV 

basket cell plasticity is specifically required for long-term consolidation of the 

corresponding memories, regardless of whether learning induces high or low-PV 

plasticity. 

PV plasticity sustained through D1/5 DA signaling 

We next focused on the mechanisms that might ensure sustained learning-

induced PV neuron plasticity up to the time window critical for long-term memory 

consolidation. Similar to high or low-PV plasticity induced following learning, 

pharmacogenetically induced PV plasticity became detectable at +6 h (but not by 

+4.5 h) following induction (Fig. 3a,b). However, unlike plasticity induced after 

learning, elevated contents of high or low-PV neurons began to decline after 10–

11 h following induction and returned to baseline values at +15 h (Fig. 3a,b). 

These observations suggest that the long-lasting PV plasticity necessary for long-

term memory consolidation might require additional signals delivered locally. 

Given the role of late DA signaling in fear memory consolidation34–39, we 

hypothesized that this might involve local DA signaling acting through D1/5 

receptors. Indeed, local delivery of a specific D1 receptor agonist40 to vH at +12 h 
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rescued and extended both the high and the low-PV shifts up to at least +24 h 

(Fig. 3a,b). In control experiments, D1 receptor agonist failed to induce a high-PV 

(or low-PV) shift in naive mice in the absence of previous triggering through 

PSEM ligand (Fig. 3a). 

Given that enhancing D1 receptor signaling extended the duration of PV 

plasticity, we wondered whether interfering with local D1 receptor signaling might 

accelerate loss of PV shifts in pharmacogenetically treated naive mice. Indeed, 

local delivery of a D1/5 receptor antagonist at +8 h or +11 h led to a rapid loss 

(return to baseline levels in 15 min) of excess high or low PV neurons in these 

experiments (Fig. 3a,b). To determine whether enhancing D1 receptor signaling 

might strengthen plasticity in primed PV neurons, we locally delivered D1 

receptor agonist at +3 h after pharmacogenetic stimulation. The early treatment 

with D1 agonist did not accelerate the appearance of detectable PV shifts (absent 

at +4.5 h), but rather greatly delayed the spontaneous decline of high-PV neuron 

contents in pharmacogenetically treated mice (Fig. 3c). Furthermore, D1 agonist 

at +3 h slowed down high-PV neuron losses induced by D1/5 receptor antagonist 

at +8 h (Fig. 3c). Taken together, these results suggest that local stimulation of 

D1 receptor signaling strengthens plasticity (high or low PV) in PV neurons, 

whereas local interference with D1/5 receptor signaling disrupts PV plasticity in 

pharmacogenetically treated PV neurons of naive mice. 

To determine whether modulation of D1/5 receptor activation influences DA-

related signaling in PV neurons, we analysed contents of phosphorylated 

DARPP-32 (pDARPP-32; Thr34 phosphorylation involving D1 signaling) and ERK 

(pERK) in PV (Neun+ PV+) and non-PV (NeuN+ PV−) neurons41. Local delivery 

of D1 agonist to vH of naive mice induced marked increases in the fraction of 

pDARPP-32+ and pERK+ PV neurons, whereas corresponding changes in non-

PV neurons were much more modest (pDARPP-32) or absent (pERK) (Fig. 3d). 

These results indicate that local activation of D1/5 receptor in vH initiates 

signaling selectively in PV neurons. 

PV level regulation through cAMP in PV neurons 

To investigate mechanisms that might interface with D1/5 receptor signaling to 

regulate PV levels in PV basket cells, we carried out pharmacological 
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experiments aimed at altering cAMP levels in vH of naive mice. Local delivery of 

the phosphodiesterase (PDE-4) inhibitor Rolipram to vH was sufficient to produce 

a shift to higher PV levels in a large fraction of local PV neurons at +6 h (Fig. 3e). 

Conversely, local delivery of the adenylate cyclase (AC) inhibitor SQ22536 

produced a shift to lower PV values in a large fraction of local PV neurons in 

naive mice at +6 h (Fig. 3e). To determine whether cAMP levels in PV neurons 

influence their PV levels, we expressed an AC-activating DREADDs42 construct 

specifically in PV neurons using a Cre-dependent AAV in PV-Cre mice. Activation 

with ligand led to an increase in PV levels in virus-expressing neurons (Fig. 3f). 

Comparable end contents of high-PV neurons were induced in early- and late-

born PV neuron subpopulations by the AC activation construct, suggesting that 

early-born PV neurons might exhibit higher endogenous levels of AC activation, 

for example, as a result of higher levels of endogenous cAMP (Fig. 3f). Local 

delivery of D1/5 receptor antagonist at +11 h did not interfere with high-PV 

contents in these PV neuron–specific DREADDs experiments, consistent with the 

notion that, although D1/5 signaling modulates the plasticity response of PV 

neurons, cAMP might directly regulate PV levels in PV neurons, for example, 

through PKA activity (Fig. 3g). 
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Figure 3. PV neuron plasticity sustained through D1/5 dopamine receptor signaling 

and regulated by cAMP in PV neurons.  

(a,b) Pharmacogenetic induction of high-PV (a) or low-PV (b) plasticity in vH of 

naive mice: time course, specific extension by D1 receptor agonist and rapid loss 

following D1/5 receptor antagonist delivery. In the absence of previous pharmacogenetic 

activation, D1 receptor agonist did not affect PV content distributions (right, a).  

(c) Delivery of D1 agonist at +3 h extended the duration of PV plasticity in naive mice and 

slowed down its decline following D1/5 antagonist delivery.  

(d) D1 receptor signaling in PV neurons. Left, representative examples of pDARPP-

32/PV and of pERK/PV double immunocytochemistry in vH CA3b; arrows: double-

labeled cells. Right, quantitative analysis of pDARPP-32+ and pERK+ PV (NeuN+ PV+) 

and non-PV (Neun+ PV−) neurons in vH CA3b 15 min after delivery of vehicle or D1 

agonist. Scale bars represent 15 μm.  

(e–g) Regulation of PV plasticity by cAMP in PV neurons. Local delivery (vH, CA3) of 

PDE-4 inhibitor induced high-PV plasticity, whereas delivery of AC inhibitor induced low-
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PV plasticity at +6 h (e). High-PV plasticity induced by DREADDs-mediated AC activation 

in vH PV neurons led to comparable high-PV neuron contents in virus-expressing early- 

(labeled with BrdU at E11.5) and late-born (labeled at with BrdU at E13.5) PV neurons at 

+6 h (f); plasticity at +12 h was resistant to delivery of D1/5 receptor antagonist at +11 h 

(g). 

Average values from 6 (except 3 h, 4.5 h (5), 24 h (4)) (a–c) and 5 (except vehicle pERK 

(3) and vehicle pDARPP-32 (4)) (d) mice and 60 PV vH CA3b neurons each; Student’s t 

test; P = 0.0024, 0.0032, 0.0061 (a), 0.0019, 0.0037, 0.0044 (b), 0.0054, 0.0037, 

0.00040 (c). *P < 0.05, **P < 0.01, ***P < 0.001. Data are presented as mean ± s.e.m. 

Whisker plots: median, upper and lower quartile, and upper and lower extreme. 

 

Long-term memory consolidation dependent on D1/5 signaling at +12–14 h 

To identify processes that might influence long-term memory consolidation 

through regulation of local PV plasticity, we determined the time window during 

which local delivery of D1/5 receptor antagonist might interfere with long-term 

memory consolidation in cFC. Consistent with previous reports that local DA 

signaling is important in fear learning37,43,44, D1/5 receptor antagonist delivery to 

vH 10 min before acquisition (−10 min) prevented long-term (but not intermediate-

term) fear memory consolidation in cFC (Fig. 4a and Supplementary Fig. 1). After 

acquisition, D1/5 receptor antagonist weakened, but did not suppress, long-term 

fear memory when delivered at up to +5 h, did not interfere with fear memory 

when delivered between +6 h and +10 h after acquisition, and suppressed long-

term fear memory when delivered between +12 h and +14 h (Fig. 4a). Interfering 

with D1/5 receptor signaling after +15 h did not affect fear memory (Fig. 4a). 

To determine whether endogenous local D1 receptor signaling is necessary to 

ensure a long-lasting PV shift and long-term memory consolidation following 

learning, we delivered D1/5 receptor antagonist to vH at +12 h after acquisition of 

cFC34. Previous studies have shown that, under local in vivo delivery conditions 

comparable to those used here, the antagonist is effective as soon as 5 min and 

up to 60–90 min following delivery45. Indeed, high-PV neuron contents in vH 

dropped to nearly baseline levels by 15 min after antagonist delivery (Fig. 4b). At 

subsequent time points, high-PV neuron contents dropped further and then 

recovered to baseline levels (Fig. 4b). In parallel, fear memory was undetectable 

up to at least 7 weeks (Fig. 4b). Suppression of freezing by D1/5 antagonist was 

not correlated with enhanced locomotor activity, and reconditioning on day +1 
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produced robust freezing on day +2, ruling out lasting damage to fear learning by 

the D1/5 antagonist treatment to vH (Supplementary Fig. 2). In control 

experiments aimed at testing specificity of the requirement for D1/5 receptor 

signaling40, local delivery of D2 dopamine receptor agonist or antagonist to vH at 

+12 h did not influence PV levels or freezing (Fig. 4c) following cFC at +24 h. In 

further control experiments, delivery of noradrenergic receptor antagonist at +12h 

also failed to affect PV levels or freezing following cFC (Supplementary Fig. 2). 

Consistent with the observation that D1/5 receptor antagonist during a time 

window at +6–10 h did not affect fear memory at +24 h, delivery of D1/5 

antagonist at +8 h had no detectable effect on PV level distributions in vH (Fig. 

4d). Notably, cFC led to robust increases in the fraction of pDARPP-32+ and 

pERK+ PV neurons at +5 h and at +12 h (Fig. 4e). Local delivery of D1/5 receptor 

antagonist at +12 h led to a nearly complete loss of pDARPP-32+ and pERK+ PV 

neurons, consistent with the notion that, following cFC, activation of D1/5 receptor 

signals in PV neurons act to sustain PV plasticity. Taken together, these results 

suggest that local D1/5 receptor signaling during a critical time window +12–14 h 

after acquisition is necessary to maintain learning-induced high-PV plasticity and 

to ensure long-term consolidation of fear memory. 

To determine whether a local D1/5 receptor signaling requirement at +12–14 h 

reflects consolidation processes specific for each memory separately, we carried 

out fear learning experiments at different times of day and night and analyzed 

consolidation of separate memories during the same acquisition day. Fear 

memory consolidation depended on local D1/5 receptor signaling at +12 h 

regardless of whether acquisition occurred at the beginning, in the middle or at 

the end of the day-night cycle (Supplementary Fig. 3). Furthermore, when mice 

were fear conditioned to two different contexts, TR1 and TR2, with a 6-h interval 

between conditioning protocols, consolidation of fear memory to TR1 or TR2 

each specifically depended on local D1/5 receptor signaling at +12 h after 

acquisition of the particular fear memory association (Supplementary Fig. 3). 

Consistent with the notion that long-term consolidation of fear memory to TR2 

depended on a high-PV shift at its long-term consolidation time window, 

conditioning to TR2 induced excess high-PV contents in vH, and delivery of D1/5 

antagonist at +12 h led to only a partial loss of high-PV neurons (Supplementary 



62 
 

Fig. 3). Thus, a requirement for local D1/5 receptor signaling at +12–14 h after 

acquisition is a specific feature of each memory consolidation process regardless 

of day-night cycle. 

To determine whether local D1/5 receptor signaling is also required during a late 

time window for long-term consolidation of memories involving low-PV plasticity, 

we investigated mice that underwent MWM training. During the first 4 d of maze 

training, navigation learning depends on vH45, where low-PV plasticity induced 

after the first 3 d of training is followed by high-PV plasticity after day 4 of training. 

Delivery of D1/5 receptor antagonist to vH at +12 h after training on day 2 

suppressed the low-PV shift and all benefits of training when mice were tested on 

day 3 (Fig. 4f). The same treatment to vH after day 4 of training suppressed the 

high-PV shift in vH on the next day, indicating that, in the same maze learning 

procedure, D1/5 receptor signaling at +12 h is required to support PV plasticity 

regardless of whether this involves low-PV or high-PV plasticity (Fig. 4f). 

Consistent with the notion that learning of a spatial map depends on dH46, local 

delivery of D1/5 antagonist to dH at +12 h after 8 d of training suppressed a high-

PV shift in dH and led to a loss of spatial memory (Fig. 4g). Finally, consistent 

with the notion that PV plasticity in rotarod learning depends on local D1/5 

receptor signaling47 during a long-term consolidation time window in M1, local 

bilateral delivery of D1/5 antagonist to M1 at +12 h after 3 d of training 

suppressed low-PV plasticity and motor skill memory on day 4 (Fig. 4h). 

Taken together, these results suggest that endogenous local D1/5 receptor 

signaling at a late time window +12–14 h after acquisition is important for 

maintaining learning-induced PV plasticity and for ensuring long-term 

consolidation of the corresponding memories. 
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Figure 4. Critical late time window of long-term memory consolidation depending 

on D1/5 receptor signaling.  

(a) Time windows at which local delivery of D1/5 receptor antagonist to vH interferes 

with long-term consolidation of fear memory (Refr: refractory time window).  
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(b–d) Long-term fear memory consolidation specifically depends on vH D1/5 

receptor signaling at +12 h. Rapid loss of high-PV neuron contents (left) and 

suppression of fear memory consolidation (right) following delivery of D1/5 receptor 

antagonist to vH (b). Local delivery of D2 receptor agonist or antagonist to vH at +12 h 

did not influence consolidation of fear memory (c). Delivery of D1/5 antagonist during 

refractory time window (+8 h) did not affect PV plasticity (d).  
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(e) D1/5 receptor signaling to PV neurons in cFC. Quantitative analysis of pDARPP-

32+ and pERK+ PV and non-PV neurons in vH CA3b, 5 h and 12 h after cFC; drug 

treatments: analysis 15 min after delivery of D1 agonist, and 30 min after delivery of D1/5 

antagonist.  

(f–h) Requirement for D1/5 receptor signalling at +12 h in water maze learning. 

After day 2, D1/5 receptor antagonist to vH at +12 h suppressed low-PV plasticity and 

reset performance (f, left). After day 4, D1/5 antagonist to vH suppressed high-PV 

plasticity (f, right). After day 8, D1/5 antagonist to dH suppressed dH high-PV plasticity 

and disrupted spatial memory (g). T, O: percentage time spent in target and opposite 

quadrant during spatial memory test in the absence of platform (stars refer to respective 

untreated controls). (h) D1/5 receptor antagonist to M1 at +12 h after training day 3 

suppressed M1 low-PV plasticity and reset performance to pre-training levels.  

Average values from 6 (except 24 h (5), 2 h, 4 h (4), control pERK (4), control pDARPP-

32 (3)) mice and 60 PV neurons each; Student’s t test or ANOVA, followed by Dunnet’s 

post hoc; F/R2: 135/0.9642 (b), 69.33/0.942 (e); P = 0.00031, 0.00062 (a), 0.00011, 

0.00015, 0.00022, 0.00020, 0.00011 (b), 0.00057, 0.0059, 0.018 (f), 0.00058 (e, left), 

0.0056, 0.036 (e, right), 0.00035, 0.00069 (g). *P < 0.05, **P < 0.01, ***P < 0.001. Data 
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are presented as mean ± s.e.m. Whisker plots: median, upper and lower quartile, and 

upper and lower extreme. 

 

D1/5 signaling supports memory consolidation through PV plasticity 

To determine whether the requirement for endogenous local D1/5 receptor 

signaling at +12–14 h after acquisition for long-term memory consolidation 

reflects maintenance of long-lasting PV plasticity, we carried out experiments in 

which we combined imposition of PV plasticity and manipulation of D1/5 receptor 

signaling. In mice in which an additional high-PV shift was induced 

pharmacogenetically in vH at +3 h after acquisition of cFC, delivery of D1/5 

receptor antagonist at +12 h only had a partial effect on high-PV levels and failed 

to suppress long-term consolidation of fear memory (Fig. 5a). Likewise, D1 

receptor agonist delivered to vH at +12 h after acquisition failed to rescue long-

term fear memory consolidation in mice in which a low-PV shift was imposed in 

vH via pharmacogenetic inhibition of PV neurons (Fig. 5b). In mice in which an 

additional low-PV plasticity signal (VIP to vH) was delivered at +11 h after 2 d of 

training in the MWM, D1/5 receptor antagonist delivered to vH at +12 h failed to 

disrupt the low-PV shift in vH at +13 h and at +24 h and to disrupt navigation 

memory on the next day (Fig. 5c). 

Similarly, imposing a high-PV shift specifically in PV neurons of vH at +11 h via 

pharmacogenetic AC activation suppressed vH low-PV at +13 h and at +24 h, 

and navigation memory on the next day (Fig. 5d). Notably, local delivery of D1 

receptor agonist to vH at +12 h failed to rescue the low-PV shift and navigation 

memory in this PV-specific DREADDs experiment (Fig. 5d). 

Taken together, these results indicate that local D1/5 receptor signaling at +12–

14 h is required to maintain learning-induced PV plasticity that is important for 

long-term memory consolidation. 
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Figure 5. D1/5 receptor signaling supports long-term memory consolidation 

through PV plasticity.  

(a,b) D1/5 receptor signaling required for memory consolidation through 

sustainment of vH high-PV plasticity in cFC. (a) Pharmacogenetic induction of high-

PV plasticity in vH at +3 h after cFC led to further elevation of high-PV contents from +9 

h on and to only partial loss of high-PV plasticity following D1/5 antagonist delivery at 

+12 h (left), and bypassed the requirement for D1/5 receptor signaling at +12 h for fear 

memory (right). (b) D1 agonist at +12 h after cFC failed to rescue fear memory when a 

low-PV shift was imposed pharmacogenetically at +3 h.  

(c,d) D1/5 receptor signaling required for memory consolidation through 

sustainment of low-PV plasticity in water maze learning. (c) Potentiation of low-PV 

plasticity at +11 h with VIP prevented the loss of low-PV plasticity (left) and loss of 

training benefits induced by D1/5 antagonist to vH at +12 h. (d) D1 agonist at +12 h failed 

to rescue low-PV plasticity and loss of training benefits induced by DREADDs-mediated 

activation of PKA in vH PV neurons at +11 h.  

Average values from 6 (except 3 h, 18 h (5), 24 h (4) (a), cFC (4) (b), vehicle 13h (5) 

vehicle 24h (4) (c,d)) mice and 60 PV neurons each; ANOVA, followed by Dunnet’s post 

hoc; F/R2: 128/0.962 (b), 54.22/0.924 (d); P = 0.00029 (a), 0.00052, 0.00026 (b), 0.0054 

(c), 0.0026, 0.0029 (d). **P < 0.01, ***P < 0.001. Data are presented as mean ± s.e.m. 

 

D1/5 signaling at +0–5 h modulates PV plasticity and memory 

To determine whether, similar to pharmacogenetic induction of PV plasticity in 

naive mice, the status of D1/5 receptor activation up to 5 h after acquisition might 

modulate the strength of PV plasticity and learning, we carried out experiments in 

mice that underwent a comparatively weak cFC protocol. A 2xUS (instead of 

5xUS, two instead of five foot shocks) protocol resulted in a comparatively 

modest high-PV shift in vH at +12 h and +24 h after acquisition (Fig. 6a). In 

parallel, the 2xUS protocol produced a reduced freezing response at +24 h and 

strongly reduced freezing at +7 d (Fig. 6a). Local application of D1 receptor 

agonist to vH at +3 h or at +12 h after acquisition produced a sustained 

enhancement of vH high-PV contents (Fig. 6b). In parallel, D1 receptor agonist 

produced increased freezing to context at +24 h and at +7 d that was 

undistinguishable to fear memory following a 5xUS cFC protocol (Fig. 6b). By 

contrast, delivery of D1 agonist at +8 h failed to strengthen 2xUS fear memories 

(Fig. 6b). In control experiments, D1 agonist delivered 12 h after context 

exploration without foot shocks (no US) did not result in freezing to context on the 
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next day (Fig. 6b). Furthermore, pharmacogenetic induction of a high-PV shift in 

vH of non–fear conditioned mice failed to induce any freezing (Supplementary 

Fig. 4). These results suggest that enhancing local D1 signaling during an early 

sensitivity time window after acquisition potentiates PV plasticity and long-term 

memory consolidation. 

We next determined whether D1/5 receptor interference during the early 

sensitivity time window might be rescued through D1 stimulation during the late 

time window. Delivery of D1/5 receptor antagonist to vH at +3 h in the 5xUS cFC 

protocol led to reduced high-PV values in vH at +6 h and +12 h, baseline high-PV 

values at +24 h, and reduced freezing at +24 h (Fig. 6c). Notably, and in contrast 

with D1/5 receptor inhibition at +12 h, the effect of D1/5 receptor inhibition at +3h 

could effectively be rescued by subsequent delivery of D1 receptor agonist to vH 

at +12 h (Fig. 6c). 

  

 

Figure 6. D1/5 signaling at +0–5 h modulates PV plasticity strength and memory. 

(a) Reduced vH high-PV plasticity and fear memory following cFC with two US (2US, 

red) instead of five US (5US).  
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(b) D1 receptor agonist delivery to vH at +3 h (first from left) or at +12 h (third from 

left), but not at +8 h (second from left), augmented two US cFC high-PV plasticity and 

fear memory to five US cFC values. D1 agonist in the absence of foot shocks failed to 

induce freezing (right).  

(c) Analysis of PV plasticity and fear memory (five US) interference by D1/5 

antagonist at +3 h. Note the reduced and transient high-PV shift rescued by delivery of 

D1 agonist at +12 h to vH (left), in parallel with rescue of fear memory (right).  
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 (d,e) Fear memory strength determined by high-PV plasticity at +12–14-h time 

window. (d) Potentiation of PV plasticity and fear memory by D1 agonist at +3 h 

disrupted by pharmacogenetic induction of low-PV plasticity at +4 h. (e) Disruption of PV 

plasticity and fear memory by D1/5 antagonist at +12 h neutralized by previous 

DREADDs-mediated activation of PV neuron PKA at +11 h.  

Average values from 6 (except no US (5) (b), 24h (4) (a,c)) mice and 60 PV neurons 

each; ANOVA, followed by Dunnet’s post hoc; F/R2: 148/0.972 (b); P = 0.022, 0.0077 

(a), 0.035, 0.028, 0.041, 0.00045, 0.00038 (b), 0.044, 0.0052, 0.0062 (c), 0.032, 0.026, 

0.00055 (d), 0.0028, 0.018 (e). *P < 0.05, **P < 0.01, ***P < 0.001. Data are presented 

as mean ± s.e.m. Whisker plots: median, upper and lower quartile, and upper and lower 

extreme. 

 

Finally, we determined whether fear memory modulation involves vH PV 

expression values at the +12–14 h consolidation time window. When delivery of 

D1 agonist at +3h was followed by pharmacogenetic inhibition of PV neurons at 

+4 h, both the high-PV shift and freezing to context were abolished on the next 

day (Fig. 6d). 

Furthermore, DREADDs-mediated activation of AC specifically in PV neurons in 

the 2xUS cFC protocol at +11 h rescued high-PV values and freezing to 5xUS 

levels, and negated the effect of D1/5 receptor antagonist delivered 1 h after at 

+12 h (Fig. 6e). 
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Taken together, these results indicate that D1/5 receptor signaling during the +0–

5-h time window after acquisition modulates the strength of PV plasticity and fear 

memories through its effect on PV expression values during the +12–14-h long-

term memory consolidation time window. 

Ripple density at +12–14 h depends on PV plasticity 

Under the assumption that induction of and requirement for PV neuron plasticity 

might reflect the involvement of local network activity processes, we monitored 

local field potential (LFP) activity in vH of awake head-fixed mice following cFC 

(Fig. 7a). In fear-conditioned mice, vH sharp-wave ripple densities at +12 h were 

about 2.5-fold higher than baseline values (Fig. 7b). Ripple event densities were 

partially elevated at +4 h and had returned to baseline values at +18 h, 

suggesting that they peaked around the long-term memory consolidation time 

window (Fig. 7b). No detectable differences were observed in vH ripple densities 

at different times of the day and night in mice that had explored a new 

environment not associated with foot shocks (Fig. 7c). In contrast with ripple 

densities, we did not detect alterations in the powers of δ, τ, α-β or γ oscillation in 

vH at +12 h (Fig. 7d). 
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Figure 7. Enhanced ripple density at +12–14 h depending on PV plasticity.  

(a) Representative example of vH LFP trace and ripple event (cFC, +12 h). Scale bar 

(top) represents 100 μV.  

(b) Ripple event frequency in vH CA3 and CA1 following cFC.  

(c) vH ripple densities not affected by day-night cycle in control mice.  

(d) No alterations in power of local vH oscillation activities at +12 h following cFC. 

(e–g) Enhanced ripple event densities at +12 h in cFC (e,f) and MWM learning (g) 

depended on local D1/5 receptor signaling (e) and local PV plasticity (f, high PV; g, low 

PV).  

Average values from 4 (except (c) (3), control (e,f) (2)) mice and 10 min each. ANOVA, 

followed by Dunnet’s post hoc; F/R2: 132/0.967 (e), 146/0.971 (f); P = 0.0037 (b), 0.0028 

(e), 0.0049 (f), 0.00036 (g). **P < 0.01, ***P < 0.001. Data are presented as mean ± 

s.e.m. 

We next determined whether the sustained PV plasticity required for long-term 

memory consolidation might influence local ripple activity at +12 h. When D1/5 

receptor antagonist was delivered to vH at +11.5 h following cFC, vH ripple 

densities dropped to below baseline values48 at +12 h and recovered to baseline 

values at +24 h (Fig. 7e). Pharmacogenetic imposition of a low-PV shift to vH at 

+3 h following cFC suppressed enhanced ripple densities at +12 h (Fig. 7f). 

Enhanced ripple densities comparable to values following cFC were also 

detected in vH at +12 h following 3 d of MWM training (Fig. 7g). Specific 

interference with low-PV plasticity at +11.5 h through local delivery of VIP 

antagonist to vH suppressed the enhanced ripple activity at +12 h (Fig. 7g). 

Taken together, these results indicate that, during a +12–14-h time window that is 

critical for long-term fear memory consolidation, enhanced ripple activity in vH 

depends on sustained learning-induced PV plasticity. 

c-Fos expression peak at +12–14 h depends on PV plasticity 

To investigate whether a requirement for PV neuron plasticity at +12–14 h for 

long-term memory consolidation might be correlated to induction of plasticity in 

local principal neurons, we determined whether there is a second peak of c-Fos 

induction after cFC or water maze learning in the hippocampus. In addition to an 

early peak at about +90 min, fractions of c-Fos+ cells in vH CA3 peaked again at 

+15 h after acquisition (Fig. 8a). c-Fos+ neurons were mostly located in pyramidal 
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neuron layers in hippocampal CA3 and CA1, and no PV neurons with detectably 

elevated c-Fos signals could be detected (Supplementary Fig. 5). Consistent with 

the notion that sustained PV plasticity was necessary following cFC for plasticity 

involved in long-term memory consolidation, the c-Fos peak at +15 h was 

abolished by pharmacogenetic inhibition of PV neurons at +3 h (Fig. 8b). 

Likewise, D1/5 antagonist delivery at +12 h or at +14 h suppressed elevated c-

Fos at +15 h (Fig. 8c). Consistent with its association with PV plasticity, a second 

c-Fos peak at +15 h was also detected in vH after 2 d of water maze training (Fig. 

8d). Suppression of the low-PV shift by local delivery of VIP antagonist at +12 h 

abolished elevated c-Fos+ neuron levels at +15 h (Fig. 8d). Taken together, these 

results suggest that, during a +12–14-h time window that is critical for long-term 

fear memory consolidation, enhanced c-Fos expression in vH depends on 

sustained PV plasticity. 

 

Figure 8. c-Fos expression peak at +12h−14 h depending on PV plasticity. 

(a) Time course of vH CA3b c-Fos expression following cFC. Left, representative 

examples of c-Fos immunoreactivity. Scale bar represents 20 μm.  

(b–d) Second peak of c-Fos induction in vH at +15 h following cFC (b,c) or water 

maze training (d) suppressed by pharmacogenetic induction of low-PV plasticity at +3 h 

or +13.5 h (b), by local D1/5 antagonist delivery at +12 h or +14 h (c), or by local delivery 

of VIP antagonist at +12 h (d). Stars refer to corresponding untreated cFC or MWM 

values. 

Average values from 6 (except 24h (4), 16h (5) (a)) mice each; ANOVA, followed by 

Dunnet’s post hoc; F/R2: 138/0.968 (b), 141/0.971 (d); P = 0.00021, 0.00028 (b), 

0.00077, 0.00054 (c) 0.00051 (d). ***P < 0.001. Data are presented as mean ± s.e.m. 
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2.2.4 Discussion 

We investigated mechanisms of long-term memory consolidation and our results 

provide circuit-level insights into mechanisms specifically underlying the 

modulation and consolidation of long-term memories. Our findings specifically 

relate plasticity triggered at the time of acquisition to long-term, but not 

short/intermediate-term, memory consolidation processes, and suggest that 

features of PV basket cell plasticity define time windows in which long-term 

memory consolidation depends on local D1/5 receptor signaling. Our findings 

further reveal that, although incremental and definite learning induce PV plasticity 

of opposite sign, regulation of that plasticity by D1/5 receptor signaling and the 

roles of the plasticity for long-term consolidation of memories appear to be 

undistinguishable in the different types of learning. 

Plasticity specifically required for late memory consolidation 

PV plasticity was triggered by learning protocols during a few minutes at the time 

of acquisition and became dependent on D1/5 signaling for maintenance through 

a +12–14-h time window, when it was required for long-term memory 

consolidation. The idea that plasticity specifically required for long-term memory 

consolidation involves large fractions of local PV basket cells is consistent with 

the notion that long-term memory consolidation might involve local network 

activity as well as system-wide synchronization processes. 

Although alterations in PV levels only became detectable 6 h after acquisition, PV 

plasticity was already modulated during the first 5 h after acquisition through 

endogenous D1/5 receptor signaling, providing a potential mechanism by which 

events occurring subsequent to acquisition might influence long-term memory 

consolidation processes at +12–14 h. Notably, interventions that specifically 

suppressed detectable learning-induced PV plasticity from +6 h on did not affect 

intermediate memory tested, for example, at +6.5 h. These results suggest that 

short- and intermediate-term memories are consolidated through plasticity 

processes, which are distinct and partially independent from those underlying 

long-term memories. 
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Our findings are consistent with previous reports that D1/5 DA receptor signaling 

12 h after acquisition is important for long-term consolidation and strengthening of 

fear memories7,8,35. However, we found that a requirement for local D1/5 receptor 

signaling at +12–14 h was a shared feature of learning involving PV plasticity. 

Notably, we found that D1/5 receptor signaling at +12–14 h was specifically 

required in PV neurons to ensure maintenance of learning-induced PV plasticity 

that is important for long-term memory consolidation. Consistent with this notion, 

incidental learning, such as familiar object recognition, which did not involve PV 

plasticity, was not affected by D1/5 receptor antagonist delivered at +12 h (data 

not shown). 

The marked consistency of a long-term consolidation time window at +12–14 h in 

the different forms of learning might suggest a possible relationship with the daily 

wake-sleep rhythm. However, we found that the timing of the long-term 

consolidation window was not affected by the time at which learning had 

occurred. 

Thus, although a role for sleep in long-term memory consolidation, possibly 

through sharp-wave ripple activity, is well established15,16,49,50, our findings argue 

against the possibility that the long-term consolidation time window might be 

defined by the wake-sleep cycle. Although our results indicate that PV plasticity at 

+12–14 h is important for enhanced ripple densities, for a c-Fos peak at +15 h, 

and for long-term memory consolidation, the mechanisms that specify the 

particular time-window of PV plasticity requirement at +12–14 h remain to be 

determined. 

A further finding is that each learning process appeared to trigger its own late 

consolidation time window and its own PV plasticity process. The mechanisms 

involved remain to be determined, but, with respect to PV neurons, they might 

involve triggering of plasticity and its associated time constraints in subsets of PV 

basket cells during learning, followed by entrainment of larger groups of PV 

basket cells through local network mechanisms. Such a model might reconcile 

plasticity in large fractions of PV basket cells with sparse learning-related coding 

in hippocampal and cortical circuits. 

 



77 
 

Regulation of PV plasticity and long-term memory consolidation 

Our results point to cAMP metabolism in PV neurons as a key mechanism to 

regulate PV neuron plasticity. Enhancing AC activity specifically in PV neurons 

influenced long-term memory consolidation in incremental (inhibited; Fig. 5d) and 

definite learning (promoted; Fig. 6e), suggesting that cAMP levels in PV neurons 

influence both high- and low-PV plasticity. The finding that AC activation in naive 

mice resulted in comparable distributions of PV levels in early- and late-born PV 

neurons suggests that endogenous cAMP levels in late-born PV neurons with 

lower PV values under baseline conditions31 might be comparatively low. This 

might, for example, involve high baseline cAMP hydrolyzing PDE activity 

conditions in late-born PV neurons, and high baseline cAMP synthesizing AC 

activity conditions in early-born PV neurons. Such distinct cAMP metabolism set 

points in early- and late-born PV neurons might be further potentiated following 

induction of plasticity. However, intracellular signaling networks involving cAMP 

can be particularly complex, and the actual molecular mechanisms underlying 

subpopulation-specific plasticity regulation remain to be determined. 

Our findings suggest that D1/5 receptor signaling influences PV plasticity through 

mechanisms directly targeting PV neurons, and involving signal transduction 

pathways in PV neurons. In addition, D1/5 receptor signaling might influence local 

network activities such as sharp-wave ripples48, possibly again by targeting PV 

neurons, which might in turn support PV neuron plasticity through associated 

synaptic network processes. D1 DA receptors have been detected on PV 

neurons in prefrontal cortex, but precise information about cellular and subcellular 

expression sites of D1 and D5 receptors in hippocampus and neocortex PV 

neurons will be required to formulate more specific hypotheses as to how local 

D1/5 receptor signaling supports PV plasticity required for long-term memory 

consolidation. 

Finally, our findings, particularly the 2-h duration of the requirement for late D1/5 

receptor signaling, are consistent with the notion that the configuration of local PV 

neurons late after acquisition might influence long-term memory consolidation 

through recurrent synaptic network processes leading to synaptic plasticity and 

strengthening of synapses involved in long-term memory traces. Local PV 
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networks have critical roles in fast oscillatory events such as sharp-wave ripples 

or spindles20–25, and the configuration of PV neurons might influence network 

activity by enhancing coherent activity of few strongly coupled neurons (high-PV 

configuration) or by facilitating binding of larger ensembles of weakly coupled 

neurons (low-PV configuration). The circuit mechanisms through which opposite-

sign low- and high-PV plasticity specifically ensure long-term consolidation of 

provisional versus definite memories remain to be determined. However, because 

time course and regulation by D1/5 signaling were undistinguishable in learning 

involving low- or high-PV plasticity, our results indicate that regulation and role of 

PV plasticity reflect general mechanisms of long-term memory consolidation 

independent of the particular type of learning involved. 

2.2.5 Supplementary Figures 

 

 

Suppl. Fig 1. D1/5 receptor signaling at acquisition required for PV plasticity and 

long-term fear memory consolidation. a. Analysis of vH D1/5 signaling interference 

during fear memory acquisition. Note low-PV instead of high-PV shift induction (left), 

unaffected intermediate-term memory (+6.5h) and absence of long-term fear memory 

(+24h). b. No rescue of PV plasticity or fear memory by D1 agonist delivery at +12h in 

mice treated with D1/5 antagonist just before acquisition. Note sustainment of low-PV 

plasticity by D1 agonist at +12h (left), and absence of fear memory (right). Average 

values from 4-6 mice and 60 PV neurons each; ANOVA, followed by Dunnet’s post-hoc; 

p <0.001 (***). 
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Suppl. Fig 2. Specific suppression of long-term memory consolidation by D1/5 

receptor antagonist at +12h. a. Analysis of average center of mass movement 

(translocation) velocity in mice subjected to cFC, treated with D1/5 receptor antagonist at 

different times after acquisition (x-axis), and analyzed at +24h in training context. Note 

how mice with suppressed fear memory (e.g. +13h) do not move faster than untreated 

control mice (0h), arguing against loss of freezing due to hyper-locomotion. b. Mice that 

underwent cFC and were treated with D1/5 antagonist at +12h exhibit robust fear 

memory at +2d when reconditioned at +24h (orange), indicating that D1/5 antagonist at 

+12h specifically suppressed long-term consolidation of the fear memory induced 12h 

before (red). c. NE receptor antagonist delivered at +12h to vH does not interfere with 

long-term consolidation of fear memory. Average values from 4-6 mice. 

 

Suppl. Fig 3. Specific suppression of individual long-term memories by D1/5 

receptor antagonist at +12h. a. Delivery of D1/5 receptor antagonist to vH at +12h 

suppresses fear memory consolidation regardless of whether acquisition occurred at 

09:00, 15:00 or 21:00. b, c. Memory specific requirement for vH D1/5 receptor signaling 

at +12h for long-term memory consolidation. b: Specific suppression of TR1 or TR2 fear 

memory by D1/5 receptor antagonist at +12h after corresponding fear conditioning. c: 

Enhanced high-PV plasticity upon second cFC protocol, and reversal to high-PV levels 

comparable to those induced by one cFC protocol upon delivery of D1/5 receptor 
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antagonist at +12h. Average values from 4-6 mice and 60 PV neurons each; Student’s t-

test; p<0.001 (***).  

 

Suppl. Fig 4. Pharmacogenetic induction of high-PV plasticity in naïve mice not 

sufficient to induce freezing. Mice expressing pharmacogenetic activator virus in vH 

CA3 PV neurons explored context without foot shocks (no US), where treated with 

pharmacogenetic ligand at +3h, and tested for freezing in context at +12h or +24. 

Average values from 4-6 mice and 60 PV neurons each. 

 

 

Suppl. Fig 5. No detectable expression of cFos in vH CA3b PV neurons 90min after 

cFC. Representative example of c-Fos/PV double-labeling experiment in vH CA3b 90min 

after cFC. Yellow arrows: PV+ neurons. Bar: 50 μm. Average values from 3 mice and 80 

PV neurons each. 
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Suppl. Fig 6. Analysis of dye spread and electrode paths. a. Left: Mouse brain 

coronal section with location of vH (DG, CA3, CA1). Numbers: antero-posterior 

coordinates caudal to bregma. Right: Representative image of Bodipy dye targeted at vH 

CA3 and its spread from the target site 6h after injection. Bar, 300μm. b. 16 channel 

Neuronexus probes (LFP experiments) inserted in both vH with 16 contacts covering 

0.8mm length at the electrode tip. Example of electrode track position revealed with Dye 

I (right). Bar, 1500μm. c. Representative images of Nissl stained vH section (50 μm) 

through the cannula track after dye injection (left). Bar: 200 μm. Infusion site (dotted line) 

and injector track (black line) (right). Bar 100 μm. d. Injection sites from 8 mice into CA3 

region of vH. 
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2.3.1 Summary 

Brain networks can support learning by promoting acquisition of task-relevant 

information or by adhering to validated rules, but the mechanisms involved are 

poorly understood. Upon learning, local inhibitory parvalbumin (PV)-expressing 

Basket cell networks can switch to opposite configurations that either favor or 

interfere with further learning, but how this opposite plasticity is induced and 

relates to distinct learning requirements has remained unclear. Here, we show 

that PV Basket cells consist of hitherto unrecognized subpopulations, with distinct 

schedules of neurogenesis, input connectivities, output target neurons, and roles 

in learning. Plasticity of hippocampal early-born PV neurons was recruited in rule 

consolidation, whereas plasticity of late-born PV neurons was recruited in new 

information acquisition. This involved regulation of early-born neuron plasticity 

specifically through excitation, and of late-born neuron plasticity specifically 

through inhibition. Therefore, opposite learning requirements are implemented by 

distinct local networks involving PV Basket cell subpopulations specifically 

regulated through inhibition or excitation. 

2.3.2 Introduction 

Brain plasticity enables individuals to flexibly produce adaptive behaviors, thereby 

learning from experience throughout life. Surprisingly, while molecular and 

cellular mechanisms underlying plasticity of individual synapses have been 

elucidated in substantial detail, how network and system level plasticity are 

adjusted to match requirements defined by experience has remained poorly 

understood. Reinforced trial-and-error learning tasks provide attractive 

experimental paradigms to investigate how plasticity is adjusted during learning. 

Thus, effective acquisition and flexible combination of potentially task-relevant 

information is essential during early phases of trial-and-error learning, whereas 

reliable application of validated routines dominates toward learning curve 

completion (Kaelbling et al., 1996). At the circuit level, these contrasting 

requirements are reflected by shifts in the configuration of local parvalbumin (PV)-

expressing Basket cell networks, which exhibit pronounced plasticity induced by 

experience (Donato et al., 2013). Thus, PV network configurations enriched in 

neurons expressing low levels of PV and GAD67, and exhibiting high inhibitory 
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connectivity onto them are induced locally early during trial-and-error incremental 

learning, when they are required for effective learning. Such ‘‘low-PV 

configurations’’ promote acquisition and retention of new memories and structural 

synaptic plasticity (Donato et al., 2013). By contrast, configurations enriched in 

neurons expressing high levels of PV and GAD67, and exhibiting high excitatory 

connectivity onto them are induced toward completion of trial-and-error learning 

protocols. Such ‘‘high-PV configurations’’ interfere with the acquisition of new 

memories and structural synaptic plasticity (Donato et al., 2013). How induction of 

opposite PV network configurations is reliably and reversibly coupled to specific 

requirements during learning has remained unclear. The opposite configurations 

might emerge through learning-specific mechanisms sequentially shifting whole 

local PV neuron ensembles toward distinct network states. Alternatively, the 

opposite configurations might be induced through task-selective regulation of 

hitherto unknown PV neuron subpopulations.  

PV-positive Basket cells are widely distributed and abundant GABAergic 

inhibitory interneurons that provide powerful local feedforward and feedback 

inhibition through perisomatic boutons onto principal excitatory neurons (Bartos et 

al., 2007; Klausberger and Somogyi, 2008; Hu et al., 2014). In addition, PV 

Basket cells inhibit each other reciprocally through perisomatic innervation and 

are dynamically coupled electrically through gap junctions (Bartos et al., 2007; Hu 

et al., 2014). As a result, PV Basket cells filter activation of principal neurons, and 

networks of PV Basket cells have major roles in regulating local ensemble 

activities, including theta and gamma oscillations (Fuchs et al., 2007; Cardin et 

al., 2009; Kuhlman et al., 2010; Isaacson and Scanziani, 2011; Lee et al., 2012; 

Hu et al., 2014). Synaptic regulation of PV Basket cells has been implicated in 

adult learning, and the maturation state of PV Basket cells has been implicated in 

critical period-type plasticity (Hensch et al., 1998; Hensch, 2005; Di Cristo et al., 

2007; Southwell et al., 2010; Kuhlman et al., 2013; Wolff et al., 2014). The 

mechanisms through which PV neuron networks contribute to such a diverse 

range of functions have remained unclear. 

The functions of GABAergic interneurons have been traditionally classified based 

on anatomical connectivities and physiological properties (Klausberger and 
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Somogyi, 2008). With the advent of methods for in vivo recording and genetic 

control of identified neurons in behaving animals, it became apparent that 

interneuron subtypes have distinct roles during behaviour and in learning by 

flexibly and selectively gating distinct information flows to principal neurons 

(Cardin et al., 2009; Isaacson and Scanziani, 2011; Pi et al., 2013; Wolff et al., 

2014). These observations have led to new classifications of GABAergic neuron 

subtypes based on their specific circuit functions during behavior, complementing 

the original classifications based on anatomy and physiology (Kepecs and Fishell, 

2014). In keeping with this emerging view of local GABAergic neuron functions, 

the induction of distinct PV network configurations upon learning might reflect 

specific and distinct roles of PV neuron subpopulations in different forms of 

learning. 

Although PV Basket cells all share characteristic physiological and anatomical 

features, notable distinctions have been reported (Akgul and Wollmuth, 2013; Lee 

et al., 2014; Varga et al., 2014). A way through which neuronal subpopulations 

can be specified while maintaining many of their defining functional properties is 

through the acquisition of subfeatures during distinct developmental time 

windows of neurogenesis. For example, GABAergic interneurons differing in their 

schedule of neurogenesis tend to settle at different cortical layers in the adult 

(Rymar and Sadikot, 2007; Ciceri et al., 2013). Alternatively, closely comparable 

interneurons generated at different ganglionic eminence locations can have 

distinct functions (Chittajallu et al., 2013). PV Basket cells are generated in 

medial ganglionic eminence (MGE) during a protracted period of neurogenesis 

from embryonic day (E) 9.5 to E15.5 (Fishell, 2007). Accordingly, PV neurons 

generated at different times within this period might differ in 

connectivity/PV/GAD67 expression and/or in how they are regulated during 

experience-related plasticity. 

Here, we investigated how plasticity of PV Basket cell networks leads to opposite 

configurations in response to specific learning requirements. We provide 

evidence that PV Basket cells consist of previously unrecognized subpopulations 

defined by their time schedule of neurogenesis, which exhibit plasticity upon 

distinct learning requirements and target distinct subpopulations of pyramidal 
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neurons in hippocampal cornus ammonis 1 (CA1). Learning depending on 

enhanced acquisition and combination of new information induces alterations in 

inhibitory connectivity specifically onto late-born PV Basket cells, whereas early-

born cells are not affected. By contrast, learning that mainly relies on rule 

application induces alterations in excitatory connectivity onto early-born PV 

Basket cells, whereas late-born cells are not affected. We further show that early-

born PV neuron cell plasticity is specifically regulated by excitation, whereas late-

born PV neuron cell plasticity is specifically regulated by PV neuron inhibition. 

Late-born PV Basket cells specifically account for regulation of plasticity during 

critical periods of postnatal circuit maturation and upon environmental 

enrichment.  

These results reveal how contrasting acquisition/exploitation requirements during 

learning are implemented through subpopulations of PV-expressing Basket cells, 

whose plasticity is regulated by distinct forms of learning specifically through 

excitation or inhibition. Because of their specific regulation properties, the two 

subpopulations of PV Basket cells might contribute to different mental health 

dysfunctions in conditions primarily affecting excitatory or inhibitory 

neurotransmission such as schizophrenia or autism (Chao et al., 2010; Curley et 

al., 2013; Han et al., 2014). 

2.3.3 Results 

Independent Regulation of High- and Low-PV Basket Cell Subnetworks 

upon Behavioral Learning  

To determine whether there might be PV Basket cell subnetworks that can be 

regulated independently by experience to reach high- and low-PV configurations, 

we sequentially subjected mice to learning protocols that induce opposite PV 

network configurations in the hippocampus. We trained mice in the Morris water 

maze during 3 days, thereby inducing a low-PV configuration in hippocampal 

CA3. Mice were subjected to contextual fear conditioning (cFC), a form of 

learning that induces a high-PV configuration in hippocampal CA3, two hours 

after the last maze training session (Donato et al., 2013). PV signal distributions 

were analyzed on day 4; i.e., 24 hr after maze training and 22 hr after cFC. Mice, 

only trained in the maze, exhibited the expected enrichment in low-PV neurons, 
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and mice, only subjected to cFC, exhibited a robust enrichment in high-PV 

neurons (Figure 1A). By contrast, mice, first trained in the water maze and then 

fear conditioned, exhibited elevated contents of both low and high-PV neurons, 

suggesting that low- and high-PV subnetworks can be induced in parallel upon 

learning (Figure 1A; one-way ANOVA correlation among all groups, p < 0.01). 

To further explore regulation of PV neuron subsets upon different forms of 

learning, we subjected mice to 3 weeks of environmental enrichment (EE), a 

protocol that induces a low-PV network configuration that persists for more than 8 

weeks upon returning mice to control non-enriched conditions (Figure 1B). At the 

end of the 3 weeks of EE, mice were returned to their home cages and subjected 

2 days later to cFC, a protocol that induces a high-PV configuration that persists 

for less than 2 weeks (Figure 1B). Again, 1 day after, cFC enriched mice 

exhibited both enhanced low- and high-PV neuron contents in hippocampal CA3 

(Figure 1B; one-way ANOVA correlation among all groups, p < 0.01; Student t 

test: EE versus EE 8 weeks not significant [n.s.], control versus cFC 2 weeks 

n.s.). Notably, 2 weeks after fear conditioning, the hippocampal PV network in 

these mice returned to its enriched low-PV configuration, not the baseline 

configuration (Figure 1B). By providing evidence for long-term memory of a low-

PV network configuration in spite of the more transient high-PV arrangement 

induced upon cFC, these results suggested that independent PV neuron subsets 

can undergo plasticity upon enrichment and upon cFC. 
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Figure 1. Independent Regulation of High- and Low-PV Basket Cell Subnetworks 

upon Behavioral Learning 

(A) Three days of MWM learning followed by fear conditioning produce both low- and 

high-PV shifts in hippocampal CA3b. PV expression levels defined as described in 

Experimental Procedures.  

(B) Long-term memory of low-PV network configuration in mice first enriched during 3 

weeks and then fear conditioned. Average values (means ± SEM) from five mice and 60 

PV neurons each; p < 0.001 (***) and < 0.01 (**). 

 

Developmental Neurogenesis Schedule Predicts Baseline PV and 

Connectivity Levels in the Adult 

PV neuron subsets could be selected from homogeneous pools of PV neurons 

through regulation by experience or might reflect the existence of PV neuron 

subpopulations with distinct regulatory properties. To investigate the possible 

existence of PV Basket cell subpopulations, we labeled proliferating cells at 

distinct stages of embryonic development with bromodeoxyuridine (BrdU) and 

analyzed BrdU/PV double-positive cells in hippocampal CA3 of 2–3 months old 

(adult) mice. We found that hippocampal PV neurons generated at E9.5 or E11.5 

were predominantly high- and intermediate-high PV (Figure 2A). By contrast, 

neurons generated at E13.5 or E15.5 were predominantly intermediate-low- and 

low-PV (Figure 2A; one-way ANOVA, p < 0.0001). Undistinguishable 

relationships were detected between time schedules of neurogenesis and PV or 

GAD-67 levels in PV neurons (Figure 2A). After neurogenesis, PV Basket cells 

migrate from MGE to populate most brain regions (Fishell, 2007; Marın, 2012). To 
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determine whether the dramatic bias in adult PV levels as a function of birthdate 

might apply generally to MGE-derived PV neurons, we analyzed BrdU/PV double-

positive cells in hippocampal CA1, primary somatosensory whisker cortex, and 

dorsal striatum. In these different brain regions PV levels were again consistently 

correlated to birthdate, with intermediate-high/high-PV levels in E9.5- and E11.5-

born cells and intermediate-low/low-PV levels in E13.5- and E15.5-born cells 

(Figure 2B). 

Basket cells with high, respectively low PV/GAD67 levels exhibit major 

differences in excitatory and inhibitory synaptic puncta densities in the adult 

(Donato et al., 2013). Specifically, excitatory (Bassoon/PSD95-positive) to 

inhibitory (Gephyrin/VGAT-positive) synaptic puncta ratios vary as a function of 

PV signal levels, and are up to 4:1 in the most high-PV neurons and 1:2 in the 

most low-PV neurons (Figure 2C). This striking relationship between 

excitatory/inhibitory synaptic puncta ratios and PV levels was matched by a 

corresponding relationship between PV cell birthdate and synapse densities 

(Figure 2C; Student’s t test, E9.5 and E11.5 differ from E13.5 and E15.5, p < 

0.001 [Bassoon] and p < 0.01 [Gephyrin]; no significant difference between E9.5 

and E11.5 or between E13.5 and E15.5). Notably, at comparable PV levels, 

early-born PV neurons tended to exhibit higher excitatory synaptic puncta 

densities, whereas late-born neurons exhibited higher inhibitory synaptic puncta 

densities, suggesting that early- and late-born PV neurons might differ in how 

they receive excitatory, respectively inhibitory synapses (Figure 2D). Therefore, 

PV neurons generated during the first half of subpallium neurogenesis (early-

born) mainly exhibit high PV and GAD-67 level distributions and high excitatory 

synaptic puncta densities in the adult, whereas PV neurons generated during the 

second half of subpallium neurogenesis (late-born) predominantly exhibit low PV 

and GAD-67 levels and higher inhibitory synaptic puncta densities in the adult 

(Figure 2E). 
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Figure 2. Developmental Schedule of Neurogenesis Predicts Baseline PV Levels in 

the Adult. 

(A) Relationship between schedule of neurogenesis (BrdU labeling time) and 

PV/GAD67 levels in adult hippocampal CA3b. Left, representative example of PV 

neuron in adult hippocampal CA3b labeled with BrdU and scatter plot of PV labeling 
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values for cells (individual dots) labeled at E9.5, E11.5, E13.5, and E15.5. Center, 

labeling value distributions as a function of birthdate. Right, relationship between PV and 

GAD67 labeling signals in individual PV cells labeled at E11.5 or at E13.5 and 

comparison with random collection of PV cells. 

(B) Relationship between schedule of neurogenesis (BrdU labeling time) and PV levels 

in adult hippocampal CA1, primary somatosensory (barrel) cortex, and dorsal striatum. 

(C) Relationship between schedule of neurogenesis and average values of 

excitatory (Bassoon) and inhibitory (Gephyrin) synaptic puncta densities onto PV 

dendrites in CA3b. Left, representative examples of PV+ dendrites counterstained for 

Bassoon or Gephyrin (single confocal sections; arrows, individual synaptic puncta). 

Right, comparison of excitatory and inhibitory synaptic puncta densities for PV neurons 

identified by their PV labeling intensities or their birthdates. 

(D) Relationship between PV labeling values and excitatory/inhibitory synaptic puncta 

densities for whole PV population (all), early-born PV neurons (labeled at E11.5), and 

late-born PV neurons (labeled at E13.5). 

(E) Schematic of how early- and late-born PV neurons exhibit distinct PV labeling 

intensities and excitation-inhibition connectivity in the adult. (A–D) Average values 

(means ± SEM) from five mice and 60 PV neurons each. Scale bars, 7 (A) and 2.5 (C) 

mm. 

 

Adult PV/Connectivity Values Reflect Intrinsic Properties of Early- and Late-

Born PV Neurons 

To determine whether the relationship between developmental time of 

neurogenesis and PV-excitatory/inhibitory values under baseline adult conditions 

reflects intrinsic properties of PVneurons and/or distinct signals from the 

environment during their migration and local network incorporation, we carried out 

donor-host graft experiments in embryonic mice. In a first series of experiments, 

donor PV neurons were dissected from the MGE of E13.5 PV-Cre:Rosa-flex-

tdTomato embryos in which PV-expressing neurons are fated to express 

tdTomato, dissociated in vitro, concentrated, and injected under ultrasound 

guidance into E11.5 non-transgenic host MGE (Figure 3A). We determined 

whether, in the adult, the relatively older donor PV neurons had assumed an 

early, host-related fate, or whether they had maintained a late donor-related fate. 

We found that tdTomato-positive donor PV neurons exhibited predominantly low-

PV neuron values characteristic of their birthdate in the donor embryo (Figures 

3A and 3B; Mann-Whitney test, E11.5 versus E.13.5 or versus donor, p < 0.0001 
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and E13.5 versus donor, n.s.). In parallel, late-born donor neurons exhibited low 

excitatory/inhibitory synaptic puncta ratio distributions (absolute values and 

variances) characteristic of late-born low-PV neurons (Figure 3C). In 

complementary experiments, we delivered neurons from the MGE of E11.5 PV-

Cre: Rosa-flex-tdTomato embryos into E13.5 non-transgenic host MGE. We 

found that tdTomato-positive donor PV neurons exhibited high- and intermediate-

high PV neuron values characteristic of their birthdate in the donor E11.5 embryo 

(Figure3D). Therefore, PV and excitation/inhibition connectivity profiles of early- 

and late-born PV neurons in the adult reflect distinct intrinsic properties of these 

neurons determined at the time of neurogenesis. These results are consistent 

with the possibility that PV Basket cells generated during early and late 

developmental windows of neurogenesis might represent distinct subpopulations 

of PV neurons. 
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Figure 3. PV and Connectivity Values in the Adult Reflect Intrinsic Properties of 

Early- and Late-Born PV Neurons. 

(A) Grafting late-born (E13.5) MGE neurons into E11.5 MGE. Left, schematic of 

experimental protocol. Center, ultrasound image of E11.5 host, with GE indicated by red 

dots. Right, examples of tomato-labeled donor PV neurons in adult CA3 and DG. 

(B) Distribution of PV labeling intensities in donor neurons closely matched to 

late-born PV neurons of host. Average values (means ± SEM) from five mice and 15–

40 PV neurons each. 

(C) Densities of excitatory and inhibitory synaptic puncta along dendrites of donor 

PV neurons. Graphs on the right, Gephyrin puncta densities along E13.5-born PV 

neurons and donor PV neurons (E13.5 donor) exhibit closely comparable distributions as 

a function of PV labeling intensities (correlation and variance). Dots represent individual 

PV neurons. 

(D) Grafting early-born (E11.5) MGE neurons into E13.5 MGE. Left, example of 

tomato-labeled donor PV neuron in adult CA1. Right, distribution of PV labelling 

intensities in donor neurons closely matched to early-born PV neurons of host. Average 

values (means ± SEM) from three mice and 20–30 PV neurons each. Scale bars, 30 

mm. 

 

Non-Overlapping Regulation of Cell-Plasticity in Early- and Late-Born PV 

Neurons 

To determine whether intrinsic properties of PV neurons generated at early and 

late embryonic developmental time points might influence how these neurons are 

affected by learning in the adult, we subjected BrdU-labeled 2–3- months-old 

mice to either cFC or EE. cFC had a major impact on PV value distributions in 

hippocampal CA3 cells labeled at E9.5 or E11.5 (Figure 4A). By contrast, PV 

value distributions in cells labeled at E13.5 or E15.5 were not noticeably affected 

by cFC (Figure 4A). Conversely, EE affected PV value distributions of 
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hippocampal CA3 cells labeled at E13.5 or E15.5, but cells labeled at E9.5 or 

E11.5 exhibited no noticeable changes in PV value distributions upon EE (Figure 

4A). Estimated fractions of PV neurons generated at the various time windows 

against the total of BrdU labeled PV neurons were 18.5% (E9.5), 32% (E11.5), 

35.5% (E13.5), and 14% (E15.5). Combining these estimates with the values in 

Figures 1A, 2A, and 4A, we predict 48.7% high-PV neurons upon cFC (versus 

about 49.8% in Figure 1A) and 34.7% low-PV neurons upon EE (versus 35% in 

Figure 1A). In parallel, excitatory/inhibitory synaptic puncta ratios were affected 

by cFC selectively in cells labeled at E9.5 and E11.5 (excitatory puncta densities 

further enhanced), and by EE selectively in cells labeled at E13.5 or E15.5 

(inhibitory puncta densities further enhanced; Figure 4B). 

To search for molecular counterparts of excitatory versus inhibitory experience-

dependent connectivity regulation onto early- versus late-born PV neurons, we 

focused on Mef2a, an activity-regulated transcription factor that has been linked 

to learning-related plasticity and that negatively regulates excitatory synapse 

numbers (Flavell et al., 2006). Under baseline conditions, PV and Mef2a levels in 

PV neurons were positively correlated, with highest Mef2a signals in early-born 

high-PV neurons and lowest Mef2a signals in late-born low-PV neurons (Figure 

4C). Upon cFC, Mef2a levels decreased specifically in early-born PV neurons in 

parallel with increased excitatory puncta densities (Figure 4C). Furthermore, upon 

EE, Mef2a levels increased specifically in late-born PV neurons in parallel with 

increased inhibitory puncta densities (Figure 4C). Notably, regardless of endpoint 

PV values, Mef2a values of early-born neurons (>95%, p < 0.01) were regulated 

by cFC, but not EE, whereas Mef2a values of late-born neurons were regulated 

by EE, but not cFC (Figure 4D). In control experiments, baseline and learning-

induced changes in PV network configurations of BrdU-labeled mice were 

undistinguishable from those in non-labeled mice (data not shown). 

To investigate whether subpopulation specific regulation of PV neurons during 

learning is a general phenomenon not restricted to cFC and EE, we analyzed PV 

and Mef2a level regulation in BrdU-labeled cells of mice subjected to water maze 

training. In this trial and error incremental learning protocol, hippocampal CA3 PV 

neurons first shift to a low-PV network configuration (days 2–6) and then to a 
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high-PV network configuration (>day 7) (Donato et al., 2013). Late-born PV 

neurons were selectively regulated during early phases of maze learning, when 

they reversibly shifted to low-PV/high-Mef2a values (Figure 4E). By contrast, 

early-born PV neurons were selectively regulated during late phases of maze 

learning, when they shifted to high-PV/low-Mef2a values (Figure 4E). The 

subpopulation specificity of learning-induced PV neuron regulation was thus 

undistinguishable for PV, Mef2a, and connectivity, but the signs of subpopulation 

specific Mef2a shifts were opposite to those induced in excitatory/inhibitory 

connectivity (Figure 4F). In the following, we designate these concerted 

alterations in PV/Mef2a/connectivity as PV neuron cell-plasticity. 

 

 

Figure 4. Non-Overlapping Regulation of Cell-Plasticity upon Learning in Early- 

and Late-Born PV Neurons. 

(A) Time schedule of neurogenesis versus regulation of PV levels upon cFC or EE. 

PV changes (graph on the right) are indicated as differences of high- and low-PV 

contents in cFC or EE versus baseline values. 

(B) Time schedule of neurogenesis versus regulation of excitatory and inhibitory synaptic 

puncta densities onto PV neurons upon cFC or EE. 

(C) Mef2a labeling levels in PV neurons under baseline conditions and upon cFC 

or EE. Upper left, representative examples of Mef2a and PV labeling intensities. Upper 
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right, Mef2a versus PV levels or birthdate in adult hippocampal CA3b under baseline 

conditions. Lower panel, time schedule of neurogenesis versus regulation of Mef2a 

labeling intensities in PV neurons upon cFC or EE. Scale bars, 4 mm. 

           

 

   

(D) Mef2a values as a function of endpoint PV values and PV neuron birthdate in cFC 

and EE experiments. 

(E) Time schedule of neurogenesis versus regulation of PV or Mef2a levels PV early (3 

days) and late (8 days) in MWM learning. Changes are against corresponding baseline 

values. 
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(F) Schematic of how early-born PV neurons undergo plasticity upon cFC and late in 

MWM learning, whereas late-born PV neurons undergo plasticity upon EE and early in 

maze learning.  

(A–E) Average values (means ± SEM) from five mice and 60 PV neurons each; Mann-

Whitney, p < 0.01 (**), and p < 0.05 (*). 

 

Early- and Late-Born PV Basket Cells Target Distinct Subpopulations of 

Pyramidal Neurons in CA1 

To determine whether early- and late-born PV Basket cell subpopulations 

exhibiting plasticity upon distinct learning requirements might in turn control 

distinct subpopulations of local excitatory neurons, we focused on their pyramidal 

neuron targets in hippocampal CA1. Deep cells in CA1 stratum pyramidale are 

generated 1–2 days before superficial cells during embryonic neurogenesis 

(Slomianka et al., 2011). When compared to superficial cells, deep cells exhibit 

distinct firing and gene expression properties (Mizuseki et al., 2011; Slomianka et 

al., 2011), receive stronger innervation from PV neurons (Lee et al., 2014), and 

exhibit distinct extra-hippocampal projection targets (Slomianka et al., 2011; Lee 

et al., 2014). Because PV levels at soma and presynaptic boutons of individual 

Basket cells are closely comparable (Donato et al., 2013), we analyzed 

distributions of PV labelling intensities at pyramidal layer presynaptic boutons as 

an estimate of PV neuron inputs. We found that in mice housed under control 

conditions, presynaptic boutons targeting deep layer pyramidal cells 

predominantly exhibited high- and intermediate-high PV signals, whereas 

presynaptic boutons targeting superficial cells predominantly exhibited low- and 

intermediate-low PV signals (Figure 5A). Bouton PV level distributions at deep 

layer pyramidal cells resembled those of early-born neuron somas, whereas 

those at superficial pyramidal cells resembled those at late-born neuron somas 

(Figure 5A). These distinctions were not majorly affected when the outer 20% or 

40% of the pyramidal cell layer in dorsal hippocampus CA1 was compared, 

suggesting that the differences did not reflect a continuous gradient distribution 

(Figure 5A). Notably, a high-PV shift upon cFC was specifically restricted to 

terminals onto deep cells, whereas a low-PV shift upon EE was specifically 

restricted to terminals targeting superficial cells (Figure 5B). These results 
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suggested that early-born PV Basket cells preferentially target deep cells within 

the pyramidal cell layer in CA1, whereas late-born PV Basket cells preferentially 

target superficial cells. 

 

Figure 5. Early- and Late-Born PV Neurons Preferentially Target Distinct 

Subpopulations of Principal Neurons in Hippocampal CA1. 

(A) PV signals of perisomatic boutons at deep- and superficial-layer CA1 pyramidal 

cells. Left, representative examples of bouton signal distributions at deep- and 

superficial-layer pyramidal neurons. Scale bars, 15 (top) and 5 mm. Right, PV level 

distributions of PV perisomatic boutons in hippocampal CA1. Weighted values at somas 

of E9.5 (18.5% of total BrdU-labeled PV neurons) and E11.5 (32% of total), early-PV, 

and weighted values at somas of E13.5 (35.5% of total) and E15.5 (14% of total), late-

PV. Deep/superficial 20 m, first 20 mm from oriens or radiatum; deep/superficial 40 m, 

first 40 mm from oriens or radiatum. 

(B) PV level distributions of perisomatic boutons at deep- and superficial-layer 

CA1 pyramidal cells upon cFC or EE. (A and B) Average values (means ± SEM) from 

five mice and 300 boutons each. Scale bars, 30 mm. 

 

Early- and Late-Born PV Cell-Plasticity Specifically Associated with Distinct 

Learning Requirements 

To determine whether subpopulation specific regulation involves the sign of 

PV/connectivity shifts or rather the specific type of learning requirement, we 

searched for systems where cFC, EE, and Morris water maze (MWM) might 

induce PV network shifts differing from those in hippocampal CA3. We found that 

in stark contrast to hippocampal CA3 and CA1, the PV cell network in 

hippocampal dentate gyrus (DG) shifted to a low-PV configuration upon cFC and 

at the end of MWM learning, and to a high-PV configuration upon EE and during 

MWM learning (Figure 6A). Like in CA3/CA1, PV baseline levels in DG PV cells 
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were positively correlated to developmental schedules of neurogenesis, with 

early-born cells predominantly exhibiting high and intermediate-high PV values 

and late-born cells exhibiting intermediate low and low PV values (Figure 6B). 

Notably, and again like in CA3/CA1, only early-born cells shifted PV levels upon 

cFC, or at the end of MWM learning, although in DG the shift was toward low-PV 

values (Figure 6C). Likewise, upon EE, or early in MWM learning, only late-born 

cells shifted their PV levels, but the shift in DG was toward high-PV values 

(Figure 6C). Mef2a levels again shifted opposite to PV levels; i.e., toward higher 

values upon cFC in early-born cells and toward lower values in late-born cells 

upon EE (Figure 6C). Therefore, although the signs of learning induced PV/Mef2a 

shifts were opposite in hippocampal CA3/CA1 and DG, early-born neurons were 

specifically regulated by cFC and at the end of MWM learning, whereas late-born 

neurons were specifically regulated by EE and early in MWM learning in all three 

hippocampal subdivisions. 

We next determined whether shifts in excitation/inhibition synaptic puncta 

densities in DG adjust to the sign of PV changes; i.e., more inhibitory synaptic 

puncta upon a shift to low-PV and more excitatory synaptic puncta upon a shift to 

high-PV, or whether they adjust according to PV neuron subpopulation; i.e., 

changes in excitatory puncta for early-born cells and in inhibitory puncta for late-

born cells. We found that in DG, cFC specifically induced a reduction in excitatory 

synaptic puncta onto early-born PV cells, and that EE specifically induced a 

reduction in inhibitory synaptic puncta onto late-born PV cells (Figure 6C). 

Therefore, both in CA3/CA1 and in DG, early-born PV neuron cell-plasticity 

specifically involved changes in excitatory connectivity onto PV neurons, whereas 

late-born cell-plasticity specifically involved changes in inhibitory connectivity onto 

PV neurons (Figure 6D). 
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Figure 6. Early- and Late-Born PV Cell-Plasticity Specifically Associated with 

Distinct Learning Paradigms. 

(A) Learning-related PV network shifts in hippocampal CA1 and DG. 

(B) Baseline PV level distributions as a function of neurogenesis schedule in DG. 

(C) PV neuron cell plasticity upon cFC or EE as a function of neurogenesis schedule in 

DG. 

(D) Schematic of how cell plasticity in early-born PV neurons specifically involves 

changes in excitatory connectivity upon cFC or late in MWM learning, whereas plasticity 

in late-born neurons specifically involves changes in inhibitory connectivity upon EE or 

early in maze learning.  

(A–C) Average values (means ± SEM) from five mice and 60 PV neurons each; p < 

0.001 (***) and < 0.01 (**). 

Subpopulation Cell-Plasticity Specifically Regulated through Excitation or 

Inhibition 

To investigate whether early-born PV neuron cell-plasticity might be specifically 

regulated through synaptic excitation, we took an optogenetic approach. Channel 

rhodopsin (Chr2) was expressed in DG granule cells in hippocampal slice 

cultures using an adeno-associated virus (AAV) viral construct. Light activation of 

granule cells (500 milliseconds pulses at 1 Hz during 3 min) induced a robust 
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increase in PV signals in Basket cells in CA3, consistent with the notion that 

excitatory synaptic stimulation of PV neurons can induce a high-PV shift (Figure 

7A). The high-PV shift in CA3 was suppressed by an α-amino-3-hydroxy-5-

methyl-4-isoxazolepropionic acid or an N-methyl-D-aspartate (NMDA) receptor 

antagonist, and by an mGluR2 agonist, consistent with the notion that it involved 

plasticity-inducing mossy fiber-mediated synaptic transmission in CA3 (Figure 

7A). Notably, early-born PV neurons exhibited markedly higher PV values upon 

optogenetic granule cell stimulation, whereas late-born PV neurons did not 

(Figure 7B). Since mossy fiber terminal filopodia contacted both early- and late-

born PV neurons (data not shown), these results suggested that early-born, but 

not late-born PV neuron cell-plasticity, is regulated by excitation. 

To investigate whether early-born PV neurons specifically respond to changes in 

synaptic excitation in situ, we treated adult mice pharmacologically with the 

competitive inhibitor of NMDA receptors, AP5. Delivery of AP5 during 3 days 

induced lower contents of high-PV and higher contents of low-PV neurons in 

hippocampal CA3 (Figure 7C). Notably, AP5 specifically affected PV levels in 

early-born neurons, whereas late-born neurons were not affected (Figure 7C). 

When AP5 treated mice were tested for hippocampal memory in the familiar 

object recognition (FOR) test, they exhibited enhanced memory comparable to 

EE mice (Figure 7C), suggesting that when a low-PV configuration is induced 

pharmacologically, it can enhance formation of new memories regardless of 

whether it involved plasticity in late- or in early-born PV neurons. 

To further investigate specific regulation of PV subpopulation cell-plasticity by 

excitation or inhibition, we induced PV shifts in vivo using a direct 

pharmacogenetic approach (Magnus et al., 2011) in BrdU-labeled adult PV-Cre 

mice. In >98% of virus-transduced PV neurons, pharmacogenetic activation of PV 

neurons induced a high-PV shift, whereas pharmacogenetic inhibition induced a 

low-PV shift (Figure 7D; one-way ANOVA or post hoc Bartlett and Brown-

Forsythe, p < 0.0001). Notably, however, only early-born neurons exhibited a 

corresponding shift in Mef2a levels and excitatory synaptic puncta densities upon 

pharmacogenetic activation, whereas the high-PV shift in late-born cells did not 

involve a corresponding Mef2a/connectivity shift (Figure 7D). Likewise, only late-
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born cells exhibited a corresponding Mef2a/inhibitory connectivity shift upon 

pharmacogenetic inhibition, whereas the low-PV shift was not accompanied by a 

corresponding Mef2a/connectivity shift in early-born neurons (Figure 7D). These 

results provided evidence that persistent direct non-synaptic excitation (through 

depolarization) or inhibition (through hyperpolarization) of PV neurons can shift 

PV expression values in all PV cells, but only early-born neurons exhibit 

Mef2a/connectivity plasticity upon excitation, and only late-born neurons exhibit 

Mef2a/connectivity plasticity upon inhibition (Figure 7E). 
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Figure 7. Subpopulation Cell-Plasticity Specifically Regulated through Excitation, 

Respectively Inhibition. 

(A and B) Synaptic excitation of PV neurons in CA3 upon optogenetic activation of DG 

granule cells in hippocampal slice cultures. 

(A) Schematic of experimental protocol (left) and experimental conditions producing a 

high-PV network configuration shift in CA3. 

(B) High-PV shift upon granule cell activation in early-born PV neurons, but not in late-

born PV neurons. Average values (means ± SEM) from three mice, six slice cultures, and 

60 PV neurons each. 

(C) Pharmacological inhibition of NMDA receptors in adult hippocampus specifically 

induces a low-PV configuration shift in early-born PV neurons, but not in late-born PV 

neurons. Top, average values from five mice and 60 PV neurons each. Bottom, 

enhanced FOR memory upon APV treatment; average values (means ± SEM) from four 

mice each. 

(D) Direct pharmacogenetic excitation or inhibition of PV neurons in adult 

hippocampal CA3. Activator virus-positive PV neurons are all shifted to high-PV values 

(upper left, red), but only early-born PV neurons exhibit enhanced excitatory connectivity 

densities (upper right, red) and reduced Mef2a labeling values (lower panel, red). 

Average values (means ± SEM) from five mice and 60 PV neurons each; Mann-Whitney 

test, p < 0.05 (*), and p < 0.01 (**). Lower left, representative example of two PV neurons 

co-labeled for Mef2a and virus expression (Bungarotoxin [Btx]). Scale bar, 4 mm. 

(E) Schematic of how early-born PV neurons specifically exhibit cell plasticity upon 

changes in their synaptic excitation, whereas late-born PV neurons specifically exhibit 

cell plasticity upon changes in their synaptic inhibition. 

 

Enhancing New Learning during Development and in the Adult Involves 

Late-Born PV Regulation 

Given that task-related requirements leading to enhanced new learning 

specifically involved inhibitory connectivity regulation on late-born PV neurons, 

we wondered whether this subpopulation of PV Basket cells might generally 

account for regulation enhancing new learning. Indeed, the opening of critical 
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period plasticity during circuit maturation depends on growing PV neuron 

inhibition (Hensch, 2005; Levelt and Hu bener, 2012). Furthermore, dissolving 

local perineuronal nets onto PV neurons, a procedure that induces a low-PV shift 

in the hippocampus, can prevent critical period closing and promotes adult 

plasticity (Pizzorusso et al., 2002). Accordingly, we investigated whether such 

critical period-type plasticity specifically involves late-born PV neuron regulation. 

To investigate PV regulation by inhibition during circuit maturation, we analyzed 

the timing of PV neuron differentiation in developing mouse hippocampal CA3b. 

Following the establishment of a first mossy fiber bouton from postnatal day (P) 

6–P7 on, large mossy fiber terminals went through a dramatic phase of filopodial 

growth (P7–P11), which was followed by expansion of the large core terminal and 

loss of most filopodia (Figure 8A) (Wilke et al., 2013). The filopodia contacted PV 

neurons and established putative presynaptic terminals onto these cells (Figure 

8A). In parallel, we observed a gradual increase in PV positive cells in CA3 from 

P8 to P16, when PV-positive neuron densities reached >85% of adult levels 

(Figure 8A; one-way ANOVA, p < 0.05). Interfering with mossy fiber transmission 

using an mGluR2 receptor agonist between P8 and P10 interfered with PV 

neuron maturation in CA3 and CA1, suggesting that this process is promoted by 

DG granule cell activity (data not shown). Mimicking increasing inhibition by 

delivery of the GABA-A receptor agonist Diazepam between P8 and P10 strongly 

increased low-PV neuron contents and total PV-positive (differentiated) neuron 

densities in hippocampal CA3 at P11 (Figure 8B). Notably, delivery of Diazepam 

during PV neuron maturation selectively enhanced PV-positive neuron numbers 

and low-PV contents among late-born PV neurons at P11, whereas early-born PV 

neurons were not affected by the treatment (Figure 8B). 

To determine whether interventions that reinduce critical period-like plasticity in 

the adult also selectively target late-born PV neurons, we dissolved perineuronal 

nets in adult CA3b by locally applying Chondroitinase ABC (ChABC) (Pizzorusso 

et al., 2002). In hippocampal CA3 Wisteria floribunda lectin (WFA)-positive 

perineuronal nets were not restricted to cells with high PV levels and also 

surrounded cells with low-PV signals (Figure 8C). As expected, ChABC induced a 

robust low-PV shift in hippocampal CA3, although many cells exhibiting high-PV 
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signals were still detected (Figure 8C). Notably, ChABC specifically affected PV 

levels in late-born cells, whereas early-born cells were not affected (Figure 8C). 

Consistent with specific regulation of late-born PV neurons through inhibition, the 

low-PV shift upon ChABC was accompanied by a specific increase in inhibitory 

puncta densities onto late-born cells, whereas excitatory puncta were not affected 

(Figure 8C). 

In further experiments aiming at relating induction of plasticity in the adult to late-

PV neuron regulation, we determined whether delivery of Diazepam in the adult, 

a treatment that can induce critical period-like plasticity (Hensch, 2005), might 

again selectively affect late-born PV neurons. Delivery of Diazepam during 3 days 

induced higher contents of low-PV neurons in hippocampal CA3 (Figure 8D). 

Notably, Diazepam specifically affected PV levels in late-born PV neurons, 

whereas early-born neurons were not affected (Figure 8D). 

Finally, to determine whether plasticity in late-born PV neurons is causally related 

to enhanced learning in the adult, we specifically interfered with learning-related 

inhibition of PV neurons during the first 3 days of water maze training by 

delivering vasointestinal peptide (VIP) antagonist to ventral hippocampus (Donato 

et al., 2013). As expected, VIP antagonist prevented a learning-related low-PV 

shift in ventral hippocampus (Figure 8E). Notably, the antagonist specifically 

affected learning-related plasticity in late-born PV neurons, whereas early-born 

PV neurons were not affected (Figure 8F). In parallel, the antagonist suppressed 

maze learning (Figure 8E), supporting the notion that plasticity in late-born PV 

neurons early during maze training is required for learning. 
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Figure 8. Enhancing Plasticity during Development and in the Adult Involves Late-

Born PV Regulation. 

(A) Innervation and maturation of PV neurons in hippocampal CA3. Left, 

representative camera lucida of large mossy fiber terminals with their filopodia along the 

CA3 axis (CA3c matures last). Center, representative examples of large mossy fiber 

terminals (LMT) in CA3b at P10, with filopodial varicosities contacting PV neuron 

dendrites (arrows). Right, average densities of PV+ neurons in CA3b as a function of 

age. Average values (means ± SEM) from three mice and 15 areas each. 

(B) Enhancing inhibition with Diazepam between P8 and P10 specifically augments 

numbers of late-born PV+ low-PV neurons in CA3b at P11. Left, PV+ soma densities. 
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Right, PV levels distributions. Average values (means ± SEM) from five mice and 15 

areas (or 40 PV neurons) each. 

(C) ChABC treatment in adult hippocampal CA3 specifically targets late-born PV 

neurons. Left, representative example of PV/PNN (WFA) double labeling in CA3b. Some 

PNN+ neurons exhibit low PV levels (yellow arrows), some PNN+ neurons exhibit high 

PV levels (blue arrow), and some high-PV neurons exhibit no detectable PNNs (orange 

arrow). Center, PV level distributions in PV+ neurons upon ChABC as a function of PV 

neuron birthdate. Right, Synaptic puncta density changes upon ChABC (versus baseline 

values) onto PV+ neuron dendrites as a function of PV neuron birthdate. Average values 

(means ± SEM) from five mice and 60 PV neurons each (C–E). 

(D) Enhancing inhibition with Diazepam in adult CA3 specifically induces a low-PV shift 

in late-born PV neurons. 

(E) Interfering with plasticity specifically in late-born PV neurons prevents new 

learning in water maze training. Left, learning curve during first 3 days of training, with 

and without interference with VIP receptor signaling in ventral hippocampus CA3. Right, 

specific low-PV shift in late-born PV neurons and interference by VIP receptor 

antagonist; analysis after third day of training. Scale bars, 3 (A) and 20 (C) mm. 

 

2.3.4 Discussion 

We have investigated how local PV network plasticity is regulated upon learning 

and provide evidence that PV Basket cells consist of two previously unrecognized 

subpopulations, which are specified during the first and second half of 

neurogenesis in mouse subpallium, and differ in their connectivities and plasticity 

regulation. Early-born PV Basket cells generated during the first half of 

neurogenesis exhibit comparatively high PV/ GAD-67 levels and 

excitation/inhibition connectivity ratios under baseline conditions, which in most 

cases further increase upon learning-induced plasticity. Furthermore, early-born 

PV neurons exhibit plasticity upon cFC and at the end of maze learning, but not 

upon EE or during maze learning. By contrast, late-born PV Basket cells specified 

during the second half of neurogenesis exhibit low PV/GAD-67 levels and 

excitation/inhibition connectivity ratios under baseline conditions, which in most 

cases further decrease upon learning-induced plasticity. Furthermore, late-born 

PV neurons exhibit plasticity upon EE, during maze learning, and when critical 

period-type plasticity is induced. Notably, early-born PV neuron cell plasticity is 

specifically regulated by excitation, whereas late-born PV neuron cell plasticity is 

specifically regulated by PV neuron inhibition. Furthermore, early- and late-born 

PV Basket cells preferentially target distinct subpopulations of pyramidal neurons 
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in hippocampal CA1. In the following sections, we discuss main implications of 

these findings, and how they relate to those of previous studies on the regulation 

of plasticity upon learning. 

Two Subpopulations of PV Basket Cells 

Our results provide evidence for the existence of two subpopulations of PV 

Basket cells defined by their distinct schedules of neurogenesis. E13.5-derived 

PV neurons transplanted into the MGE of an E11.5 host embryo or E11.5-derived 

PV neurons transplanted into the MGE of an E13.5 host embryo exhibited 

characteristic features of donor PV neurons in the adult, providing evidence that 

PV/GAD-67 levels and excitatory/inhibitory connectivity ratios reflect intrinsic 

properties of PV neurons specified around the time of neurogenesis. Notably, 

regardless of their final PV levels, early-born neurons specifically exhibited 

excitatory connectivity and Mef2a regulation upon cFC, but not EE, and late-born 

neurons specifically exhibited inhibitory connectivity and Mef2a plasticity upon 

EE, but not cFC. Baseline Mef2a values in early-and late-born PV neurons were 

opposite than might have been predicted based on excitatory-inhibitory synaptic 

puncta densities in the two subpopulations, whereas Mef2a regulation upon 

plasticity was as might have been predicted (Flavell et al., 2006; i.e., toward 

lower-Mef2a and higher-excitatory puncta and toward higher-Mef2a and higher 

inhibitory puncta). While subpopulation specific Mef2a baseline values might 

provide for effective regulation of synaptic density changes in the two 

subpopulations upon induction of plasticity, whether the Mef2a shifts upon 

plasticity do mediate changes in synapse densities onto PV neurons remains to 

be determined. 

Taken together, these results suggest that PV Basket cells generated up to E11.5 

exhibit closely comparable early-born PV neuron properties, whereas Basket 

cells generated from E13.5 on exhibit closely comparable late-born PV neuron 

properties. Together, these time windows account for 80%–85% of total PV 

Basket cell neurogenesis in the MGE (data not shown). While our results are 

consistent with the notion that with respect to experience-related cell plasticity, 

PV Basket cells can all be assigned to one of two opposite subpopulations, our 

analysis cannot address subpopulation distributions at the time of early/late-born 
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PV neurogenesis overlap. Furthermore, our results do not exclude the existence 

of further distinctions among PV Basket cells (see Varga et al., 2014). 

The consistent experience-related plasticity regulation of the two subpopulations 

of PV Basket cells raised the issue of whether these might also exhibit distinct 

output targets related to behavioral function (Kepecs and Fishell, 2014; Lee et al., 

2014). While PV Basket cells exhibit high probabilities of connectivity to local 

principal neurons, early-born PV neurons are more abundant in deep cortical 

layers of neocortex, whereas late-born neurons are more abundant in upper 

layers (Ciceri et al., 2013), suggesting that early- and late-born PV neurons might 

directly control different ensembles of excitatory cortical neurons. Indeed, we 

found that early-born PV neurons preferentially target deep cells in the pyramidal 

layer of hippocampal CA1, whereas late-born PV neurons preferentially target 

superficial cells. The selective connectivity between early/late-born PV neurons 

and early/late-born pyramidal cells is reminiscent of selective connectivity among 

principal neuron subpopulations in hippocampal DG, CA3, and CA1, suggesting 

that it might reflect circuit assembly principles based on relative schedules of 

neurogenesis and neuronal maturation (Deguchi et al., 2011). While the 

functional implications of the selective output connectivity of PV neuron 

subpopulations remain to be determined, our findings would be consistent with 

the notion that the distinct excitation/inhibition input ratios onto early- and late-

born PV neurons and the specific regulation upon learning might reflect 

information flow through functionally distinct microcircuits (see Larkin et al., 

2014). 

Convergent Network and Plasticity Regulation through Excitation or 

Inhibition in Learning 

A key finding of our study is that early-born PV neuron plasticity is regulated 

through excitation and late-born PV neuron plasticity is regulated through 

inhibition. Furthermore, cell plasticity in early-born neurons involved alterations in 

the densities of excitatory, but not inhibitory synaptic puncta, and cell plasticity in 

late-born neurons involved alterations in inhibitory, but not excitatory synaptic 

puncta densities onto PV neuron dendrites. These matched specificities of 

regulation were particularly striking in comparisons of how cFC or EE induced PV 
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cell plasticity in CA3/CA1 versus DG. Thus, while cFC consistently involved early-

born neuron plasticity and EE consistently involved late-born neuron plasticity, 

the signs of PV and Mef2a changes were opposite in the hippocampal 

subdivisions, and this was reflected in opposite signs of excitatory, respectively 

inhibitory connectivity regulation in the two subpopulations. The functional 

significance of opposite PV level regulation upon learning in CA3/CA1 versus DG 

is currently unclear, but it is reminiscent of reports that perisomatic inhibition can 

have opposite effects on principal neurons in CA1 and DG (Sauer et al., 2012). 

Taken together, our results suggest that PV neuron regulation specifically through 

excitation provides a mechanism to match implementation of validated rules in 

learning to early-born PV neuron cell plasticity. Likewise, regulation of PV 

neurons specifically through inhibition matches enhanced plasticity and learning 

to late-born PV neuron cell plasticity. While the circuit mechanisms linking the 

opposite requirements in behavioral learning to plasticity of specific PV Basket 

cell subpopulations remain to be determined, they might involve specific learning-

related gating mechanisms, as revealed in recent studies of Pavlovian 

conditioning (Lovett-Barron et al., 2014). 

Concerning the mechanisms underlying specific regulation of PV Basket cell 

subpopulations through excitation or inhibition, our findings suggest that early- 

and late-born PV neurons exhibit distinct cellular regulatory networks. Thus, 

pharmacogenetic depolarization (excitation) induced enhanced PV levels in all 

transgene-expressing neurons, but only early-born neurons exhibited 

corresponding cell plasticity regulation, including reduced Mef2a levels and 

enhanced excitatory connectivity. Likewise, only late-born PV neurons exhibited 

cell plasticity regulation upon pharmacogenetic hyperpolarization (inhibition). 

Furthermore, while ChABC dissolved perineuronal nets surrounding all PV 

neurons, only late-born PV neurons exhibited reduced PV levels and enhanced 

inhibitory connectivity upon this pharmacological treatment. Early-born Lsi1 

mossy fiber terminal filopodia (Deguchi et al., 2011; Ruediger et al., 2011) did not 

appear to preferentially contact dendrites of high- and intermediate-high PV 

neurons in stratum lucidum, and VIP boutons were not obviously enriched among 

the GABAergic boutons contacting low and intermediate-low PV neuron dendrites 

in CA3 stratum radiatum (data not shown), suggesting that specific learning-
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related regulation of PV neuron plasticity might not reflect specific patterns of 

input connectivity onto early- and late-born PV neurons, but resolving this 

important issue will require more detailed studies. Taken together, our results 

suggest that distinct intracellular signaling features (Spiegel et al., 2014) in early- 

and late-born PV neurons might be sufficient to ensure control of early-born PV 

neurons selectively through excitation and of late-born PV neurons selectively 

through inhibition. 

Distinct Functional Roles of PV Basket Cell Subpopulations 

Our results establish late-born PV Basket cells as the subpopulation that 

specifically accounts for positive regulation of plasticity during learning, upon EE, 

and during critical period-like plasticity. These results provide a unifying 

framework to account for how apparently unrelated phenomena produce closely 

comparable consequences on learning and plasticity in the adult. Our results are 

consistent with previous findings that a reduced excitation-inhibition balance 

specifically involving enhanced inhibition promotes plasticity in the adult (Hensch, 

2005; Di Cristo et al., 2007; Levelt and Hubener, 2012). Furthermore, our results 

are consistent with the notion that ChABC treatments enhance plasticity and 

learning through mechanisms related to those involved in EE and critical period 

plasticity (Pizzorusso et al., 2002; Hensch, 2005). Interestingly, the Serotonin 

reuptake inhibitor Fluoxetine can promote critical period-like plasticity (Maya 

Vetencourt et al., 2008). Serotonin might enhance inhibition onto late-born PV 

neurons by enhancing VIP neuron activity through 5HT3 ionotropic receptors 

expressed at high levels on these PV controlling neurons (Pi et al., 2013). 

Enhancing inhibitory connectivity and reducing PV and GAD-67 levels in late-born 

PV neurons might enhance further learning by reducing PV-mediated inhibition of 

principal neuron subpopulations (Volman et al., 2011; Lazarus et al., 2013) under 

acquisition regimes involving local circuit disinhibition. However, the specific 

circuit mechanisms relating late-born PV neuron networks to learning and 

plasticity remain to be determined. 

Early-born PV Basket cells appear to account for characteristic features of mature 

fast-spiking PV neuron networks such as narrow synchronization windows and 

learning-related theta gamma entrainment within and among brain systems 
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(Bartos et al., 2007). Thus, high PV and GAD-67 levels enhance fast and high 

frequency firing properties of PV neuron networks important for gamma band 

network activity (Doischer et al., 2008; Fuchs et al., 2007; Cardin et al., 2009; 

Kuhlman et al., 2010; Goldberg et al., 2011). Enhanced functionality of early-born 

PV neuron networks upon validated learning might promote consolidation of 

strong memories within and between brain systems. Such a mechanism might 

account for the enhanced gamma-phase coupling between entorhinal cortex and 

hippocampal CA1 that was detected during late phases of hippocampal learning 

(Igarashi et al., 2014). 

In summary, and reflecting specific regulation through inhibition or excitation, late-

born PV neuron network plasticity might promote learning through reduced 

functional recruitment of PV neurons, whereas early-born PV neuron network 

plasticity might promote consolidation of validated learning through enhanced PV 

neuron function and network coherence. Deficits in the strength of inhibitory 

transmission might impair late-born PV neuron plasticity in mental retardation and 

autism (Gogolla et al., 2009; Chao et al., 2010; Han et al., 2014). By contrast, 

deficits in the strength of excitatory transmission might lead to reduced PV and 

GAD-67 levels in early-born Basket cells, accounting for greatly reduced gamma 

band activity and impaired prefrontal working memory support, as found in 

schizophrenia (Curley et al., 2013). 
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Understanding the mechanisms and rules underlying learning and memory 

formation has intrigued neurobiologists for decades. Memories are part of our 

day-to-day existence, and yet, not everything we experience becomes a long-

term memory. This means that learning itself could be one important checkpoint 

that determine if something ought to be retained. Though there have been 

several studies to understand the consolidation of memories from their short-term 

to long-term form, how learning is successfully transformed into memory and how 

the microcircuits as well as the distributed networks ensure formation of that 

memory has remained unclear. In this thesis, I have focused on investigating 

some of these questions using different learning paradigms and different 

transgenic mouse-lines to probe into how relevant information is acquired and 

how memories are formed in time, in the scale of a day. 

Time-units of Learning and Role of cFos+ neuronal ensembles 

My work demonstrates the existence of dedicated temporal units for learning. 

While the entire block of learning can be completed within a short time which has 

been the norm for behavioural paradigms used in laboratories, I show that there 

is a window of 5h from the first acquisition during which related information or 

trials can be added. The related information can be confirmatory or contradictory 

or even additional to what was acquired initially. While this provides the 

opportunity to ascertain that necessary associations do not get lost by linking 

them together into meaningful memory, it also shows high sensitivity to 

contradictory information by interfering with effective learning. This time-unit 

demarcates the boundary that defines learning, thereby serving as an important 

checkpoint for memory formation. 

Recent findings have indicated that memories can be linked in time, within a few 

hours of each other, by virtue of shared neuronal ensemble in different brain 

areas (Cai, Aharoni et al. 2016, Rashid, Yan et al. 2016). Previously unrelated 

memories can also be associated together by artificially activating the 

independent ensembles of one experience during the other, creating false or 

synthetic memories (Garner, Rowland et al. 2012, Ramirez, Liu et al. 2013, 

Ohkawa, Saitoh et al. 2015, Trouche, Perestenko et al. 2016). These findings do 
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bring forth the possibility that events can be connected together into one memory 

if they were acquired or artificially reactivated in temporal proximity. 

My findings provide the first evidence that the temporal window of 5h might be 

important to decide whether to learn and what is learnt. While individual 

memories can be connected into a hybrid or composite memory, this window can 

also connect pieces of information or repeated trials into one memory. If a 

relevant association did not happen at the moment of the first acquisition, there is 

a grace period of 5h during which it can be added. Furthermore, I show that 

network activity play a key role in the function of this time-unit, in a cFos-

dependent manner. cFos expression remains elevated in neuronal assemblies 

across the brain areas involved in learning during the 5h after the initial 

acquisition and is required to be functionally active during the time-unit for 

successful learning to happen. Inhibition of network activity in one system can 

potentially suppress the entire distributed network and the function of time-unit. 

On the other hand, reactivating the cFos ensemble for a particular memory or 

recalling the memory can reopen a new time-unit of similar temporal span to 

specifically allow related information to be further linked to that memory. 

Reactivation of learning-related cFos ensemble in one brain area re-induces cFos 

in the distant areas originally used for that learning and BDNF might be one of the 

long-range neuromodulators that serves to reassert the cFos ensemble in the 

entire network. This is in line with the findings that reactivation of cFos ensemble 

in critical brain areas can retrieve memory (Tonegawa, Liu et al. 2015) and the 

retrieval of memory reactivates the memory trace in multiple brain areas involved 

(Reijmers, Perkins et al. 2007, Tanaka, Pevzner et al. 2014). I show that, indeed, 

time-units of learning can also be reinstated by reactivation of specific learning-

related cFos+ ensemble and it requires cFos and BDNF activity for functional 

time-units. 

Understanding the role of functionally interconnected memory-specific neuronal 

assemblies in distant brain areas participating in a learning would give a huge 

momentum in the direction of studying their contributions to learning and memory. 

Permanent lesions or transient silencing of brain areas, in past and at current 

times as well, has been highly informative in our understanding of memory 

consolidation but it lacks the precision that the neuronal connections display. Our 
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work show that a very small percentage of cFos+ neurons in different brain areas 

that originally involve in the learning process become functionally connected; 

possibly, incorporating a new and strengthened sub-network specific to the 

learning. This subnetwork would ensure more efficient retrieval with partial cue 

and keep memories (that involve the same or some of the same brain regions) 

from being intertwined without good reason (shared element). Furthermore, the 

cFos+ ensembles in different brain areas might have different roles in learning as 

well as hierarchy of contribution. Using optogenetic and pharmacogenetic 

activation and silencing tools, one can methodically dissect the subnetwork into 

more defined nodes. With calcium imaging, one can hope to study the online 

formation of these dedicated subnetworks distributed across the brain structures. 

As Karl Lashley (Lashley, 1950) had realized long ago, engram is not localized 

but distributed, making it very difficult to manipulate in its entirety. So, by mapping 

the distributed components of functionally connected learning subnetwork and 

then by targeting different nodes of the subnetwork, we might be able to study the 

memory trace that endures time and know the differential roles of the brain areas 

with a higher degree of precision. 

Late Time Window for Memory Consolidation and Role of PV plasticity 

The moment of acquisition marks the beginning of several plasticity related 

processes that ensure memory consolidation; however, those processes do not 

end after a few hours when short-term memory is supposedly converted into the 

long-lasting long-term memory. Studies have shown the existence of a late-

window of consolidation around 9-12h after acquisition when several of the 

signalling and molecular cascades that were engaged during the initial hours are 

active again (Trifilieff, Herry et al. 2006, Bekinschtein, Cammarota et al. 2007, 

Katche, Bekinschtein et al. 2010) as well as the sequences of learned events 

through neuronal replay during quite rest and sleep (Atherton, Dupret et al. 2015, 

Genzel and Robertson 2015).  

One of the plasticity processes that are initiated upon learning was shown to be 

reversible and highly dynamic shifts in PV+ basket population. Depending on the 

type of learning (definite vs incremental), the percentage of PV+ basket cells with 

either high or low levels of PV and GAD67 would become predominant in the 
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population (Donato, Rompani et al. 2013); this plasticity is detectable from 6h 

onwards, coming back to baseline levels around 36-48h later. In our work, we 

provide evidence that the PV plasticity needs to be maintained during the late-

window of consolidation for the long-term memory formation. PV plasticity is 

sustained through the dopamine D1D5 receptor signalling via cAMP-dependent 

pathway. Even if the acquired memory is weak or artificially weakened during the 

early window (0-5h), it can be strengthened during the late-window by supplying 

exogenous D1 dopamine agonist, while inhibiting the dopamine D1D5 receptor 

signalling during that window resulted in complete loss of memory. We show that 

enforcing PV plasticity with pharmacogenetic ligands could bypass the dopamine 

signalling, suggesting that PV plasticity is downstream of the dopamine D1D5 

receptor signalling cascade. Furthermore, the PV plasticity and dopamine 

receptor signalling was shown to be essential for the increased sharp-wave ripple 

density and second peak of cFos expression in neuronal assemblies during the 

late-window.  

Together, this gives us an insight into the fine-tuned checkpoint connecting 

neuromodulator signalling, PV+ interneurons and neuronal ensembles, which 

exists late in the consolidation process, occurring ‘offline’ hours after learning is 

completed and determines which memories would endure and which get lost in 

time.  

However, this study brings forth several questions in understanding the offline 

consolidation mechanism. Without any sensory input that initiates the onset of 

learning and the early consolidation process, what demarcates the second late 

window of consolidation? How does the network reiterates the learning events in 

activity (sharp-wave ripples, replay), in molecular cascade (pERK, Arc, cFos etc.) 

and finally in maintaining PV+ interneuron and cFos+ ensembles? Dopamine 

signalling is a major player in initiating some of the events mentioned before but it 

does not explain the temporally specific and controlled dopamine upregulation. 

Could VTA-NAc pathway be involved in setting the clock for the dopaminergic 

bursts during the second consolidation window? With DAT-cre mouse-lines to tag 

and manipulate the dopaminergic neuronal populations, one could interrogate 

how and when dopamine sets the second window, if at all. Understanding the 

mechanisms that demarcates the hours that constitute as the dopamine-
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dependent second window could help us study the memory formation and 

retention. Furthermore, it would be important to investigate the networks that 

might be specifically involved at the second window (not at the early learning 

window of 0-5h as discussed above) and their roles in regulating the maintenance 

of memories. 

Distinct sub-populations of PV+ interneurons and Role in Learning 

PV+ interneurons have been found to play a distinctive role in learning and 

memory. As mentioned in the previous section of discussion, they are shown to 

exhibit plasticity upon learning which is crucial for long-term memory. However, 

there are two possible directions for the PV+ population to shift in their expression 

levels of PV (and GAD67). In certain types and phases of learning, like contextual 

fear conditioning and completion of incremental learning, there is an increase in 

the fraction of PV+ basket cells expressing high levels of PV (and GAD67) while 

in other experiences, like environmental enrichment or early days of incremental 

learning, the PV+ population shift towards increased fraction of low PV and 

GAD67 expressing cells. The ‘high PV configuration’ or ‘low PV configuration’ is 

accompanied with a concomitant increase or decrease in the ratio of excitatory-

inhibitory inputs on the PV+ basket cells, respectively and has been shown to 

either inhibit or favour further learning (Donato, Rompani et al. 2013). The bi-

directional shifts in PV-states raise the possibility that there might be different 

sub-populations of PV+ baskets yet unidentified.  

Fast-spiking PV+ interneurons (both basket and chandelier cells) are known to 

originate from medial ganglionic eminence (MGE) between embryonic day E 9.5 

to E 15.5 (Fishell 2007, Tricoire, Pelkey et al. 2011). We demonstrate that 

depending on their day of neurogenesis, the PV+ basket cells can be functionally 

divided into ‘early-born’ and ‘late-born’ cells with distinctive roles in learning in the 

adults and exhibit specific regulation that determines their subsequent plasticity. 

We show that early-born PV+ cells (E9.5 to E11.5) already exhibit higher levels of 

PV and GAD67 and increased excitatory/inhibitory balance onto them at baseline, 

which are shown to further increase in response to high-PV-dependent learning 

like contextual fear conditioning and later days of Morris water maze. The late-

born PV+ cells (E13.5 to E15.5), on the other hand, have reduced levels of PV 
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and GAD67 and decreased excitatory/inhibitory synaptic puncta density onto 

them, which are further reduced in response to low-PV-dependent forms of 

learning like early days of Morris water maze. Furthermore, the early-born PV+ 

cells are selectively regulated by increase or decrease of excitation while the late-

born PV+ cells specifically respond to increase or decrease of inhibitory drive.  

As we know from an earlier study that the high-PV configuration of network 

limited further learning while low-PV configuration was permissive to learning 

(Donato, Rompani et al. 2013), the specificity in regulation of the different 

subpopulations of PV+ cells according to their birth date and selectivity towards 

excitation and inhibition provides insights into how the PV+ basket cells could be 

acting as another checkpoint of learning and memory.  

Additional studies could be performed to investigate which subpopulations of PV+ 

basket cells might be impaired in different neuropsychiatric disorders like 

Schizophrenia, Autism models (unpublished work from Arghya Mukherjee, Komal 

Bhandari and Sebastian Kruettner in the lab) as well as neurological disorders 

like Alzheimer’s disease, Post-traumatic Stress Disorders. This could help to 

better understand the network dysregulation underlying the symptoms developed 

by the patients and provide opportunity to devise more targeted approach 

towards the therapeutic strategies. Furthermore, with single-cell RNA seq, one 

could investigate the genetic markers for the PV+ early-born and late-born 

subpopulations and gain access to the two subpopulations for future 

manipulations (unpublished work from Matteo Tripodi in the lab). This would be a 

powerful tool to study in further details the differential role and specific 

connectivity of these subpopulations in learning and memory and possibility of 

manipulating the individual PV+ subpopulations would support the therapeutic 

approaches discussed before. 
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More than a century ago the term ‘consolidation’ was coined by Muller and 

Pilzecker (Muller and Pilzecker, 1900); the study of memory formation has moved 

forward in leaps and bounds since then. From the brain structures involved in 

different functional domains of memory consolidation and retrieval to the neuronal 

networks and manipulating memory at will, the field of learning and memory has 

progressed with our understanding and technological tool-box. With the advent of 

genetic tools, one can develop transgenic mouse lines for specific neuronal 

markers (whether principal neurons or interneurons, or different subtypes of 

interneurons or different neurons expressing different IEGs). Combining the 

genetic approaches with the advancement of imaging facilities, one can study the 

neurons in animals fixed post-mortem upon behavior with high precision using 

confocal microscopy or visualize the active neurons with calcium imaging and 2-

photon microscopy in a head-fixed or freely behaving animal. With the myriad and 

still growing optogenetic and pharmacogenetic toolbox, one can manipulate the 

neuronal populations, activating or silencing them, and study diverse aspects of 

learning and memory formation. With electrophysiological techniques, one can 

study single-cell or population properties of neurons upon and during behavior. 

Nevertheless, there is a long way to go as the understanding of learning and 

memory is still barely the tip of the iceberg.  

In this thesis, I study the cellular and network basis of learning and memory. For 

one to learn, the information has to be behaviorally relevant (salience and 

confirmation), leading to molecular cascades (pERK, pCREB, cFos, BDNF) that 

not only would define the time-window for learning but also ensure its 

consolidation into long-term memory. Taking advantage of some of the tools 

described above, I show that the cFos+ ensembles upon a task can be tagged 

and reactivated to reopen the learning window anytime in future, ensuring further 

learning. While behavioral retrieval can restart the learning window as well, it fails 

to do so upon silencing of the cFos+ neuronal ensemble for that specific learning. 

Furthermore, the cFos+ ensemble reactivated from one region can reinstate the 

cFos-expressing neurons in distant brain areas that were involved in that 

learning. So, how the cFos+ neuronal ensemble are connected between distant 

brain areas so faithfully for each learning? Are the cFos+ subnetworks formed in 

different areas separately during acquisition and then functionally connected 
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during the offline post-acquisition replay or are they already established together 

at acquisition? Using brain-wide Ca2+ imaging, one could try to study in time lapse 

the emergence of learning related neuronal population in distant brain areas and 

the impact of one area on the establishment of engram in other (Grewe, 

Grundemann et al. 2017, Wagner, Kim et al. 2017). With optogenetics and Ca2+ 

imaging in freely behaving animal, it could be possible to ask the relative roles of 

the different nodes of engram during the behavior itself, connecting the ongoing 

behavior in various learning paradigms with the active neuronal populations 

(Packer, Russell et al. 2015). Furthermore, cFos neuronal population has been a 

proxy for engram in several recent studies ((Reijmers, Perkins et al. 2007, Garner, 

Rowland et al. 2012, Liu, Ramirez et al. 2012, Ryan, Roy et al. 2015); however, 

the downstream target genes of cFos transcription factor and their role in 

establishing the titular ‘engram’ are yet unknown. With more detailed knowledge 

about the targets of cFos protein, the molecular and signaling cascades 

underlying the formation of engram could be understood in further depth. 

A couple of recent studies (Cai, Aharoni et al. 2016, Rashid, Yan et al. 2016) 

introduce the idea that memories get linked together through shared neural 

ensemble within a time window of 5h. My study shows that not only completely 

formed memories, but pieces of information (individual trials or evidence) can be 

linked during this 5h window that together becomes a behaviorally relevant 

memory. The mechanism behind the linking of the memories or trials still need to 

be studied to understand how the neuronal ensemble modifies itself to 

incorporate the linked memories or informations. Several possible mechanisms 

could be behind this phenomenon: synaptic tagging and capture (Frey and Morris 

1998, Rogerson, Cai et al. 2014) of first memory trace by the second one and 

spine clustering on the dendrites of overlapping neuronal population of shared 

memories (Kastellakis, Cai et al. 2015, Kastellakis, Silva et al. 2016) are just two 

of them. Taking the earlier considerations, since memory traces are established 

throughout a distributed network across several brain areas, the question would 

remain if the linking of memories is also function of this distributed neuronal 

ensemble or only formation of the composite long-term memory is represented as 

such? If so, how is the information coded in the ensembles?  
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Finally, as I discussed the necessity of studying the networks in more distributed 

frame, we should not disregard the study of microcircuits in specific subnetworks. 

One needs to tease apart how the ‘ensemble’ is established in a particular 

subnetwork (e.g- dorsal or ventral hippocampus, BLA or NAcc, PreLimbic Cortex 

or Retrospenial cortex). Are the ensembles that respond to a learning event 

homogenous with the same neurons expressing the different IEGs at different 

temporal range or is it an assembly of different ensembles expressing different 

IEGs? How do the different representatives of ‘engram’ like cFos and Arc interact 

with each other and contribute to assembly formation and function? Furthermore, 

how do the inhibitory interneurons fit in defining the ensembles? My thesis 

discusses how PV+ interneurons are critical for making the network permissive 

for further learning (Donato, Rompani et al. 2013, Letzkus, Wolff et al. 2015) and 

are necessary for late window of memory consolidation. Recent studies have 

shown the importance of PV+ and SOM+ interneurons for neuronal allocation to 

specific memories (Morrison, Rashid et al. 2016, Stefanelli, Bertollini et al. 2016). 

However, further studies need to be done to address how the different subtypes 

of interneurons interact with the IEG+ neuronal ensembles for learning, memory 

linking and memory consolidation. 

Learning and memory is such an integral part of our existence that understanding 

the process would help in deciphering the different cognitive dysfunctions 

associated with several psychiatric, neurological and developmental disorders. 

The more we unravel the mysteries of memory formation, the more we can help 

in treating the mnemonic dysregulations in different forms of dementia or post-

traumatic stress disorders. There are several questions that wait to be answered 

with the increasingly sophisticated arsenal of techniques and tools Neuroscience 

now has at its disposal.   
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Mice 

PV-Cre and cFos-CreERT2 mice were from Jackson laboratories. Mice were kept 

in temperature-controlled rooms on a constant 12h light-dark cycle. Before the 

behavioral experiment, mice were housed individually for 3-4d and provided with 

food and water ad libitum. All animal procedures were approved and performed in 

accordance with the Veterinary Department of the Kanton of Basel-Stadt. 

Behavioral procedures 

All behavioral experiments were carried out with male mice that were 60–75d old 

at the onset of the experiment. For cFC, mice were placed in the training context 

(Habitest Unit, Coulbourn Instruments, Allentown, PA), were allowed to explore 

the apparatus for 3min, and then received five foot shocks (1s and 0.8mA each, 

inter-trial interval: 30s). The conditioning chamber was cleaned with 70% ethanol 

before and after each session, and specific odor (odor A, 2% acetic acid) was 

used to identify the conditioning context. Training context 1 (TR1) was 

rectangular and TR2 was cylindrical in shape. Identities of the contexts were 

maintained with the presence of two distinct odors, odor A (2% acetic acid: TR1) 

or B (0.25% benzaldehyde: TR2). Control mice were subjected to the same 

procedure without receiving foot shocks. We assessed contextual fear memory 

by returning mice to the training chamber after fear conditioning during 5min, and 

analyzed freezing during a test period of 4min (first min excluded to avoid stress 

related responses). Freezing was defined as complete absence of somatic 

mobility other than respiratory movements. For object binding, a falcon tube 

smeared with the odor corresponding to that used at conditioning or as otherwise 

specified was introduced during 30min into the home cage. Freezing and 

avoidance behavior to the falcon tube were assessed on the next day for 5min in 

a neutral context (no odor associated) that had been cleaned with water before 

and after testing. 

In MWM training, a 140cm pool filled with milky water was surrounded by 3 

different objects placed as reference cues onto black curtains. A circular escape 

platform (10cm diameter) was submerged 0.5cm below the water surface. Mice 

were trained to find the platform during four trials a day or as otherwise specified, 

with inter-trial intervals of 5min (or as otherwise specified) spent in their home 
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cage. During training, mice were released from pseudo-randomly assigned start 

locations; they were allowed to swim for up to 60s. At the end of each trial, mice 

were allowed to sit on the platform for 15s; when trials were unsuccessful, mice 

were manually guided to the platform (only on the visible platform day, i.e. day 1). 

Performance was scored as latency to find the platform in each trial, and as the 

average of the four consecutive trials each day. Swim controls were age-matched 

mice, which were allowed to swim in the pool without escape platform, in a 

comparable training regime. For swim controls, trial durations for each day were 

adjusted to average values of training animals. Data were collected and analyzed 

using Viewer2 Software (Biobserve, Bonn, Germany). 

For rotarod learning, mice were trained on an accelerating rotating rod (Ugo 

Basile srl; four trials per day and inter-trial intervals of 5min in home cage, or as 

otherwise specified). A smooth scotch tape was used to enhance the level of 

difficulty. For each trial, mice were placed on the rod before the rotation was 

initiated, ensuring that they were able to sit on it for 5s without falling. The training 

phase began only after the mice could successfully position themselves on the 

rod. Speed was increased in a step-wise fashion from 5 to 50rpm over 5min 

(maximal duration of each trial). Performance was scored as latency to fall in 

each trial, and as the average of the four consecutive trials each day. Activity 

controls were age-matched mice that were allowed to run on a rod at a fixed 

speed (10rpm) in a comparable training regime. 

In the FOR (familiar object recognition) test, mice explored two objects (A/A or 

A/B) placed in an open arena for 10 min on day one, and returned to their home 

cage immediately after training. Next day, they were placed back into the original 

context for 5min and tested for object recognition, when one of the two familiar 

objects had been replaced with a novel one (A/B or B/C). Discrimination indices 

were calculated as (tnovel – tfamiliar)/(tnovel + tfamiliar). To avoid discrimination 

of the objects based on odor, both the arena and the objects were thoroughly 

wiped with 70% ethanol before and after each trial. 

Immunohistochemistry 

Antibodies use for different experiments were as follows: rabbit anti-cFos (Santa 

Cruz biotechnology, sc-253) 1:10000; mouse anti-NeuN (Millipore, MAB377), 
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1:1000; goat anti-PV (PVG-214, Swant biotechnologies) 1:5000; α-Bungarotoxin, 

Alexa 488 Conjugate (Molecular Probes, Life Technologies, B-13422) 1:200; rat 

anti-BrdU (abcam, ab6326), 1:500; rabbit anti-RFP (abcam, ab62341), 1:500; 

rabbit anti-phospho-p44/42 MAPK (Erk1/2) (Thr202/Thr204) (Cell Signaling-

9101), 1:500; rabbit anti-phospho-DARPP-32 (Thr34)-R (Santa Cruz sc-21601), 

1:500; mouse anti-GAD-67 (Chemicon), 1:500; rabbit anti-Mef2 (Santa Cruz 

Biotechnology, sc-313) 1:1,000; mouse anti-Bassoon (Molecular Probes) 1:200; 

mouse anti-Gephyrin (Molecular Probes) 1:500; biotinylated WFA (Vector 

laboratories), 1:500. Secondary antibodies were Alexa Fluor 488 (Molecular 

Probes; A150077), 568 (Molecular Probes; A10037), or 647 (Molecular Probes; 

A31571, A21469); 1:500. dH and vH were analyzed at -1.82 to -1.94mm and -

2.80 to -3.16mm from bregma respectively; BLA was at -1.22mm to -1.58mm, M1 

was at +1.58 to +1.8mm from bregma and PreLC was at +1.8 to +1.98mm from 

bregma.  

Mice were perfused at the indicated time point after the training session, or as 

indicated (transcardially with 4% PFA in PBS, pH 7.4). Brains were kept in 

fixation solution overnight at 4°C, then transferred to 30% sucrose solution for 

24h, sectioned (40 μm thickness) on a cryostat and stained while free-floating. 

The sections were blocked for 1h at room temperature in 0.2% Triton-X100 in 

PBS and 10% BSA solution. The subsequent primary and secondary antibodies 

were diluted in 0.2% Triton-X100 in PBS and 3% BSA solution. The primary 

antibody incubation was overnight (~21h) at 4°C and the secondary antibody 

incubation was 2h at room temperature, both with constant shaking.  

For c-Fos analysis, samples belonging to the same experiment (for example, 

from the mice of a given time point, with their respective controls) were acquired 

in parallel and with the same settings (laser power, 6%; Master gain, 585 units, 

Optical Slice, 1 μm for cFos) on an LSM700 confocal microscope (Zeiss) using an 

EC Plan-Neofluar 40X/1.3 oil-immersion. All c-Fos and NeuN immunopositive 

cells were quantified using an automatic spot-detection algorithm (Imaris 8.2.0, 

Bitplane AG; expected radius, 10mm; quality level, 7), and their fraction 

expressed as a percentage of the total neuronal population. 
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For PV related analysis (intensity and synaptic puncta), samples belonging to the 

same experiment (e.g. the mice of a given time point, with their controls) were 

acquired in parallel and with the same settings (laser power: 2%; Optical Slice: 

1.28-1.35 air units; GaAsP detectors implemented) on an LSM710 confocal 

microscope (Zeiss) using an EC Plan-Neofluar ×40/1.3 oil-immersion or x63/1.4 

oil immersion objective (Zeiss). For the PV, GAD-67 and MEF2A intensity 

analysis, the dynamic range was set during the acquisition of adult (P60) cage 

control samples. PV neurons whose soma was included within the tissue sections 

with optimal staining (dampening of intensity between the first and last confocal 

plane <15%) were isolated in 3D (Imaris 7.0.0, Bitplane AG). 3D isosurfaces were 

created around each PV neuron soma (smoothness: 0.5 µm; quality level: 5) and 

labeling intensities were quantified automatically in arbitrary units as the mean of 

all isolated pixels. We set the zero value at CA3 pyramidal neurons somas, and 

the highest threshold so that <20% of the pixels belonging to the brightest PV 

cells were saturated (ZEN2010 acquisition software, Zeiss). Normalization and 

recalibration across different experiments was achieved by using internal control 

animals, which were included in each experiment, and were processed using the 

same criteria mentioned above. For synapse densities and correlation analyses, 

dendritic and somatic surfaces (all objects within a visual field) were visualized 

using Imaris software. 3D isosurfaces were created for each object, and 

automatic spot detection algorithms were implemented for synapse detection 

based on 3D colocalization. PV neuron dendritic stretches included in the 

analysis were between 15 and 50 µm in length and between 45 and 200 µm2 in 

area. PV Neurons numbers were quantified on oversaturated images, and 

normalized to CA3 areas (ImageJ, NIH).  

A comparative analysis revealed a cluster of low PV intensities (threshold, 800 

arbitrary confocal units [au]) that were present early during development (P15), 

absent in adult control samples (P60), and induced upon EE. The 800 au 

threshold was  adopted to classify PV neurons into four subclasses as follows; 

low-PV, 0–800 au; intermediate-low, 800–1,600 au; intermediate-high, 1,600–

2,400 au; high-PV, >2,400 au (for further details, read Donato, Rompani et al. 

2013) . 
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For BrdU labelling, mice were injected with BrdU at defined times during 

embryonic development, and hippocampal sections were analyzed for BrdU 

labeling in the adult. Only strongly BrdU-labeled cells that did not undergo further 

rounds of DNA replication and cell division subsequent to BrdU incorporation 

were included in the analysis. 

For LFP electrode or injection site experiments, brains were collected at the end 

of the experiments for histological analysis. Serial slices including vH were 

imaged at 10x or at 4x to locate the injection site and the extent of volume 

spread. Serial slices were also labeled with 0.5% cresyl violet (vol/vol) for Nissl 

substance to demarcate cannula placements and syringe tip locations. Virus 

infection and spread were determined by staining with identifiers like GFP, 

mCherry or α-Bungarotoxin as applied. 

Pharmacogenetics and Pharmacology in vivo 

All surgeries were conducted under aseptic conditions using a small animal 

stereotaxic instrument (David Kopf Instruments). Mice were anaesthetized with 

isoflurane (4% for induction, followed by 1.5–2.0%) in the stereotaxic frame 

during the entire surgery procedure and body temperature was maintained with a 

heating pad. Local virus delivery and drug treatments were carried out with a 33-

gauge needle coupled to a 5ul syringe (Hamilton, Reno, NV) or delivered using 

glass pipettes (tip diameter 10–20 μm) connected to a Picospritzer (Parker 

Hannifin Corporation). Coordinates relative to bregma were as follows: PreLC 

(anteroposterior (AP) +2.0mm, mediolateral (ML) +0.5mm, dorsoventral (DV, 

relative to dura) -2.1mm; dH (AP -1.58/-1.8mm, ML 1.65/2.0mm, DV -1.5/-2.1mm) 

and vH (AP -3.0mm, ML +2.9mm, DV -3.5mm). Drugs were injected at the rate of 

100nl/min to a final maximum volume of ~300nl. After completion of injection the 

needle was left in its place for 5 min to allow for diffusion of the drug, and then 

slowly withdrawn. For virus injections, ~500nl of the virus preparation was slowly 

injected using Picospritzer or Hamilton over a period of 10min. After the end of 

the injection the pipette or needle was left in its place for further 10min to allow for 

diffusion of the virus. All drugs and viruses were injected bilaterally. 

For acute silencing, we delivered floxed PSAM-carrying AAV9 (excitation: rAAV9-

CAG-flox-PSAM(Leu41Phe,Tyr116Phe)5HT3-WPRE) in PV-Cre mice. For 
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activation or inhibition of c-Fos ensembles or PV interneurons, floxed PSAM-

carrying AAV9 (excitation:rAAV9-CAG-flox-PSAM(Leu41Phe,Tyr116Phe)5HT3-

WPRE; or (inhibition: rAAV9-CBA-flox-PSAM(Leu141Phe,Tyr116Phe)GlyR-

WPRE) were delivered locally in cFos-CreERT2 or PV-Cre mice respectively. To 

allow for transgene expression, mice were kept under home cage conditions for 

10d before any behavioral experiment. 4-Hydroxy Tamoxifen (H6278, Sigma) 

dissolved in sunflower seed oil (Sigma) was injected i.p at the dose of 50mg/kg to 

activate Cre recombinase activity for cFos-CreERT2 mice. PSAM agonist 

PSEM308 was injected i.p. at 5mg/kg to activate PSAM channels.  

To activate Gs, AC and cAMP signaling in vH PV neurons, PV-Cre mice received 

local microinjections of Gs-coupled DREADD virus (B. Roth, UNC gene therapy 

center vector core, rAAV8-hSyn-DIO-rM3D (Gs)-mCherry; Gs-DREADDs). 

Selective chemogenetic activation of the Gs-DREADD receptor was achieved by 

administering the selective DREADD agonist designer drug clozapine-N-oxide 

(CNO; 5 mg per kg, intraperitoneal, Tocris). 

Drugs used were as follows: T-5224 (1.5ug/side, in 20% PVP and 10% DMSO, 

MedChemExpress, Inhibitor of cFos-AP1 transcription complex); Anisomycin (i.p, 

50mg/kg, in 10% DMSO, Applichem); MG-132 (100μM, in 1% DMSO, 

Calbiochem); BDNF (0.5μg/μl, in saline, 0.25μg/side, Peprotech); ANA-12 

(2μg/μl, in 1% DMSO, 1μg/side, Sigma, TrkB antagonist); SCH23390 (0.15 μg 

per side, Sigma; D1/5R antagonist); SK38393 (12.5 μg per side, Sigma; D1R 

agonist); VIP (1 nM, Tocris); [Ac-Tyr1,D-Phe2]-GRF 1-29 (300 nM, Tocris; VIP 

antagonist); quinpirole hydrochloride (1 μg per side, Sigma; D2R agonist); 

eticlopride hydrochloride (5 μg per side, Tocris; D2R antagonist); D-AP5 (i.p, 10 

mg per kg in saline, Tocris), Rolipram (7.5 μg per side, in saline with 20% DMSO 

(vol/vol), Tocris; PDE-4 inhibitor); SQ22536 (30 ng per 60 nl, Tocris, AC inhibitor); 

Diazepam (i.p, 3 mg/kg in saline, Roche); ChABC (0.08 units, Sigma), BrdU (i.p, 

0.1mg/g in saline). 

Local Field Potential Recordings 

All in vivo recordings were performed in awake head fixed mice. A small custom 

stainless-steel head post was attached to the skull of the animals under 

isoflurane anesthesia. For head-post surgery, mice were mounted in a stereotaxic 



142 
 

frame (Narishige). The scalp was anesthetized with bupivacain (0.25% (vol/vol), 

30 μl; Carbostesin, AstraZeneca, CH), the skull bones were widely exposed and 

a layer of cyanoacrylate adhesive (Loctite) was applied to the skull preventing its 

dehydration and fixing the reclined scalp. The head post was then fixed to the 

occipital and nasal bones using ultraviolet curable dental cement (Miris 2 dentin, 

Coltene AG, CH). The central part of the head post ring, which allows access to 

the skull surface is then filled with a removable silicone elastomer (Kwik-Cast, 

World Precision Instruments). Mice were allowed at least 3 d of postoperative 

recovery. After the recovery period, mice were accustomed to the head fixed 

position (two daily sessions for 3 d with progressively longer periods of head 

fixation from 10 min to 35 min for the two last sessions). 

Bilateral ventral hippocampal recordings were made using two linear multi-

electrode probes (iridium-based, 177 μm2; NeuroNexus Technologies) inserted 

perpendicularly to the skull surface bilaterally to vH (3.0 mm posterior and 2.6 

mm lateral from bregma) and referenced to the skull bone. Each probe was 

lowered to 3.1-mm depth and recorded from 16 channels with 100-μm inter-

channel distance; recordings spanned a 1.6-mm height, between 1.5-mm and 

3.1-mm depth. For the first recording session, immediately after placing of the 

animal in the head fixed system and under light isoflurane anesthesia, two small 

craniotomies (<500 μm2) were applied above the recording locations and the 

probes were inserted. After a 5-min recovery period to ensure complete 

awakening of the mice, LFP activity was recorded for 30 min. During all 

recordings mice were neither moving nor sleeping. Differential potentials were 

amplified, bandpass-filtered online between 1 and 4,000 Hz and sampled at 8 

kHz using a Digital Lynx Sx acquisition system (Neuralynx). At the end of the 

recording session, mice were anesthetized with isoflurane, the electrodes were 

removed, and silicon elastomer was applied above the skull. For the last 

recording session, probes were painted with a fluorescent marker (Dye I; 

Invitrogen) to determine their positions through histology. Recordings were further 

filtered offline for LFP analyses between 150–250 bandpass and 50-Hz notch 

filter. Analyses were performed using Cartool software by Denis Brunet 

(http://brainmapping.unige.ch/cartool), and Matlab toolboxes (MathWorks). 

Ripples were detected as events with at least eight peaks (one cycle = 2 peaks), 
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not longer than ~100 ms, and with an amplitude at least 2.5-fold larger than 

average local noise. 

Embryonic and developmental analysis 

The ventricular and subventricular layers of the medial ganglionic eminence 

(MGE) or lateral ganglionic eminence (LGE) were dissected from embryonic day 

13.5 (E13.5) or E11.5 donor embryo (mouse line: PV-cre:Rosa-flexed-tdTomato). 

Multiple donor neuroblasts were pooled together to increase cell density. 

Embryonic day 0.5 was defined as the time when the sperm plug was detected. 

Embryonic MGE explants were dissected in Leibovitz L-15 medium containing 

DNaseI (100 μg/ml), and mechanically dissociated into a single cell suspension 

by repeated pipetting. The dissociated cells were then concentrated by 

centrifugation (3 min, 3000 r/min) and suspended in L-15 medium. Progenitor 

injections were conducted under ultrasound guidance (Fujifilm Visualsonic Inc, 

VeVo 770 imaging station). Concentrated cell suspensions were loaded in a 

beveled glass micropipette mounted on an injection pump (Fujifilm visualsonic 

Inc). Pregnant females were anesthetized with isofluorane, and uterine horn 

exposed to injection in a sterile environment. Embryos were exposed and 

stabilized in a dissection micro chamber filled with warm sterile PBS; the target 

region was visualized using an RMV scanhead (RMV-704, Visulasonic inc), and 

injected under visual guidance (Imaging: B-Mode; Frequency: 40 MHz; Power: 

100%; Sound speed: 1540 m/2; Frame rate: 34 Hz. Fujifilm Visualsonics, Inc). 

After injection, embryos were carefully place in the maternal womb; recovery was 

monitored until delivery on day E18.5. 

Statistical analysis 

Statistical analyses were performed using GraphPad Prism version 6.00 

(GraphPad Software, La Jolla, California, USA). As mentioned in the figure 

legends, depending on data-set, unpaired Student’s t-test or one-way ANOVA 

followed by Dunnet’s posthoc test with additional validation through the Brown-

Forsythe and Bartlett’s test were performed; P < 0.05 in post hoc comparisons. 

Results are presented as mean ± s.e.m. All tests were two-tailed. Data 

distributions were assumed to be normal but not formally tested. The variance 

was comparable between groups for all metrics measured. The sample size per 
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group (total number of animals collected over multiple repetitions of each 

experiment) is mentioned in the respective figure legends and was chosen and 

validated on the basis of previous studies performed in the laboratory. No 

statistical methods were applied to predetermine sample size. Male mice of 

closely comparable age were assigned randomly to experimental groups. 

Intensity analysis and freezing data were verified by investigators blinded to 

experimental conditions. 
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AAV: Adeno-associated Virus 

AC: Adenylyl Cyclase 

ACC: Anterior Cingulate Cortex 

Act.: Activation 

Ago.: Agonist 

AMPAR: α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic receptor 

Antag./Ant.: Antagonist 

AS-PaRac1: Activated synapse targeting photoactivatable Rac1 

AU: Arbitrary Units 

BDNF: Brain-derived neurotrophic factor 

BLA: Basolateral Amygdala 

BrdU: Bromo-deoxyuridine 

BSA: Bovine Serum Albumin 

CA1/3: Cornu Ammonis 1/3 

Ca2+: Calcium 2+ ion 

CAMKII: calcium/calmodulin-regulated kinase II 

cAMP: cyclic adenosine monophosphate 

cFC: contextual Fear Conditioning 

ChABC: Chondroitinase 

ChR2: Channelrhodopsin 2 

CNO: clozapine-N-oxide 

CREB: cAMP response element binding protein 

DA: Dopamine 
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DAT: Dopamine Transporters 

DARPP-32: Dopamine- and cAMP-regulated phosphoprotein, Mr 32 

DG: dentate gyrus 

dH: dorsal Hippocampus 

DMSO: Dimethyl sulfoxide 

DREADD: Designer Receptors Exclusively Activated by Designer Drugs 

E/I : Excitatory/Inhibitory 

E: Embronic 

EE: Environmental Enrichment 

ER: Estrogen Receptor 

ERK: Extracellular-signal regulated Kinase 

FOR: Familiar Object Recognition 

Gs: Stimulatory G protein 

IEG: Immediate Early Gene 

Inh: Inhibition 

LFP: Local field potentials 

LGE: Lateral Ganglionic Eminence 

LTD: Long-term Depression 

LTP: Long-term Potentiation 

M1: Primary Motor Cortex 

MAPK: Mitogen-activated Protein Kinase 

MGE: Medial Ganglionic Eminence 

mGluR: metabolic glutamate receptor 
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MWM: Morris Water Maze 

NAcc: Nuclear Accumbens 

NeuN: Neuronal Nuclei 

NC: Neutral context 

NMDAR: N-methyl-D-aspartate-type receptors 

P: Postnatal 

PBS: Phosphate Buffer Saline 

pCREB: phosphorylated CREB 

PDE-4: Phospho Diesterase-4 

PFA: Paraformaldehyde 

PKA: Protein Kinase A 

PKC: Protein Kinase C 

PNN: Perineuronal nets 

PreLC: Prelimbic Cortex 

PSAM: pharmacologically selective actuator molecule 

PSEM: pharmacologically selective effector molecule 

PV+: Parvalbumin-positive 

PVP: Polyvinylpyrrolidone 

Refr.: Refractory 

RR: Rotarod 

Seq. : Sequencing 

Silen.: Silencing 

SOM+: Somatostatin positive 
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TetTag: TETracycline transactivator controlled genetic TAGging of active neural 

circuits 

TR: Training context 

TRAP: Targeted Recombination in Active Populations 

TRE: tetracycline-responsive promoter element 

TrKB: tyrosine receptor kinase B 

tTA: tetracycline transactivator 

US: Unconditioned Stimulus 

VGAT: vesicular GABA transporter 

vH: ventral Hippocampus 

VIP: Vasoactive intestinal peptide 

WFA: Wisteria floribunda agglutinin 
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