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Abstract

Certain fluorescent molecules doped into crystalline matrices at cryogenic tempera-

ture exhibit very narrow zero-phonon absorption lines. The homogeneous broadening

of the ensemble of molecules in a matrix allows to address individual molecules by

means of a narrow-band tunable laser. The extreme sharpness of the zero-phonon

lines allows the sensitive detection of minute spectral changes. The linear or quadratic

Stark shift of a molecule’s zero-phonon line in presence of an electric field can be used

to externally tune the molecule’s transition frequency. Since the Stark shift depends

on the electric field strength at the molecule’s position, inhomogeneous electric fields,

e.g. in the vicinity of sharp tips, lead to Stark shifts that depend on the relative

spatial position of tip and molecule. As a consequence, the transition frequency

of single molecules can be tuned over a wide range by nanometer precise position-

ing of a biased tip with respect to the molecule. If the laser frequency is kept fixed,

a molecule may be pushed into resonance by appropriate positioning of the biased tip.

The work presents a theoretical model to explain the fluorescence pattern as a

function of tip position depending on the Stark-shift characteristics of the molecule

and on the orientation of the permanent dipole moment difference ∆~µ. Furthermore,

the interaction of the observed molecule with other molecules or with a two-level

system can be detected as a distinct feature in the fluorescence pattern. Experi-

mental data of Stark-shift images on single and on several molecules are presented

and compared to the theoretical predictions. The experimental setup consists of a

sample-scanning confocal microscope combined with a scanning tip setup operat-

ing at cryogenic temperature. The sample consists of single crystals of a matric of

p-terphenyl and a fluorescent dye of terrylene. We show that the characteristic flu-

orescence patterns, obtained as a function of tip position, to a first approximation

are circles with a molecule at their origins. It is shown, how the optical resonance

of a single molecule can be manipulated by scanning the tip and by changing the

parameter settings, such as e.g. the tip-voltage or the detuning. The interaction of

a single molecule with a two-level system in the matrix has been directly imaged.

The interaction causes a splitting of the fluorescence pattern at the position of the

two-level system. Multiple circles can be used to determine the position of nearby

molecules. We achieve a precision of position determination of about 50 nm in a

single scan, albeit unperturbed molecular resonance frequencies differ considerably

and the gap-width is around 3 µm.
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Chapter 1

Introduction

The era of single-molecule detection started with the pioneering experiments by Mo-

erner [1] and Orrit [2]. The optical detection of single molecules at the molecular

scale opened a door to a wide-range of research activities in different fields, such as

investigations of the resonance line-shape of molecules [3] or of biological processes

[4, 5]. These examples underline the great advantage of single-molecule detection: the

fluorescence signal of single molecules allows a non-destructive way of observation and

molecules are local reporters on the nano-scale inside the sample of interest. Scanning

probes technique, such as scanning tunneling microscopy (STM) [6] or atomic force

microscopy (AFM) [7], have also successfully explored single atoms and molecules,

but they are limited to surface investigations. Single-molecule detection techniques,

such as excitation spectroscopy, give fascinating insights into the quantum world by

removing the ensemble averaging. Only by measuring the response of molecules one

by one, the observation of stochastic effects, e.g. quantum jumps [8], imaging of spec-

tral diffusion [9], or the investigation of resonance line-shapes [10] has been possible.

Investigation of many single systems results in a distribution, which contains more

information than the averaged value alone.

At cryogenic temperatures single molecules embedded in a crystalline matrix are

very photostable. The fluorescence signal of a single molecule has been observed on

the time scale of hours, allowing extended experiments in time to be done with one

and the same single quantum system. The line width of the zero-phonon line (ZPL)

of a single molecule is determined by the lifetime of its first excited state and by the

strength of the electron-phonon coupling to the matrix. At cryogenic temperature,

many of the dynamic processes are frozen out. The molecule can therefore be ap-

proximated by a two-level quantum system with a nearly lifetime limited line-width

of the ZPL [11, 12]. The narrow ZPL reacts very sensitively to changes in the nearby

environment, which makes the single molecule a local reporter of changes in its sur-

roundings. Experiments have been performed to investigate matrix-induced effects,

such as spectral diffusion or orientational flips of molecules [3, 10, 13], tip-induced

dynamics [14] and coupling effects [15], by making use of the sensitivity of the ZPL

to its nano-environment.
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2 1 Introduction

The Stark effect of single molecules embedded in a solid matrix has been demon-

strated quite early in the era of single-molecule spectroscopy [16], followed by a large

variety of experimental works [17, 18, 19]. The tip-induced Stark-shift [20] has been

used, e.g. to investigate and manipulate the spectral dynamics of single molecules

[14]. Furthermore, the orientation of molecules embedded in a solid matrix has been

explored with the help of the Stark effect [21]. Stark effect occurs due to the inter-

action of an electric field with the molecule, which results in a shift of the molecular

energy levels. This level shift causes a shift of the transition frequency of the zero-

phonon line. Depending on the geometry of the molecule, a linear shift due to a

permanent dipole moment ∆~µ [17], or a quadratic shift due to the polarizability

∆α̃ [22] is observed. Even higher order Stark effects of single molecules have been

detected [23]. The Stark shift of a molecule’s zero-phonon line in the presence of

an electric field can be used to externally tune the molecule’s transition frequency

[15, 22].

In today’s world of nano-science with its decreasing dimensions of devices, it be-

comes increasingly important to develop new techniques to investigate and to interact

with these devices on the same scale [15, 24]. The dimensions of these devices have

already reached the molecular and atomic scale, thus entering the domain where ob-

servable quantum processes take place. Single-molecule detection and manipulation

offers a fascinating potential to contribute to the basic understanding of such quan-

tum processes, and they fill a gap in experimental techniques, which explore effects

on the nano-scale.

The goal of this thesis is to develop a new technique for the the manipulation and

the detection of single molecules and their optical properties. The new method, which

we call Stark-shift microscopy, offers the unique possibility to control the dynamics of

single molecules and their interaction on the nanometer scale. Stark-shift microscopy

is performed combining fluorescence excitation spectroscopy for single-molecule de-

tection and the perturbation of the molecular resonance by an externally controlled,

inhomogeneous electric field of a sharp, metallized tip. The extreme sharpness of the

zero-phonon lines at cryogenic temperature allows the sensitive detection of minute

spectral changes in the order of a few MHz [25]. Since the Stark shift depends on the

electric field strength at the molecule’s position, inhomogeneous electric fields in the

vicinity of sharp tips, lead to Stark shifts that depend on the relative spatial position

of tip and molecule. As a consequence, the transition frequency of single molecules

can be tuned over a wide range by nanometer precise positioning of a biased tip with

respect to the molecule. Stark-shift microscopy combines the spatial information

gained from the tip scan with the spectral information obtained from the tip-induced

Stark shift.

The principle of Stark-shift microscopy is sketched in Fig. 1.1 and explained in
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Figure 1.1: Line-scan of the biased tip at a constant height over a single molecule
embedded in a solid matrix. The molecule has a certain orientation of the dipole
moment and is in the focus of a laser beam, whose frequency is not in resonance with
the molecule. The spectra show how the molecular ZPL is tuned into resonance with
the laser frequency at certain tip positions. The zero-field resonance of the molecule
ν0 is drawn as a dashed line, the Stark-shifted resonance νP is drawn as solid line. The
laser frequency νL is kept fixed during the tip scan. The Stark shift of the molecule
depends strongly on the tip’s position. By measuring the fluorescence of the molecule
as a function of the tip position, distinct pattern of the fluorescence are expected.

brief in the following. Fig. 1.1 shows a line-scan of a biased tip over a single molecule.

The single molecule with a certain dipole orientation is embedded in a solid matrix.

An excitation laser, whose frequency is not in resonance with the molecule, is focused

on the molecule. A biased metallized tip produces an inhomogeneous electric field

with a high field gradient at the position of the nearby molecule. The electric field in-

troduces a Stark shift to the single molecule’s ZPL . By scanning the tip at a constant

height over the molecule, the electric field strength and electric field orientation at the

position of the molecule changes. Hence, the tip-induced Stark shift depends strongly

on the tip’s position. The spectra in Fig. 1.1 illustrate the principle of Stark-shift

microscopy. The zero-field resonance of the molecule is indicated by the dashed peak

at ν0. The excitation frequency νL is kept fixed during the tip scan. The field-shifted

resonance frequency of the molecule νP depends on the tip position. The closer the tip

comes to the molecule, the larger the Stark shift. In Fig. 1.1 (c), the tip-induced Stark

shift is large enough to push the molecule into resonance with the laser. Obviously,

the resonance of the molecule can be tuned in a controlled way by positioning the tip.

We will show that very distinct Stark-shift pattern depending on the relative tip-

molecule distance are obtained, by pushing the ZPL in and out of resonance with

the laser frequency by a precise positioning of the tip. Molecules with differing res-

onance frequencies are normally only spatially resolved in several sample scans at
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different excitations frequencies. With Stark-shift microscopy, several molecules are

resolved in a single spatial tip scan, even though their spectral resonances differ from

each other. Such measurements are used for a precise position determination of the

molecule. Additionally, interesting effects, caused by the coupling of single molecule

to other two-level systems, can be investigated by Stark-shift microscopy.

The thesis is divided into seven chapters. The second chapter presents an overview

of the fundamentals of single-molecule spectroscopy and focusses on the low temper-

atures properties of single molecules. An introduction of the Stark effect of single

molecules is given. The interaction between single molecules by dipole-dipole coupling

and the interaction between a single molecule and a tunneling two-level-system in the

matrix is discussed. Finally, the experimental principles of a confocal microscope, the

positioning abilities by piezoelectric elements and the shear-force gap-width control

will be introduced.

The third chapter gives an introduction to the sample system, the experimental

setup and its imaging capabilities. The sample system is a crystalline matrix of p-

terphenyl doped with fluorescent terrylene molecules. The sample properties and the

preparation techniques is reviewed. The setup, a confocal microscope combined with

a scanning-tip unit, is briefly introduced. The preparation of the etched, metallized

glass-fibers as well as the cryogenic setup will be described. An overview of the dif-

ferent modes of operation of the setup is given.

The fourth chapter introduces a theoretical model for Stark-shift microscopy. The

chapter presents calculations of the electric fields produced by a tip modelled either

as a sphere or as a truncated cone. With the known electric field distribution, the

Stark shift depending on the tip position is calculated. These results are used to

simulate the Stark-shift pattern depending on the tip position applying the density

matrix approach. A theoretical discussion is presented, concerning the influence of

different Stark-shift coefficients ∆~µ and ∆α̃ on the Stark-shift patterns. The chap-

ter concludes with the investigations of additional effects, such as the dipole-dipole

coupling or the coupling to a two-level system in the matrix.

The fifth chapter concentrates on the performance of the experimental measure-

ments. The first section gives an theoretical overview of the influence of the different

experimental parameters, such as the tip voltage, the gap-width or the detuning.

The second section presents an experimental protocol, which we call the five-points

measurement, for the determination of suitable parameter settings. The third sec-

tions describes an experimental procedure for imaging single molecules by Stark-shift

microscopy.

The sixth chapter presents the experimental results. Recorded Stark-shift pat-

terns of single molecules are compared to the theoretical predictions. In the first
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part, the influence of the tip voltage and the detuning between the laser frequency

and the molecule’s resonance on the fluorescent pattern is demonstrated. The second

section shows the dependence of the Stark-shift patterns on the gap-width and the

orientation of the permanent dipole difference ∆~µ. We present the results on the

interaction between a single molecule and a tunnelling two-level system of the ma-

trix. The last section then demonstrates the precise position determination of several

molecules in a single spatial tip scan.

The seventh and last chapter summarizes the experimental and theoretical results

and gives an outlook of future experiments and applications.
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Chapter 2

Basics

In this chapter, an introduction of the physical and the technical side of the exper-

imental work of this thesis will be given. The first part is about the fundamentals

of single-molecule spectroscopy. This section gives a short summary of the char-

acteristics of single molecules embedded in a solid matrix and the detection at low

temperature. Further readings and a detailed introduction can be found in the books

on single-molecule detection at low temperature [25] and on nano-optics [26]. Several

review papers on single molecule detection give also an overview of the research field

[1, 2, 12, 27, 28, 29, 30, 31, 32]. The second section is about the Stark effect of sin-

gle molecules, which is caused by the interaction of an static electric field with single

molecules. The third section introduces the dipole dipole coupling between single emit-

ters. The fourth section discusses the model of a tunnelling two-level system. The

chapter is concluded with an introduction of the technical basics, such as the principle

of the confocal microscope, the use of piezoelectric elements as positioning elements

and the gap-width control by a tuning fork.

2.1 Fundamentals of single-molecule spectroscopy

The investigation of single molecules by fluorescence excitation spectroscopy covers

by now a wide range from bio-physics [4] to quantum optics [11]. This alone wide

application range shows already how powerful and how flexible this technique is. Sin-

gle molecules give us not only the possibility to study single quantum systems, but

also to have a look into processes inside the sample, such as the flipping of molec-

ular groups in a solid matrix or transport processes through a cell membrane. To

understand such processes, the characteristic behavior of single molecules in differ-

ent environments and the influence of the nearby surrounding on the molecule have

been investigated [13, 33]. The basic principle of fluorescence excitation spectroscopy

7
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Figure 2.1: Simplified scheme of single molecule spectroscopy: A laser excites a single
molecule. By blocking the excitation light by a filter, the fluorescent signal of the
molecule can be detected and analyzed by a detector, such as a single-photon counting
photo diode, for example.

is sketched in Fig. 2.1. A laser beam is focussed onto a a sample, where the light

interacts with a single molecule. If the laser is in resonance with the molecule, the

molecule is excited from its ground state to the first excited state. The molecule falls

back to its ground state by emitting a photon. This fluorescent signal is then detected

by a single photon counting detector. A filter is used to distinguish the fluorescence of

the molecule from the excitation laser light. The detector detects only the red-shifted

fluorescence. By scanning the laser in frequency, molecules which are in resonance

with the laser, can be detected and resolved spectrally in an excitation spectrum.

Hence, an excitation spectrum displays the fluorescence of the single molecules as a

function of the excitation wavelength.

Even though, the principle of single molecule fluorescence detection seems to be

very simple, there are certain requirements for the sample system and the setup, which

have to be satisfied. In the following section, an overview of these requirements will

be given.

2.1.1 A single molecule embedded in a solid matrix

Dye molecules embedded in a solid matrix were found to be a preferred sample

system for single-molecule spectroscopy (SMS). In the optimum case, the solid matrix

is a single crystal. Single molecules act very sensitive to their surroundings. By

embedding molecules in a crystalline matrix, it is expected that the molecule shows a

spectrally stable behavior. Single chromophores in a solid matrix have very distinct

properties which are presented in the following.

Energy level scheme

The characteristics of the absorption spectrum of a single molecule embedded in a

solid matrix and other photo-physical processes can be explained with the help of a

Jablonski diagram, sketched in Fig. 2.2 (a). In this diagram, the electronic energy
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levels of the ground state S0 and the first excited state S1 of a single molecule are

shown. The scheme also shows the vibrational levels of each electronic energy level.

Finally, the level, named T1, is the triplet state.

By absorbing a photon, a transition from the ground state S0 to the vibrational

ground state (resonant excitation) or to the vibrational levels (non-resonant excita-

tion) of the first excited state S1 is possible. If the excitation into the vibrational

levels of S1 occurs, a relaxation to the vibrational ground state of the excited state

is required before a photon can be emitted. The relaxation into the ground state

of S1 is a non-radiative process. A non-radiative process dissipates the energy into

phonons and does not emit a photon. This non-radiative process is called internal

conversion (IC) and is marked by a wiggling line in Fig. 2.2 (a). The lifetime of the

first excited state S1 of dye molecules can vary between 1 and 10 ns.

There are several pathways from the vibrational ground state of the first excited

state to the ground state of the molecule. One path is by emitting a photon and

undergoing a transition into the vibrational states of the ground state S0. This tran-

sition results in the red-shifted fluorescence of the molecule. Relaxation from the

vibrational levels to the vibrational ground state of S0 occurs by internal conversion.

The direct transition from the vibrational ground state of S1 to the vibrational ground

state of S0 occurs by emitting a photon with the same frequency of the exciting pho-

ton. This transition is a zero-phonon transition. Another path is the relaxation by

internal conversion from the vibrational ground state of S1 into the vibrational ground

state of S0. This is a non-radiative process and no photon is emitted. The third path

is a transition to the triplet state T1. This transition is called inter-system crossing

(ISC), where no photon is emitted. Undergoing an inter-system crossing is linked to

a spin flip, where the orientation of the spin is reversed. After relaxation into the

vibrational ground state of T1, a transition can occur into the ground state S0 of the

molecule by another inter-system crossing. Since the transition from T1 to S0 is spin

forbidden, the lifetime of the triplet state is very long and can reach a timescale of ms.

For describing the emission rate of a single molecule, a new parameter is intro-

duced, which is called the the quantum yield Φ. The quantum yield describes the

ratio of the radiative and the non-radiative part of the emission:

Φ =
kr

kr + knr

. (2.1)

The rate kr takes all radiative rates into account, and knr all non-radiative rates. If the

quantum yield is large, the molecule is a good candidate for excitation spectroscopy,

since it supplies a large emission signal.
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Figure 2.2: (a) Energy levels of the electronic ground state (S0), the first excited
state (S1) and the triplet state (T1): the Jablonski diagram. (b) Spectrum of a single
molecule showing the zero-phonon line (ZPL) and the phonon wing (PW) for low
temperature.

Zero-Phonon line and the phonon-wing

The absorption spectrum of a single molecule is shown in Fig. 2.2 (b). The appear-

ance of the spectrum can be explained with the help of the Jablonski diagram. As can

be seen in Fig. 2.2 (a), there are not only electronic levels in the energy level diagram.

Each electronic level exhibit also vibronic levels, which appear due to vibration of

the molecule and of the surrounding matrix. These transitions contribute to differ-

ent features in the spectrum. The pure electronic transition without any coupling to

phonons results in the zero-phonon line (ZPL), as sketched in Fig. 2.2 (b). Due to the

interaction with the phonons, a second band, shifted to the blue, appears, which is

called the phonon wing (PW). The respective states have very short lifetimes, which

results in very broad, overlapping peaks forming the PW.

At room temperature, there are many phonons in the matrix, and the PW becomes

very broad and overlaps with the ZPL. By cooling down to cryogenic temperature,

the low energy excitations are frozen out. The ZPL becomes more intense and very

narrow and is finally separated from the PW (T < 20 K).

Absorption line shape of a single molecule

The line shape of the ZPL of a single molecule embedded in a matrix can be described

by a Lorentzian:

I(νL) =
Γν2

R

(2ν2
R + 4(νL − ν0)2 + Γ2)

. (2.2)

where νL is the excitation frequency, Γ is the homogeneous line width, νR is the Rabi-

frequency, and ν0 is the resonance frequency of the molecule. The equation (2.2) is
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Figure 2.3: (a) ZPL of a single molecule can be described by a Lorentzian line shape at
low temperature. (b) Simplified energy level diagram without the vibrational levels,
where ki,j indicates the rates between the different states.

derived from the master equation approach of a single emitter coupled to a laser field,

including the spontaneous emission. No interaction with a phonon bath is considered.

Hence, the Lorentzian line shape is valid only at low temperature. A derivation of

this formula is given in Chapter 4.3. In Fig. 2.3 (a) and (b), a Lorentzian line

profile is shown with a simplified energy level scheme valid at low temperature. The

homogeneous line width Γ is the full width at half maximum (FWHM) of the peak.

The line width is directly related to the lifetime of the excited state:

Γ =
1

πT2

=
1

2πT1

+
1

πT ∗
2

, (2.3)

where T2 is the overall dephasing time, which is divided in two contributions T1 and

T ∗
2 . The time T1 is the lifetime of the first excited state S1. The time T ∗

2 is the

pure dephasing time. T ∗
2 depends very strongly on low frequency excitations, such

as phonons, for example. At low temperature phonons are frozen out and T ∗
2 → ∞.

The 1
πT ∗

2
-term in Eq. (2.3) can be neglected at low temperature (T < 2K) and the

line width Γ of a single molecule embedded in a solid matrix becomes lifetime-limited

[34].

Absorption cross section

The molecule has to absorb a photon to make a transition into the excited state.

The absorption of a photon occurs with a certain probability. A primitive picture

to describe the probability of absorbing a photon, is to define a virtual area around

the molecule, where every passing photon is absorbed. This virtual area is called

the absorption cross section σ (ACS). A more sophisticated description, based on a

classical picture, can be found in [26], where the ACS is defined as the area where

the energy flow between an incoming plane wave and a dipole field of an emitter,

is directed towards the emitter. The absorption cross section can be expressed as
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Figure 2.4: Saturation of an optical transition: the emission rate of photons R satu-
rates at a certain threshold, indicated by the dashed lines [26].

[35, 36]:

σ = cDW cFC3 cos3(φ)
λ2

2π
Φ, (2.4)

where cDW is the Debey-Waller factor, cFC is the Franck-Condon factor, the term

cos(φ) describes the orientation of the excitation light and the transition dipole of

the molecule, λ is the excitation wave length and Φ is the quantum yield.

The Debey-Waller factor cDW is proportional to the inverse of the electron-phonon

coupling, which depends on the temperature:

cDW =
IZPL

IZPL + IPW

, (2.5)

where IZPL and IPW are the intensities for the zero-phonon line and the phonon

wing, respectively. At increasing temperature (T ≥ 20 K), when the coupling to the

phonons increases, the intensity goes to the PW, and the ZPL disappears. Hence, the

Debey-Waller factor also decreases. This factor limits the absorption cross section at

higher temperature.

The Franck-Condon factor cFC describes the overlap of the wavefunction of the

vibronic levels of the ground and first excited state. A transition is more likely (shows

a stronger intensity), if the overlap is large [37]. At low temperature, the overlap of

the wavefunctions of the vibrational ground states of the electronic ground state and

of the electronic first excited state is larger compared to the higher vibrational levels

of these states [38]. This gives rise to a very sharp and intense zero-phonon line.
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Saturation

Up a certain excitation intensity threshold, the increase in excitation power results

only in an increase in the population of the triplet state. Hence, the emission rate of

photons cannot exceed a certain value, see Fig. 2.4. This effect is called saturation.

The saturation can be described by the following equation for the emission rate R:

R(I) = R∞
I/IS

1 + I/IS

, (2.6)

where R∞ is the saturation count rate at infinite strong excitation, I is the excitation

intensity and IS is the saturation intensity at which R = R∞/2. The two constants

R∞ and IS can be expressed as follows [26]:

R∞ =
k31kr

k23 + k31

, (2.7)

IS =
(kr + knr + k23)k31

(k23 + k31)σ
, (2.8)

where kr, knr are the radiative and the non-radiative decay rate, respectively, σ is

the absorption cross section and kij are the decay rates for the transition as shown

in Fig. 2.3 (b). For further information are given in [22, 26].

Increasing the excitation power of the laser leads also to another effect, the broad-

ening of the line width of the resonance. This effect is called power broadening of

the ZPL. Power broadening appears, if the saturation of the transition is reached

[39]. The dependence of the line width of the ZPL on the excitation power can be

expressed as:

Γ(I) = Γ0

√

1 + I/IS, (2.9)

where Γ is the homogeneous line width and Γ0 is the line width at I → 0 .

Finally, also the absorption cross section σ depends on the intensity. The depen-

dence on the excitation intensity can be expressed as :

σ(I) =
σ0

1 + I/IS

, (2.10)

with σ0 as the absorption cross section for I → 0. The absorption cross section is

therefore decreased by any finite laser intensity.

2.1.2 Detection of single molecules at cryogenic temperature

The zero-phonon lines of molecules become very narrow at cryogenic temperature

and they can be addressed individually by a narrow-band laser. For excitation spec-

troscopy of single molecules at low temperature, spatial selection and spectral selec-

tion are used for single-molecule detection.
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Figure 2.5: Illustration of the spatial selection of single molecules. (a) The thicker
the sample and the higher the concentration of molecules, the higher is the possibility
to excite several molecules. (b) Reducing the concentration of the fluorophores and
the thickness of the sample, as well as focussing the laser on a very small volume,
makes the spatial selection of single molecules possible

Spatial selection

Single-molecule detection depends very strongly on the concentration of the molecules

in the detection volume. The more molecules are located within the excitation vol-

ume, the higher the possibility to excite several molecules, see Fig. 2.5 (a). By

reducing the number of molecules in the host matrix, detection of single molecules is

facilitated. A second way of reducing the number of molecules in the excitation area

is to reduce the excitation volume itself. This can be done by using very thin samples

and focussing the laser to a very small volume inside the sample. The method of

spatial selection is illustrated in Fig. 2.5.

Spectral selection

Single molecules of the same kind, embedded in a low concentration in a crystalline

matrix should show the same transition frequency. A crystalline structure provides a

well-defined, homogeneous environment. But no crystal is perfect. The environment

in the matrix varies between different locations due to defects such as, e.g. grain

boundaries as shown in Fig. 2.6 (a). Therefore, molecules have different surround-

ings, which results in an shift of their resonance frequencies due to the interaction

with the host crystal. This effect leads to inhomogeneous broadening of the ensemble

absorption band [40, 41, 42], as shown in Fig. 2.6 (b). The inhomogeneous broadening

is therefore produced by a superposition of many individual homogeneous absorption

profiles. By reducing the number of molecules, a ’spectral roughness’ of the inhomo-

geneous line can be detected, which is called statistical fine structure [43, 44].
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Figure 2.6: (a) Single fluorescent molecules in solid matrix. Since every molecule has a
slightly different environment, the transition frequencies differ. The absorption band
is inhomogeneous broadened. (b) At higher temperature (T > 20 K) the individual
resonances of the molecules overlap and form a single absorption band, which is called
the inhomogeneous broadened line. (c) At cryogenic temperature, the line width of
the ZPL become so narrow, that single peaks can be detected.

At higher temperature (T > 20 K), the line width of the molecular resonance

is very broad and the resonance peaks of different molecules overlap. This overlap

results in a single absorption band and the molecules cannot be addressed separately.

The only way to overcome this problem is to work with very low concentration of

the chromophores. Since the distribution of the transition frequencies is not homoge-

neous, the spectral distance between the different ZPL becomes larger at the wings

of the inhomogeneous line. Exciting molecules, which are spectrally located at the

wings of the inhomogeneous line, simplifies the single excitation as well. At cryogenic

temperature, the line widths of the molecules become very narrow. The overlap of

the ZPL is much less, but the variety of the transition frequencies is still there. The

molecules can be addressed more easily one after the other as shown in Fig. 2.6 (c).

Therefore, inhomogeneous broadening allows a spectral selection of single molecules.

Conditions for single-molecules spectroscopy

Molecules embedded in a solid have to satisfy several requirements, to be suitable for

single-molecule spectroscopy. These requirements, even though most of them have

already been mentioned in the previous discussion, are summarized in the following.

For the detection of single molecules, it has to be assured to have only one molecule

in focus and to have a fluorescence signal of the molecule above noise level. Having

only one molecule in focus can be done by diluting the sample and reducing the vol-

ume (spatial selection) and exciting in the wings of the inhomogeneous line (spectral

selection). A high fluorescence signal is determined by several requirements, which

can be deduced from Eq. (2.3) for the line width Γ and from Eq. (2.1) for the quantum

yield Φ, respectively:
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• Stability of the fluorescent signal can be increased by working with single

molecules embedded in a crystalline matrix. Choosing a dye-matrix system,

where the molecule fits into the crystal lattice without too many distortion, is

preferable.

• An intense peak of the ZPL is obtained if the quantum yield Φ ≈ 1. Therefore

the sample should have a large radiative rate and a low non-radiative rate.

• A narrow peak of the ZPL is obtained in the case of a long lifetime of the first

excited state T1 and for T ∗
2 → 0 for low temperature. The excitation intensity

should also lie below the saturation to avoid power broadening.

• A large absorption cross section σ is preferable, since the probability to excite

the molecule is larger. The excitation occurs at lower power, which minimizes

the background.

• The sample system should have a slow inter-system crossing rate k23 and a short

triplet lifetime to weaken the triplet bottleneck.

Bunching, blinking, bleaching, spectral diffusion - photophysics

There are photo-physical processes, which have not been discussed until now. They

are not subject of the thesis, but they appear in one way or the other in the experi-

mental measurements. Therefore, a quick overview is given in the following.

anti-bunching The molecule has to be excited before it can emit a photon. Since

the re-excitation depends on the lifetime of the excited state, there is a time period

of the molecule where it cannot emit a photon. Therefore, the bright period of a

molecule consists of a series of single photons spaced out in time by the lifetime of he

excited state in average [45]. This effect is called anti-bunching, sketched in Fig. 2.7.

bunching Another effect is related to the inter-system crossing into the triplet

state. Since the triplet state has a comparable long lifetime, the molecule can be get

trapped there and does not emit any photons. This trapping causes a dark period

in the emission of the molecule. This effect causes a ’binning’ of emitted photons,

which is called bunching, sketched in Fig. 2.7

photo-bleaching If the molecule stops to fluoresce, the effect is called photo-

bleaching. The exact mechanism is not known, but the effect is attributed to chem-

ical modifications. The molecule might undergo some chemical reaction with other

molecules or the environment, as for example with oxygen.
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bunching anti-bunching

Figure 2.7: Single fluorescent molecules emit photons only after they have been ex-
cited, which causes anti-bunching of the emitted photons. By crossing over into the
triplet state, the molecule exhibits some dark periods without emitting photons. This
effect causes some kind of ’binning’ of the photons, which is called bunching.

’blinking’ and ’spectral diffusion’ In experimental measurements, the fluores-

cence pattern of a single molecule can be interrupted by dark periods. This effect

is called the fluorescent blinking. The time scale of the event is in the ms-range.

Spectral diffusion of a single molecule is linked to processes in the host-matrix. Due

to changes in the nearby surrounding, the frequency of the ZPL can shift spectrally

[3]. This effect is called spectral diffusion. The shift of the molecule can occur slowly

as a kind of creeping behavior, or it can occur as a sudden jump towards another

spectral position.

2.2 Perturbation by an electric field: the Stark

effect

The optical transition frequency of a single molecule depends on the spacing of the

energy level. By changing the spacing of the energy levels, the ZPL frequency can be

tuned. Control of the energy spacing can be achieved, e.g., by an additional, external

electric field. The shift of the resonance frequency due to an electric field is called

Stark effect. The Stark shift of the ZPL of single molecules has been demonstrated in

the 90’ by Wild et al. [22] and has found some interesting application since then [15].

The interest in Stark-shift characteristics is also increasing in connection to quantum

dots with the intension to use the effect quantum computing.

2.2.1 Single molecule and a static electric field

At low temperature, the complex Jablonski-diagram of a single molecule can be re-

duced to a two-level system with a ground state G and a first excited state F , as

shown in Fig. 2.3 (b). By applying an external electric field, the energy levels can be

shifted as shown in Fig. 2.8 (a). The change of the spacing of the ground state and

the first excited state, results in an induced Stark shift ∆νS = νe−ν0, where ν0 is the

zero-field resonance of the molecule and νe the field-shifted resonance (Fig. 2.8 (b)).

The overall shift can be detected in a spectrum, where the resonance of the molecule
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Figure 2.8: Stark shift of a single molecule. (a) Two-level system with G as the ground
state and F the first excited state. By applying an electric field Eext, the ground and
first energy level are shifted by different values, which results in a different resonance
frequency νe (b) The overall Stark shift ∆νS results from subtracting the zero-field
resonance frequency ν0 from the shifted resonance frequency νe. (c) The ZPL of a
molecule is shifted by ∆νS, which can be observed in the excitation spectrum.

shifts from ν0 to νe due to the interaction with the electric field (Fig. 2.8 (c)).

The electronic energy level W in an electric field can be expressed in a Taylor

expansion [25] up to the second order:

W1(E) = W1(0) − ~µ1
~E − 1

2
~Eα̃1

~E (2.11)

W2(E) = W2(0) − ~µ2
~E − 1

2
~Eα̃2

~E. (2.12)

Here, (1,2) indicates the ground and the first excited state, respectively, Wi(E) are the

energy levels in the electric field (see Fig. 2.8 (a)), Wi(0) are energy levels in zero-field,

~µi and α̃i are the permanent dipole moment and the polarizability, respectively. The

transition frequencies ν0 and νe can be expressed by the energy difference between

the ground G and the first excited state F with the help of Eq. (2.11) and (2.12):

h̄ν0 = W1(0) − W2(0) (2.13)

h̄νe = W1(E) − W2(0)

= W1(0) − ~µ1
~E − 1

2
~Eα̃1

~E − W2(0) + ~µ2
~E +

1

2
~Eα̃2

~E (2.14)

As shown in Fig. 2.8 (b), the Stark shift ∆νS has been defined as the overall shift

of the energy levels of the ground and the first excited state. The Stark shift ∆νS is
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obtained up to the first and second order:

h̄∆νS = h̄(νe − ν0) (2.15)

= W1(0) − ~µ1
~E − 1

2
~Eα̃1

~E − W2(0) + ~µ2
~E +

1

2
~Eα̃2

~E − W1(0) + W2(0)

= −∆~µ~E − 1

2
~E∆α̃ ~E. (2.16)

Here, ∆~µ = ~µ2 − ~µ1 is the permanent dipole different between the ground and the

first excited state, and ∆α̃ = α̃2 − α̃1 is the difference in polarizability between the

ground and the first excited state. The first term in Eq. (2.16) is the linear Stark

shift and the second term is the quadratic Stark shift. When plotting the Stark shift

versus the electric field, the linear Stark shift is a straight line and the quadratic

term is a parabola. The Stark shift of a single molecule depends on the Stark-shift

coefficient ∆~µ and ∆α̃. These two coefficients are defined by the symmetry of the

molecule and by the influence of the nearby surrounding of the molecule. The change

of permanent dipole moment and of the polarizability can be expressed as:

∆~µ = |∆µ|






sin φ cos θ

sin φ sin θ

cos φ




 and ∆α̃ =






∆αaa ∆αab ∆αac

∆αba ∆αbb ∆αbc

∆αca ∆αcb ∆αcc




 .

Here, ∆~µ is expressed in spherical coordinates, with φ as angle with the z-axes and

θ as the angle in the (x,y)-plane. The polarizability is a tensor, depending on the

geometry of the molecule.

Dipole moment

The linear Stark effect depends on the permanent dipole difference between the

ground and the first excited state. To make this point perfectly clear, the permanent

dipole difference is expressed as:

∆~µ = 〈g|~d|g〉 − 〈e|~d|e〉, (2.17)

with the ground state 〈g| and the excited state 〈e| and ~d as the dipole moment.

2.2.2 Matrix and a static electric field

Typically, the molecules that are investigated, are embedded in a solid matrix. What

has been discussed so far with respect to the Stark shift is valid for molecules in

vacuum. Therefore, the electric field at the position of the molecule is changed by

the matrix. The local electric field ~Eloc is the electric field at a certain position

inside the matrix depending on the externally applied electric field. The influence

of the matrix is taken into account by the Lorentz factor fL. The Lorentz-model

averages the electric field over the whole sample and assumes it to be proportional
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to an averaged constant fL [46]:

~Eloc = fL
~Eext =

ǫ + 2

3
~Eext. (2.18)

The effect of the matrix is taken into account by the dielectric constant ǫ. If the

matrix is anisotropic, the dielectric constant depends on the direction in the crystal

and becomes a tensor. There is an additional field inside the matrix, ~Eint, which is

due to the geometry of the matrix molecules and their charges. The internal field can

also shift the resonance of the molecule and induces, for example, a permanent dipole

moment to the fluorescent molecule. The effect of the internal field can be seen, if

the Stark shift of a molecule is not zero under zero-field conditions. The total field
~Etot around the molecules’s position is expressed as:

~Etot = ~Eloc + ~Eint. (2.19)

Taking the total field at the position of the molecule into account, the Stark shift

can be expressed up to the second order as:

∆ν = −∆~µ
(

fL
~Eext + ~Eint

)

− 1

2

(

fL
~Eext + ~Eint

)

∆α̃
(

fL
~Eext + ~Eint

)

. (2.20)

2.3 Dipole-dipole coupling

Single molecules, which are separated by a distance r12 smaller than the excitation

wavelength λ, can interact by the electric Coulomb interaction. The requirement for

the distance can be expressed as [47]:

kr12 < 1, (2.21)

with k = 2π
λ

as the wavenumber. In the following discussion, only two molecules are

considered, as shown in Fig. 2.9 (a). They are described by two two-level systems,

as sketched in Fig. 2.9 (b). The two single molecules are described by |ai〉 and |bi〉
with (i=1,2) for the ground and the first excited state, respectively. An additional

assumption is, that the wavefunctions of both molecules are only slightly overlapping.

With this assumption, the molecules can be treated separately and the interaction

term is a small perturbation. The interaction term j can be derived from a classical

picture. One of the dipoles oscillates and generates a radiation field. Into this electric

field, the second dipole is placed [48]. The interaction is described by:

Wint = − ~µ2
~E1, (2.22)

where ~µ2 is the dipole moment of molecule 2 and ~E1 is the electric field of the

oscillating dipole of molecule 1. Taking the real part of Eq. (2.22), the dipole-dipole

interaction j in Eq. (2.23) is obtained [48]. The dipole-dipole interaction j between
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Figure 2.9: (a) Spatial orientation of the two molecules, where r12 is the distance
between them and µi are the dipole moments. (b) Notation for the interaction be-
tween two single emitters, with |ai〉 as the ground states and |bi〉 as the first excited
state. By introducing the coupling j to the systems, an additional energy splitting
∆E appears.

two molecules can be written as [49]:

j =
3
√

Γ1Γ2

4(k0r12)3
[(µ̂1µ̂2) − 3(µ̂1r̂12)(µ̂2r̂12)] . (2.23)

Here, Γi with i = 1, 2 are the line widths of the transitions, µ̂i with i = 1, 2 are the

transition dipole moments and k0 = ν1−ν2

2c
is the average wave number with ν1,2 as

the transition frequencies of the molecules.

The system of two interacting two-level systems can be transformed into a new

eigensystem. The new eigensystem is a single four-level system with an additional

energy spacing ∆E, as sketched in Fig. 2.9 (b). In the case of two identical molecules

(ν1 = ν2), the additional energy spacing is equal to the dipole-dipole interaction

j. Considering two molecules with different transition frequencies, the additional

spacing is

∆E = ±
√

∆ν2
m + j2, (2.24)

with ∆νm = ν2−ν1

2
. The new eigenstates of the system are denoted as |aa〉 and |bb〉

for the ground and the highest excited state, respectively, and |ab〉 and |ba〉. The

Hamiltonian of the coupled system in a laser field can be expressed as:

H = H1 + H2 + Hint, (2.25)

where H1 and H2 describe molecule 1 and 2 in a laser field, respectively, and Hint

is the dipole-dipole interaction j. The Hamiltonian Hi with i = (1, 2) of a single
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molecule in a laser field can be written as

Hi =
h̄νi

2
(−σz) − ~degi

~E cos(νLt)σx (2.26)

where

σz =

(

1 0

0 −1

)

and σx =

(

0 1

1 0

)

,

are the Pauli matrices, νi is the resonance frequency of the molecule i, ~degi is the

transition dipole moment of the emitter i, and ~E is the laser field, varying with

frequency νL. The system can now be described by the time evolution of the density

matrix using the Hamiltonian of the complete system of Eq. (2.25):

ρ̇ = −1

h̄
[H, ρ]. (2.27)

Dipole moment

The coupling of the excitation light of the laser to the molecule is determined by the

orientation of the electric laser field ~E and the orientation of the transition dipole

moment ~deg, as just derived in Eq. (2.26). If the orientation between ~E and ~deg is

perpendicular to each other, the excitation of the molecule is not possible. Here we

point out, that the interaction is based on the transition dipole moment ~deg between

the ground and the first excited state, in contrast of the Stark effect, which depends

on the permanent dipole moment difference. The dipole moment can be expressed

as:
~deg = 〈g|~d|e〉, (2.28)

with 〈g|, 〈e| as the ground and the first excited state, and ~d as the dipole operator.

This dipole moment has to be distinguished from the dipole moment difference ∆~µ

defined in Eq. (2.17).

2.4 Tunnelling two-level system

Optical spectroscopy has been a powerful tool for probing the structure and the dy-

namics of solids [10, 50, 51]. The local environment has a large influence on the tran-

sition frequency of a chromophore. A model to describe the environment of a single

molecule in the matrix at low temperature, is the tunnelling two-level system (TLS)

[52, 53]. Originally, the TLS model has been developed to describe low-temperature

anomalies of glasses [54, 55], such as the anomalous heat capacity. The environ-

ment is modelled as double-wells of a potential-energy surface along some collective

coordinates of atomic displacements [56]. At low temperature, the energy levels of

the double-well potentials are reduced to the two lowest energy eigentates, the TLS.

The model also finds application in crystalline matrices and low-temperature glasses

[57, 58, 59, 60]. There are a few crystal systems, where the motion of some atomic
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Figure 2.10: Double-well potential of a matrix two-level system, with the two localized
basis states |L〉 and |R〉.

groups, as e.g. the methyl in p-terphenyl, can take place, even at cryogenic tem-

perature [25]. These methyl groups can flip their orientation due to coupling to

low-energy excitations, such as phonons. The flipping can be described by the two

lowest, localized states in a double-well potential as shown in Fig. 2.10. These two

states form a single TLS and the orientational change of the atomic group is described

by quantum-mechanical tunnelling between the two states. The Hamiltonian of the

TLS is given [61]:

H =
1

2

(

η ∆0

∆0 −η

)

. (2.29)

Here, η is the asymmetry of the TLS as indicated in Fig. 2.10. The tunnelling matrix

element ∆0 is proportional to the overlap of the wave functions in the two wells and

can be written as:

∆0 ∝ exp
(

−2d
√

(2mV )/h̄
)

. (2.30)

Here, d is the width of the potential barrier between the two energy minima along

the generalized coordinates, m is the tunnelling quantity and V is the height of the

energy barrier. The eigenstates of the Hamiltonian in Eq. (2.29) can be expressed as:

|−〉 = cos (φ)|L〉 + sin (φ)|R〉 (2.31)

|+〉 = − sin (φ)|L〉 + cos (φ)|R〉 (2.32)

where tan φ = ∆0/η. The corresponding energy eigenvalues are:

E ′
± = ±E ′

2
= ±1

2

√

η2 + ∆2
0 (2.33)

The two-level system has been used to describe the variety of line shapes of molecules

[56, 61, 62]. The interaction between two-level systems in the matrix and single
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Figure 2.11: Principle of confocal microscopy. P1 and P2 are pinholes, OB is the
objective, DM is a dichroic mirror and D is the detector. For detailed explanation,
see text.

molecules leads, for example, to a splitting of the spectrum of the single molecule,

as seen by [58, 60] or frequency jumps [63]. In general, the transition frequency

of a single molecule ν can be divided into a static component ν0 and a dynamic

component ν ′ [61]. If more than one TLS is located in the surrounding of a molecule,

the molecular transition frequency can be described:

ν(t) = ν0 +
∑

i

ν ′
iζi(t), (2.34)

with ζi(t) = 0, if the i-th TLS is in its ground state, and ζi = 1, if its in the excited

state. The static component ν0 is to the transition frequency of the molecule, if there

are no flipping TLS nearby or if the TLS is in its ground state. The dynamic compo-

nent ν ′
i is induced to the molecule, if a nearby TLS flips its state. This component ν ′

i

determines the line shape of the molecule. Using this model, it can be explained why

single molecules, embedded in the same matrix, show a variety of line shapes [10].

2.5 Technical basics

The experimental setup used in this thesis consists of a confocal microscope for single-

molecule detection and a scanning-tip unit for Stark-shift imaging. In the following
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section, the technical basics are introduced. The principle of confocal microscopy is

discussed. The scanning unit as well as all kind of position facilities at low temper-

ature are based on piezoelectric elements. Therefore, an introduction of piezoelectric

elements and of their modes of operation, such as slip-stick motion, is given. Finally,

the gap-width control by the tuning fork technique is presented.

2.5.1 Confocal microscopy and optical detection

Excitation spectroscopy is performed using confocal microscopy [25, 26, 64]. The

principle of a confocal microscope is sketched in Fig. 2.11. Laser light is used to

illuminate the sample. The excitation path of the laser light goes from the first

pinhole P1 to the dichroic mirror DM, where it is reflected into the objective OB.

The objective focusses the light onto the sample. The sample signal is collected by

the same objective and focussed onto the second pinhole P2. The detector behind the

second pinhole detects the signal. The two pinholes are adjusted in such a way, that

the laser illuminates the same spot of the sample from which the detector detects the

signal. The pinhole in the excitation path and the pinhole in the detection path define

a con-focal volume. As sketched in Fig. 2.11, there are three objects in the excitation

area of the laser. The square is inside the confocal volume and its signal is focused

by the objective on the detector D. The circle is located in the focal plane defined

by the excitation pinhole P1, but its signal does not hit the detector pinhole P2 due

to its position to the optical axis. Therefore, the emission from the circle position is

effectively blocked. The triangle is not situated inside the confocal volume. Neither

the excitation light is focussed onto its position, nor its emission is focussed at the

position of the detector. By scanning the sample, the different objects can be imaged

and discriminated. Confocal microscopy is limited by diffraction at the rim of the

lenses. Therefore, if two objects are separated by a distance, which is smaller than

the diffraction limit, they cannot be resolved. This separation limit, the resolution r,

can be expressed as:

r = 0.61
λ

NA
, (2.35)

where λ is the excitation wavelength and NA the numerical aperture of the objective.

In an optimized experimental setup, the size of the pinholes matches the resolution

r. With an excitation wavelength of λ = 580 nm and NA = 0.85 of the objective,

the resolution is limited to r = 416 nm.

The advantage of using confocal microscopy is the effective blocking of the back-

ground signal. The excitation as well as the detection is limited to a spot-size area,

defined by the pinholes. No scattered light of a bright spot in the excitation area can

overlay the signal of a nearby dimmer spot, as long as the distance between these

two spots is larger than the focal spot of the excitation light.
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Figure 2.12: Principle of the positioning possibilities. (a) Scanning unit for the
sample: the bimorph-scanner. (b) Scanning unit for the tip: the tube piezo. (c) Fine
focussing of the sample: disk piezo.

2.5.2 Piezoelectric actuators: positioning elements

At low temperature, a convenient and accurate way of scanning or positioning the

different parts of the setup is by piezoelectric actuators. Piezoelectric elements can

be moved or bent by applying a voltage. The direction depends on the sign of the

voltage and the polarization of the piezo. The advantage of cryogenic temperature

condition is, that the typical hysteresis of the piezo-elements disappears.

Scanning facilities

Two different piezoelectric elements are used as scanning facilities. Stripe bimorph

piezos form a scanner for the sample, shown in Fig. 2.12 (a) and a tube piezo is

used as scanning element for the tip, shown in Fig. 2.12 (b). The sample-scanner

consists of 4 bimorph-piezo-elements, which are arranged as sketched in Fig. 2.12 (a).

On the left side, a single bimorph-element is shown. By applying a voltage over the

piezo-electric layers, the element bends. Depending on the mounting point, the piezo-

element bends differently. The four bimorph piezos are arranged in pairs, whereas one

pair is fixed in the center (indicated by the ’C’), and one pair is fixed at both edges

(indicated by the ’E’). The movement of the scanner is sketched on the right side.

The black ring is the sample holder. A more detailed description can be found in [65].

The tip is scanned by a tube piezo, which has four outer segments and an inner

electrode, as shown in Fig. 2.12 (b). The inner electrode is set to ground. The four

outer electrodes are contacted electrically in opposite pairs. The voltage on the two

electrodes of one pair has always the opposite sign. In this way, the tube piezo bends

as sketched in Fig. 2.12 (b). With four electrodes on the tube piezo, the piezo can

scan or be positioned in the x,y-plane. By changing the voltage on the inner electrode,

the tip can also be moved in the µm-range (room temperature) in the z-direction.

The operation of the experimental setup is presented in Chapter 3.2.3.
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Figure 2.13: Principle of the slip-stick motion. Upper row shows the movement of a
plate, which is positioned on the shear-piezos. Lower row shows the driven voltage
applied to the shear-piezos.

Positioning facilities

Besides the scanning facilities, piezo-electric elements are used for focussing and po-

sitioning. For this application, a disk piezo-element and shear piezos are used. The

principle of a disk bender is sketched in Fig. 2.12 (c). The piezo element is a disk

with a center hole. By applying a voltage over the upper and the lower electrode, the

inner part of the disk bender is moved up or down.

The positioning over distances in the mm-range is done by the slip-stick motion

technique. For this technique, shear piezo-elements are used, which shear sideways

by applying a voltage. The principle of the slip-stick motion is sketched in Fig. 2.13.

Fig. 2.13 (a)-(c) show the movement of the shear-piezos. On top of the piezo a

small sapphire ball is glued on which a top plate rests. Fig. 2.13 (d), shows the time

dependence of the driving voltage . Starting from left to right, the voltage is increased

by a slow voltage ramp. The piezo shears sideways together with the sapphire ball

and the top plate. Then, the voltage is switched of suddenly, and the piezo jumps

back to the starting position. Due to inertia, the top plate stays at its position. As

can be seen by the white mark on the plate, the plate is moved to the right. The slip-

stick motion technique operates reliably as long as the contact between the sapphire

ball and the top plate is optimized. If the top plate is too light, the contact can be

improved by additional little magnets which pull the to plate towards the sapphire

balls. Further information is given in Ref. [65]. By placing two shear piezos on top of

each other in a perpendicular orientation, a movement in 2 dimensions is achieved.
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Figure 2.14: (a) Tuning fork sensor in shear-force configuration. (b) Equivalent
electric circuit for a piezoelectric sensor.

2.5.3 Tuning fork gap-width control

One possibility of the gap-width control between the tip and the sample is the tuning

fork technique. For this purpose, commercially available tuning forks are used. The

tuning fork is a piezoelectric element. By oscillating the prongs, a varying current is

induced, which can then be detected. The activation of the oscillation of the tuning

fork can be done electrically or by a swing quartz. Due to interaction with the surface,

the frequency and the amplitude of the oscillation changes. Detecting the change of

the amplitude or of the frequency makes the tuning-fork a very sensitive tool for

the gap-width control. In Fig. 2.14 (a), a tuning fork in shear-force configuration is

shown. In this configuration, the two legs of the fork are oriented perpendicular to

the sample surface. A tip is glued to the prongs. The interaction of the tip with

the sample surface changes the tuning fork signal, which can then be used for the

gap-width control. In Fig. 2.14 (b), the equivalent electric circuit of a piezoelectric

sensor is shown. The sensor can be modelled by an oscillating circuit parallel to a

capacitor. The operation of the tuning fork in liquid helium is more difficult, but

possible [66]. Nevertheless, for most of the time an optical control by eye has been

used for positioning the tip during the experiments. Further information on tuning

fork sensors for different applications can be found in Ref. [67, 68, 69] for scanning

probe microscopy and in Ref. [70, 71, 72] for scanning near-field microscopy.



Chapter 3

Sample system, setup and

experimental procedures

The present chapter gives an overview of the properties and the preparation tech-

niques of the sample system. The design of the experimental setup, consisting of a

confocal microscope combined with a scanning-tip unit, is briefly described. A detailed

description can be found in [66, 73]. The chapter is concluded with a section about

the performance of the setup, where the imaging capabilities are presented.

3.1 Sample system

In chapter 2.1.2 the requirements for single molecule spectroscopy have been pre-

sented. Apart from other systems, a crystalline sample which meets all the require-

ments is a matrix of para-terphenyl with dye molecules of terrylene. In the following,

both components are shortly specified. Then an introduction of the properties of the

sample is given, focussing on the stoichiometry, on the optical properties and on the

Stark-shift characteristics.

3.1.1 Properties

The sample of p-terphenyl doped with a small amount of terrylene has been a pre-

ferred system for single-molecule spectroscopy and has been under investigation for

a long time. Various experimental studies have been carried out at different temper-

atures, such as investigation of pressure effects [33], persistent hole burning [76], flu-

orescent lifetime measurements [77], light-induced spectral jumps [13, 78] and Stark-

shift measurements [21, 74, 75, 79]. The properties of this crystal system are presented

in detail in Ref. [80, 81, 82].

Matrix: para-terphenyl (C18H14)

The structure of a para-terphenyl molecule is shown in Fig. 3.1 (a). The molecule

consists of three benzene rings which are connected by C-C bonds. p-terphenyl forms

29
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(a) (b) (d)(c)

Figure 3.1: Sample system. (a) Structure of a para-terphenyl molecule: the matrix.
(b) Structure of a terrylene molecule: the fluorescent dopant. (c) Para-terphenyl
crystal with the c-axis perpendicular to the paper plane. The dashed line shows the
low temperature unit cell, the dotted line the room temperature unit cell. The points
M1 to M4 mark the four inequivalent positions at which the terrylene molecule can
replace a p-terphenyl (figure taken from [74]). (d) Mono-substitution of terrylene in
p-terphenyl at the M3 position (figure taken from [75]).
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a crystal, in which all molecules are aligned with their longest axis parallel to the

c-axis of the crystal, shown in Fig. 3.1 (c). The figure shows a perspective along the c-

axis and only the orientation of the benzene-rings can be seen. At room temperature

the benzene rings form a non-planar structure because of repulsive forces between the

rings. The center ring can have two tilted orientations with an angle of ±13◦ to the

plane which is formed by the two outer phenyl-rings. This flipping of the orientation

can be described by a double well potential which is called the tunnelling two-level

system of the matrix. At room temperature, the distribution of these two confor-

mations of the center phenyl ring is random (dynamic equilibrium). A p-terphenyl

crystal has a monoclinic unit cell with two molecules per cell at room temperature.

At lower temperatures (T < 193.3K), the center rings become fixed in one position

(= 13◦ or −13◦), alternating in orientation from neighbor to neighbor. Hence, the

symmetry elements of this crystal structure are reduced. The unit cell undergoes

a transition to a triclinic unit cell with four molecules per cell. For convenience, a

pseudo-monoclinic unit cell can be chosen with 8 molecules per cell. A more detailed

description of the crystal structure, investigated in coherent and incoherent neutron

scattering experiments, can be found in reference [83]. For a theoretical work on the

disordered-ordered transition, see [84]. In Fig. 3.1 (c) all three unit cells are shown.

The c-axis of the crystal points into the paper plane. The p-terphenyl molecules

are aligned with their longest axis along the c-axis. The dashed line indicates the

low temperature triclinic unit cell, the solid line the pseudo-monoclinic cell and the

dotted line the high-temperature monoclinic unit cell. The crystal grows mainly in

the a-b plane, which leads to thin crystal flakes.

The optical characteristics, such as the fluorescence excitation spectrum and the

quantum efficiencies of thick p-terphenyl crystals at room temperature are discussed

in [85]. An important aspect for the present work is that p-terphenyl is fluorescent in

the short-wave ultra-violet region. However, since the spectral range of interest for

the experiments is the visible range, above wavelengths of 560nm, the optical activity

of p-terphenyl does not interfere with the measurements.

Dye: terrylene (C30H16)

The terrylene molecule consists of 6 benzene rings as shown in Fig. 3.1 (b) and is

twice as large as a p-terphenyl molecule in one dimension. The molecule is much

more rigid than a p-terphenyl molecule. Orientational flips of the center rings are not

possible in contrast to p-terphenyl molecules. The properties of a fluorescent dopant

are strongly influenced by the matrix. Therefore all properties of terrylene will be

presented in relation to the p-terphenyl matrix.

Crystals: Stoichiometry, optical properties and Stark-shift characteristics

Doping a p-terphenyl crystal with terrylene molecules, a logical consequence of the

relative size difference would be, that one terrylene molecule replaces two p-terphenyl
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unit cell optical site frequency [nm] wavenumber [cm−1] photostable

M1 X4 577.9 17304 yes

M2 X3 578.3 17293 no

M3 X1 580.4 17230 no

M4 X2 578.5 17286 yes

Table 3.1: Assignments of the four main optical sites in the terrylene/p-terphenyl
crystal system, see references [75, 80, 81]. The first column shows the four inequiva-
lent sites of the crystal; second column assigns the crystal sites to the optical sites;
third and fourth column are the excitation frequency and the wavenumber k = 1

λ
,

respectively; last row defines, which optical sites is photostable.

molecules in the unit cell. However, quantum-chemical calculations and their com-

parison to experiments have revealed that only one p-terphenyl molecule is replaced

by one terrylene molecule [74, 75]. The longest axis of the terrylene molecule is

aligned parallel to the longest axis of the p-terphenyl molecules. There are four

inequivalent positions inside the unit cell of the p-terphenyl crystal, where one p-

terphenyl molecule can be replaced by one terrylene molecule. These four sites are

named M1 to M4, as labelled Fig. 3.1 (c). The four sites M1 to M4 provide differ-

ent surroundings for the terrylene, given by the different orientation and tilt of the

middle phenyl ring of the p-terphenyl molecule. As mentioned in the chapter 1, the

optical resonance of single molecules reacts very sensitively to changes in the local

environment. Consequently, terrylene molecules positioned at different crystal sites

exhibit different optical excitation frequencies. These four possible excitation fre-

quencies define the four optical sites X1 to X4 of terrylene molecules embedded in

a crystalline matrix of p-terphenyl. The direct assignment of the crystal site M1 to

M4 to the optical site X1 to X4 has been very difficult [74, 75, 80, 81]. Nevertheless,

the result, presented in table 3.1, has been obtained experimentally and theoretically.

A photostable state of the chromophore is required for excitation spectroscopy. It

is known from experimental measurements that only dye molecules positioned at X4

and X2 sites are photostable [74, 75]. Molecules at the X1-site show some reversible

spectral jumps which can be controlled by an electric field. This effect has been used

for an optical switch [13, 21]. Dye molecules at the X3-site are very unstable, since

they jump to, so far, unknown spectral positions on a very short time scale. Reviews

of a detailed characterization of the p-terphenyl/terrylene-system can be found in

[80, 81, 82]. Table 3.2 summarizes the optical properties at cryogenic temperature,

such as the line width Γ, the quantum efficiency φf and the saturation intensity Isat.

The orientation of the transition dipole moment lies along the long axis of the

terrylene molecule [86]. Consequently, the transition dipole moment of terrylene is

aligned along the c-axis of the crystal. The orientation of the transition dipole mo-
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saturation intensity Isat quantum efficiency φf line width Γ0 lifetime T1

[W/cm2] [MHz] [ns]

22.7 ∼1 48.1 ± 4.9 4.2± 0.1

Table 3.2: Optical parameter of terrylene in a p-terphenyl matrix. Values are taken
from references [77, 80].

ment and the electric field of the excitation light determines the interaction between

the molecule and the laser, as described in Eq. 2.26. Since the electric field of the

excitation light is also parallel to the c-axis, it is more difficult to excite the terrylene

molecule. Therefore, only molecules with at least a small angle to the c-axis can be

excited. The orientation of the dipole moment along the c-axis also implies a high

saturation intensity.

Crystals of p-terphenyl are anisotropic. As mentioned in chapter 2.2.2, the dielec-

tric constant of such an anisotropic matrix is a tensor and depends strongly on the

crystal orientation. However, simplifying the calculation of the local field Eloc from

Eq. (2.18), the mean value for the Lorentz-constant fL can be used:

~Eloc = f̄L
~Eext, (3.1)

The mean value of the Lorentz-constant fL can be approximated by [87]:

f̄L = 1.254. (3.2)

The local field at the position of the dye molecule determines its Stark shift. As dis-

cussed in chapter 2.2, the permanent dipole moment difference ∆~µ and the change in

polarizability ∆α̃ of the molecule define the Stark effect. The free terrylene molecule

is centrosymmetric. This symmetry excludes a permanent dipole moment of the ter-

rylene molecule. A free centrosymmetric molecule shows therefore only a quadratic

(or higher order) Stark effect. Consequently, a terrylene molecule would show a pure

quadratic Stark shift, if the molecule is built into the p-terphenyl matrix without

being distorted or twisted in any kind. But, as already mentioned, the terrylene

molecule is twice as large as a p-terphenyl molecule. It is therefore not very likely,

that the terrylene is built into the matrix without any additional stress. This strain

field can introduce a shift or broadening of the resonance frequency peak [33], as

well as a permanent dipole moment [74]. On account of the induced dipole moment,

terrylene molecules show both, a linear and a quadratic part of the Stark shift. The

appearance of the Stark shift is used by some groups as a measure of quality for their

sample. If the Stark shift is close to pure quadratic, the terrylene is suppose to be

built into the crystal undistorted. The sample is therefore classified a ’good’ sample.
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dopant matrix lin. Star shift quad. Stark shift ∆µind ∆α

[MHz/(kV/cm)] [MHz/(kV/cm)2] [D] [Å3]

terrylene polyethylene - - 1 -

terrylene naphtalene 2.8 0.1 0.01 50

pentacene p-terphenyl 0.002-0.056 -0.022 0.002-0.57 10 - 22

Table 3.3: Stark-shift parameter of terrylene in a matrix of polyethylene [17] and a
matrix of naphtalene [90] and pentacene in a p-terphenyl-matrix [16].

Finally, the orientation of the dipole moment difference ∆~µ and the polarizability

∆α̃ is of interest. Since ∆~µ is induced by the matrix, the orientation cannot be easily

assigned. Consequently, it depends on the way the terrylene molecule is squeezed in

its position. The polarizability is a tensor. For some molecules, as for pentacene, the

polarizability has been estimated and also measured for free molecules in a supersonic-

jet experiment [88]. Unfortunately, these kind of measurements have just been started

with terrylene [89]. The values for terrylene from crystal measurements vary and are

ergo only usable as guidelines. Values for the p-terphenyl/pentacene system can be

also used as an estimation. Values for ∆~µ and ∆α̃, as far as known, are summarized

in Table 3.3.

The Stark shift of terrylene in p-terphenyl shows some interesting features. It has

been seen in experiments, that molecules at the X1 site show a kind of anomalous

Stark shift. The Stark shift switches between an quadratic Stark shift and an linear

Stark shift. This anomalous shift seems to depend on sudden flips of the center

rings of neighboring p-terphenyl molecules. This new configuration (called XY-site)

induces a different dipole moment to the terrylene molecule. It shows now a strong,

mainly linear, Stark-shift behavior [21, 74, 79]. Results from these measurements

are shown in Fig. 3.2 (a). Since the state of the molecule, being in X1 or being in

XY , can be externally controlled by an electric field, the idea came up, to use this

method to control single quantum systems. The experimental investigation of the

anomalous Stark shift also shows, that the orientation determination of the dipole

moment and the polarizability is very difficult. The orientation always depends on

the surroundings. In another experiment, a large, charged gold particle has been used

to induce a Stark-shift to a single molecule. The Stark shift of the molecule has been

deduced from spectra taken at varying tip position. With this method of analysis,

Stark-shift maps of the molecule depending on the position of the gold particle have

been measured, as shown in Fig. 3.2 (b). The Stark-shift maps have been used to

localize single molecules.
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(a) (b)

Figure 3.2: Recent work on the Stark-shift of terrylene in p-terphenyl. (a) Anomalous
Stark-shift of the X1 site, see [78]. (b) Stark-shift map of one single terrylene molecule,
see [15].

3.1.2 Preparation

The preparation of single-crystalline, homogeneous samples of the p-terphenyl/terrylene-

system is not an easy task. As discussed above, both molecules are quite different in

size. Therefore, the physical characteristics, such as the melting point and sublima-

tion temperature strongly differ from each other. This fact makes it most demanding

to produce homogeneous samples with a reproducible ratio of matrix and dopant

molecules. Two different kind of sample preparation techniques have been used in

this work. The first data sets have been taken with single-crystal flakes, which have

been produced by the cold-finger-sublimation technique. The crystal flakes have a

thickness up to 20 µm. Since the Stark shift depends very strongly on the tip-molecule

distance, a sample thickness of 20 µm is too thick for Stark-shift measurements. An-

other problem of the sublimation crystals has been the accumulation of dye molecules

at the grain boundaries, which makes it difficult to detect single molecules, even at

low temperature. For these reasons we have investigated an alternative preparation

technique, the spin-coating technique, which produces a film of micro-crystals. The

thickness of these crystals lies between 50 to 150 nm, which is compatible with the

Stark-shift measurements. The disadvantage of these micro-crystals are the higher

strain and stress fields, which naturally exist inside these fast-growing crystals. These

fields might cause a stronger spectral diffusion and a broadening of the zero-phonon

lines, which has not been observed in the experiments.

Glass plates

Thin glass slides are used as sample holder for both kind of samples. The thickness of

the slides is 0.09− 0.12 mm. In order to avoid an background signal from impurities,

the plates were cleaned according the following protocol. First, the surface has been

cleaned with lint-free tissues and ethanol. Afterwards, the plates have been baked in

an oven (5 hours at 500◦C).
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The first data sets of Stark-shift measurements have been taken without a defined

counter electrode. Later on, the glass plates have been used as a defined counter

electrode. For this purpose, a very thin layer of Titanium ( ∼ 3 nm) has been

evaporated on one side of the glass plate after the baking process. This thin layer is

still transparent for the laser light and the losses of the fluorescent signal are small.

The electric resistance of this thin Ti layer has been a few kΩ. The sample has been

prepared on the metal-free side.

Cold-finger sublimation technique

For the cold-finger sublimation method, a glass flask with a water-cooled glass finger

has been used [65, 91]. The apparatus is sketched in Fig. 3.3. At the beginning, the

glass flask is filled with a small amount of a powdered mixture of the matrix and the

fluorescent molecule. Normally, 1g of p-terphenyl is mixed with a few tiny grains (3 to

5) of terrylene. The flask is evacuated (p ∼ 2-4 mbar) by a rough pump and in a next

step, it is flushed with nitrogen gas. Afterwards the flask (with closed valve to the

nitrogen gas bottle, cooling cycle of cold finger does not run) is emerged into an hot

oil bath (T = 220◦C) in a glass pot. The temperature of the bath is controlled by a

heating spiral inside the oil, a heating plate from below the glass pot and a magnetic

stirrer, which assures a homogeneous temperature distribution inside the oil bath.

In a first step, the powder mixture of p-terphenyl/terrylene is melted. The flask is

removed from the oil bath. The crystallized mixture of p-terphenyl/terrylene is then

pulverized in a ceramic mortar into a very fine powder. The melting process and the

following pulverization result in more homogeneous powder of p-terphenyl/terrylene

(slightly pink powder). In a second step, the powder is filled back into the glass

flask, which is again evacuated and flushed with nitrogen gas (pressure is kept at

50 mbar, closed valve system). The cooling cycle of the cold finger is switched on

(water/ethylene glycol mixture) and the temperature is set to T = 110◦C. When the

temperature is stable, the flask is again emerged into the oil bath (T = 180◦C, below

melting temperature). The sublimation process starts and it takes a few hours to

obtain crystals of a reasonable size. A typical thickness of these crystal is around

20 µm and the size is a few mm large. The crystal flakes grow along the a/b-plane

and are therefore attached to the cold finger with their thinnest side. They stay

perpendicular to the surface. This has the advantage of an easy harvest after the

sublimation is finished. The flakes are harvested carefully from the cold finger, and

deposited on cleaned glass plates, where they stick by van der Waals forces.

Some properties of the sublimated crystals are summarize in Fig. 3.4. In Fig. 3.4 (a)

a picture, taken by a light microscope in dark-field mode, is shown. The crystal sticks

to the glass slide. One can see that the crystal does not lie perfectly flat on the sur-

face, because some interference fringes appear. The crystal never sticks to the glass

surface without inducing stress to the crystal. This might influence the spectral sta-

bility of the single molecules. Additionally, the flake has more than one crystal layer,
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Figure 3.3: Cold finger sublimation apparatus (simplified): A glass pot with regular
oil (heatable up to 200 ◦C) is placed on top of a heat plate with a magnetic stirrer.
The cold finger has a left outlet to the rough pump for evacuation and an outlet to
the pressure gauge (the connection to the pressure gauge is on the back side and not
shown here). On top is the inlet for the cooling liquid. On the right side is the outlet
for the cooling liquid to close the cycle to the liquid pump. The mixed-molecule
powder is placed at the bottom of the glass flask. On the cold finger, the sublimation
of the crystals starts and the crystals grow along the a/b-plane perpendicular to the
finger surface.
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Figure 3.4: Summary of typically observed characteristics of the sublimation crystals.
(a) Light microscope picture (dark-field mode) of a crystal flake lying on a glass
plate. Interference fringes show that the crystal does not lie flat on the surface.
(b) Confocal image of a crystal flake at room temperature. Most of the fluorescent
molecules accumulate along the grain boundaries of the crystal flake. (c) Confocal
image at T = 1.8 K. Several fluorescent spots are detected at rather high laser power
P ∼ 1µW. (d) Excitation spectrum at T = 1.8 K, with several molecules with line-
widths between Γ ∼ 50 − 60 MHz. (e) Stark-shift characteristic of a single molecule
at T = 1.8 K. The applied voltage is plotted over the excitation frequency of the
laser: dominant linear Stark shift is detected.

as seen on the left side by the step-like structure. In Fig. 3.4 (b), a typical confocal

image at room temperature is shown. Even though fluorescence is detected over the

whole scan range, it is obvious that most of the dye molecules are accumulated at the

grain boundaries. The boundaries appear as bright lines in the image. In Fig. 3.4 (c)

a confocal image at cryogenic temperature (T = 1.8 K) is shown. Several bright spots

are detected, spread out over the whole scan range. The smaller spots belong typi-

cally to single molecules (spectrum not shown here). In the upper right corner, even

the grain boundary becomes visible as a dim line, since the image is taken at rather

high laser power P ∼ 1µW. A spectrum, containing several molecules, is presented

in Fig. 3.4 (d). The spectrum is taken at the position of a larger fluorescent spot in

the confocal image. The scan range of the laser frequency is 10 GHz. The line width

of these molecules are between Γ ∼ 50 − 60 MHz by a laser power of P ∼ 30 nW.

This correspond quite well to the predicted value of 48 MHz [80]. Fig. 3.4 (e) shows
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the Stark shift of a single molecule in a the sublimation crystal at T = 1.8 K. In

this image excitation frequency of the laser is plotted over the applied voltage. The

resonance of the molecule shifts towards higher frequencies. A dominant linear Stark

shift is observed which has been quite typical for the sublimation crystals.

Spin-coating technique

The second method for growing fluorescent crystals is the spin coating technique.

The method is described in [92]. We adapted it to our needs. The matrix molecules

and the fluorescent molecules are dissolved separately in toluene. Both solutions are

slightly over-saturated, with a slight precipitate at the bottom of the solution. The

saturated solution of p-terphenyl has to be replaced by a fresh one every second week.

The p-terphenyl seems to precipitate and to form some kind of unsolvable crystals

or cluster. With such an old solution, the result of the spin coating technique has

been a distribution of very few, large and non-fluorescing crystal on the glass plate.

No such problem has been experienced with the terrylene solution. Different mixing

ratios of the two saturated solutions have been tested. A mixing ratio of 1/3 of the

saturated p-terphenyl solution and 2/3 of the terrylene solution results in highly fluo-

rescent micro-crystals. A mixing ration of 50/50 of both saturated starting solutions

results in less concentrated micro-crystals. For mixing, the solutions are kept in the

ultrasonic bath for 30 minutes (temperature of the bath has been around 40 ◦C). A

cleaned glass plate (metallized side down) was fixed on the spinning disk with two

thin stripes of scotch tape. A droplet of 20 to 25 µl of the mixed solution is then

placed in the middle of the spinning glass with a suitable micro-pipet as shown in

Fig. 3.5. The droplet is immediately stretched out as a thin film over the whole glass

plate. After 30s, the toluene is evaporated and the spin-coater can be stopped. With

this technique, a thin film of micro-crystals is produced. The typical thickness of

these micro-crystals lies between 50 and 150 nm and the size is a few µm large.

The typically observed properties of the micro-crystals are summarized in Fig. 3.6.

In Fig. 3.6 (a) a light microscope image in dark-field mode is shown. The micro-

crystals are spread out homogeneously over the whole glass surface. They appear

in various sizes, ranging from 0.4 to 1.7 µm. Fig. 3.6 (b) shows an AFM image of

the sample. Some micro-crystals show a step-like topography near their edges. The

surface of the crystals looks very smooth, which is an indication of nicely grown

crystals. Fig. 3.6 (c) shows a typical confocal image at room temperature. The

micro-crystals appear as bright spots of varies sizes between 4 and 30 µm. No single

molecules can be distinguished in the fluorescent signal, since the concentration of the

dye molecule is high. In Fig. 3.6 (d) a confocal image at T = 1.8 K is shown, recorded

with a laser power of P ∼ 0.8µW. Several single molecules are located in the image.

The number of observed molecules within the maximum scan range is typically higher

as compared to the sublimation crystals. The stripy pattern of the fluorescent spots,

visible on the left side of the image, comes from vibration of the sample scanner, which
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Figure 3.5: Sketch of the setup for the spin-coating technique. On top of the disk,
the glass plate is fixed with two little stripes of tape. A little droplet of 20-25 µl
of the mixed molecule solution is placed in the middle of the spinning plate with
a suitable micro-pipet. The droplet is stretched out over the glass plate and small
micro-crystals are formed after the evaporation of the solvent.

were later eliminated. In Fig. 3.6 (e) an excitation spectrum with a frequency range

of 20 GHz is shown. Several molecules are detected. The line width of the resonances

vary between 20 and 80 MHz. The line width of molecules in the micro-crystals are

typically smaller as the one observed in the sublimation crystals. Single molecules

in the micro-crystals typically show a dominant quadratic Stark shift as shown in

Fig. 3.6 (f). The molecule exhibit a Stark shift of ∆ν = −140 MHz by applying a

voltage of V = 150 V to the tip. A combination of the linear and quadratic Stark-shift

is also observed quite often.
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Figure 3.6: Summary of typically observed characteristics of micro-crystals prepared
by the spin-coating technique. (a) Light microscope picture in dark-field mode. The
micro-crystals are distributed over the whole surface of the coverslip. (b) AFM picture
of single micro-crystals. Scan range is 5×5µm. Color scale is not calibrated. Besides
some small steps, the surfaces of the crystals are very smooth, an indication for
a nicely grown crystal. (c) Confocal image at room temperature. The fluorescent
molecules seem to be well distributed over the micro-crystals. (d) Confocal image
at T = 1.8 K. Several fluorescent spots are detected. (e) Excitation spectrum at
T = 1.8 K with several molecules in one laser scan with line width between Γ ∼
20 − 80 MHz. (f) The Stark-shift shows a dominate quadratic dependence.
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3.2 Stark-shift microscope for low temperature

The setup used in this work can be divided in two parts, which have been described

in detail elsewhere [66, 73]. One part is a confocal microscope and the second part is

a scanning tip setup for Stark-shift microscopy. The setup for single-molecule detec-

tion is a sample-scanning confocal optical microscope (SCOM) adapted for cryogenic

operation in a liquid helium bath cryostat. On top of the confocal microscope, an

additional scan head is mounted. The scan head hosts a scanning-tip setup for the

Stark-shift microscopy. The following section is divided in several parts summariz-

ing the technical details and functions of the elements of the setup. The first part

describes the confocal microscope with focus on the optical path and the light source.

The next section concentrates on the scanning-tip design, the tip preparation and the

electrical contact to the tip. Since there is a large variety of positioning elements with

an electrical control system, the third sections gives an overview of the positioning

control.

3.2.1 Optical detection system: the confocal microscope

The principle of a confocal microscope has been already discussed in section 2.5.1.

The confocal volume is defined by two pinholes. The pinhole in the excitation path

is defined by the diameter at the fiber exit and the pinhole of the detection path

is defined by the active area of an avalanche photo diode. The microscope itself is

designed as a sample-scanning microscope. In this way, the alignment of the laser

beam is less critical as compared to a laser-beam-scanning setup. The scanning of

the sample is done by special arrangement of bimorph-piezo elements, as shown in

section 2.5.2. The microscope objective is installed inside the liquid helium cryostat.

By placing the objective as close as possible to the sample, a high numerical aperture

is achieved.

Optics

The optical path of the system is sketched in Fig. 3.7. The laser system, consisting of

an Ar+-ion laser and a continuous-wave ring dye laser, provides the excitation light

which is monitored by a wavemeter (Burgleih) and a spectrum analyzer (TROPEL

240). This part of the setup is located in room 1. The light is coupled into a single-

mode glass fiber (FIB 1) and guided to a power stabilizer (CRI, LS-Pro-VIS) in room

2. After passing the power stabilizer, the laser beam goes through a telescope setup

formed by lenses L1 and L2, to increase the diameter of the beam from about 1.5 mm

to 10 mm. The increase of the beam diameter guarantees a complete filling of the

microscope objective entrance aperture, which guarantees a diffraction limited spot

on the sample. Passing through a filter wheel (FW), the laser beam is reflected from

a wedge (W) and coupled into the objective (microthek, Na=0.85, ×60) inside the

cryostat via a 45◦ mirror. The same objective collects the emitted red-shifted fluores-

cent signal and the reflected laser light (red path). The fluorescent signal passes the
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Figure 3.7: Optical detection system. Room 1: An Argon-Ion-laser pumping a dye
laser; beam splitter (BS) guiding a small portion of light to the wavemeter and the
spectrum analyzer; Fiber (FIB1) guiding the light to the next room. Room 2: power
stabilizer, telescopic setup (L1 and L2); flippable mirror (FM1) to direct the light
either to the tip (FIB2) or to the confocal microscope; filter wheel (FW), wedge (W)
to the cryostat and to the detection device; flippable mirror (FM2) directs the light
either to the ocular or to the single-photon counting avalanche photo diode (SPAD)
through a notch filter (NF) and a focussing lens (L3)
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notch filter (NF), where the reflected excitation light and the resonance fluorescence

are blocked. The red-shifted fluorescence of the sample is focussed by lens L3 on

a single-photon counting avalanche photo diode (SPAD). The SPAD (PerkinElmer,

SPCM-CD2801) is connected to a counter, which is read out by a computer. The

fluorescence signal of the sample can also be directed to a video camera or to an

ocular for observation by eye using a flippable mirror (FM 2). Another flippable

mirror (FM 1) behind the telescope setup opens the possibility to couple the laser

light through an optical fiber (FIB 2) into the metallized tip. The metal layer of

the glass fiber tip is transparent for the laser light. The light transmitted via the

objective can be observed by the video camera. This signal has been used to locate

and position the tip over the objective. A detailed description of the operation of the

scanning-tip setup is presented in section 3.2.2. A description of the operation of the

sample-scanning confocal microscope is given in section 3.2.3, including a top-view

of the microscope in Fig. 3.12.

Light source

In chapter 2.1.2, the characteristics of single molecules at low temperature have been

introduced. If single molecules are to be addressed one after the other, a laser is

required which has an even narrower line width than the single molecules and it must

be tunable in frequency. A laser system, meeting these two requirements, is a tunable

single-mode continuous-wave dye laser (Coherent, 699-21) pumped by a continuous-

wave Argon Ion laser (Spectra Physics, Model 2045; Coherent, INNOVA300). The

Argon Ion laser is used at a wavelength of λ ∼ 514 nm and is driven with an output

power of P = 4 − 5 W. The single mode dye laser can be tuned over a wavelength

range of ∼ 570 nm to ∼ 610 nm (using Rhodamine6G as fluorescent dye). The output

power of the dye laser depends on the wavelength and lies between P = 300−500 mW,

which is more than enough for excitation spectroscopy. The optical bandwidth of the

dye laser is 1-2 MHz and the frequency can be scanned over a range of 30 GHz. The

drift stability of this laser system has been characterized (see [65]).

3.2.2 Scanning tip setup

The second part of the Stark-shift microscope is the scanning-tip unit. Detailed design

description can be found in [65, 66]. The performance of the setup is discussed in

section 3.3.

Design of the scanning-tip unit

The tip setup is arranged on top of the of the confocal microscope as shown in

Fig. 3.8. The whole unit can be moved independently of the confocal microscope

above the sample (SP) and the objective (OB). On the left and right side of the

tip unit, mounted on the bulk unit of the confocal microscope, there are two 16-pin

electrical connectors (EC 1 and EC 2). The cables for the electric elements of the
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Figure 3.8: Side view of the scanning-tip unit, which is placed on top of the confocal
microscope. The bulk unit hosting the objective (OB) is outlined at the bottom.
Above the objective, a disk piezo with the sample holder (SP) is positioned. The
sample holder can be grounded (CE) to act as a counter electrode to the tip. The
scanning-tip unit rests on a slip-stick device on top of the objective. EC 1-3 are three
electrical 16-pins connectors. The fiber (FI) tip is attached to the tuning fork (TF).
The fiber end is guided through the tube piezo (TP) and a small metal tube (TG)
towards the outside. The tube piezo (TP) scans the tip. It can be approached through
a hole in the base plate of the tip unit to the sample (SP). The approach of the tip is
done by a vertical slip-stick device. A counter weight (CW), which is attached to the
tube piezo by a thin Kevlar thread, is necessary for a smooth movement upwards.
The Kevlar thread is guided by two pulleys (AP) mounted on an arm-shaped holder
(AH).
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tip unit go to the 16-pin electrical connector (EC 3), mounted on the movable base

plate of the tip unit. This cable guiding system avoids entanglements of cables and

guarantees free movements of the tip unit. The base plate of the tip unit rests on the

slip-stick positioning unit, which has been introduced in section 2.5.2. The whole tip

unit can be positioned precisely in the µm-range above the objective. The base plate

of the tip setup has a round hole in the center through which the tip, attached to a

tuning fork (TF), can be approached to the sample (SP). A detailed description of

the tip preparation follows in section 3.2.2. The glass fiber also has to be guided to

avoid entanglement. Therefore, the fiber (FI) goes through the tube piezo (TP) and

is afterwards guided through a metal tube (TG) to the side. By using a fiber coupler,

the etched glass fiber is connected to another glass fiber to the outside. The tube

piezo serves as scanning element for the tip. The approach of the tip to the sample

is also based on slip-stick motion. Here, the slip-stick drive is vertically mounted on

an arm-shaped holder (AH). The scanning unit, tube piezo with tuning fork and tip,

hangs on a thin thread (Kevlar29), which goes over two pulleys (AP) to the counter

weight (CW). The counter weight is necessary for a smooth movement in vertical

direction. The mechanism for the positioning and the approach is explained later in

section 3.2.3.

Tip preparation

The choice of a suitable tip has been critical. On the one hand, the tip should have

the smallest diameter possible to ensure a high electric field gradient. This require-

ment would be perfectly satisfied with an etched metal tip, where diameters of 10 nm

can easily be reached. On the other hand, the tip has to be positioned over the

objective, a process which requires visual control through the microscope objective.

The easiest way to achieve this is to use glass fiber tips covered with a transpar-

ent metal layer. With this design, light can be coupled into the glass fiber and the

transmitted fraction of this light can be observed via a video camera. This signal

can be used for positioning of the tip. Even though the metallized glass-fiber tips do

not have a tip diameter as small as bulk-metal tips (∼60 nm in the best case), the

glass tips have been chosen for the sake of an easier positioning procedure inside the

cryostat. Another disadvantage of these glass tips, beside the larger tip diameter, is

the fact, that even smaller damages of the tip render it useless for further Stark-shift

measurements, since the metal layer is rubbed off. Such damage could occur during

the cool-down procedure (thermal forces acting on the thin metal layer) or, in a more

destructive way, by an incautious approach to the sample. Therefore, immense care

has to been taken in preparing and in handling such metallized glass-fiber tips.

The preparation of the glass-fiber tips is done by the tube etching process [93].

Thereby the protecting plastic coating of the glass fibers acts as a capillary for the

acid. This capillary effect results in sharp tips inside the coating tubes. The etching

is done by dipping the glass fibers in a teflon pot filled with HF acid (40%) with a
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Figure 3.9: Guideline for the time required for tip etching at different temperatures.
The temperature has also an impact on the opening angle of the tip. Graph based
on the experience of J. Toquant.

thin over layer of trimethylpentane. The pentane layer avoids acid vapor acting on

the metal of the fiber holder. The etching time depends on the ambient tempera-

ture. The higher the temperature, the shorter is the time for the etching process,

see Fig. 3.9. The opening angle of the tip depends also on the temperature. The

lower the temperature, the larger is the opening angle. However, the opening angle

has not been a critical parameter for the Stark-shift experiment. After the etching,

the plastic coating is removed by dipping the fiber tips in hot sulfuric acid (95-97%).

The acid is washed off by leaving the tips in pure water.

After the etching procedure the metallization process follows. There are several

requirements, that the metal layer has to fulfill. First of all, the metal layer has to be

thin. A thin metal layer ensures transparency and is required for the positioning the

tip inside the cryostat. A thin metal layer also ensures a small final diameter of the

tip. Even though it is thin, the electrical resistance of the metal layer, should be still

comparably low (in the range of kΩ). Otherwise a high voltage has to be applied to

produce a strong enough electric field. The metal should also not oxidizes too fast.

In the case of a too thin layer, it might happen, that the complete layer becomes

non-conducting because of oxidation. For a well defined field at the apex of the tip,

a smooth, not a grainy surface is preferred.

For the metallization process, thermal evaporation or sputtering have been used.

As materials, mainly Aluminium or Silver has been evaporated. The thickness of the

metal layer has been varied between 20nm and 60nm. The thickness of the evap-

orated metal layer has been measured by a quartz crystal balance. The measured

metal thickness is only an estimation, since the distance and the orientation of the

tips and the quartz to the evaporation source are different.
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(f)(e)(d)
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Figure 3.10: SEM images of different tips. (a) Top view of glass tip, evaporated with
30nm of Al. (b) Tilted view of the same tip. (c) Side view of a Ag tip after an
experiment, where the tip has been crashed. The metal thickness is supposed to be
40nm, but the SEM picture reveals a thickness of 65nm. (d)-(f) Top view of different
glass tips with different scales and thicknesses,(d) 20nm Ag, (e) 40nm Ag and (f)
40nm Ag.

The metallized glass-fiber tips typically have a resistance in the range of kΩs and

a tip diameter ranging from 30nm up to 100nm. The shape of the tip after the

metallization process, has been very often irregular. In Fig. 3.10, SEM pictures of

varies tips are shown. First of all, it is apparent that the surface is grainy. However,

since the tip apex is normally formed by a single grain, the surface of the tip cone does

not matter very much for the experiment. The tip apex itself has an elliptical shape

instead of a round one. This form, indeed, can have an influence on the experimental

results, since the electric field shape defines the fluorescent pattern of the molecules.

Nevertheless, the influence of the elliptical shape has hardly ever been seen in the

experimental data. Fig. 3.10 (c) shows a crashed Ag tip. The thickness of the metal

layer is supposed to be 40 nm (according to the quartz), but in the SEM image, it

looks more like 65 nm. The thickness of the metal layers is thicker by a factor of

∼1.6.

Electrical contact to the tip

One of the main difficulties of the tip setup has been to guarantee a good and reli-

able electrical contact to the tip even at low temperature. Another important point

has been the insulation of the metallized part of the glass fiber from the tube piezo,

through which the fiber is guided. The design was supposed to be simple and suitable

for low temperature. It also had to be light to avoid extra weight for the approach

mechanism, since the slip-stick motion is very sensitive to small changes of the weight.
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Figure 3.11: Electrical connection to the metallized tip (MT), which is glued to the
tuning fork (TF). The fiber (FB) passes through the small piece of a syringe (SR) to
which the wire is glued. The fiber then is guided through the tube piezo (transparent).
The metallized part of the glass fiber is insulated from the inner electrode by a teflon
tube (TT).

Last but not least, the contacting procedure has to be fast, since the fiber tip cannot

be stored in air for a long time to avoid damages or contaminations.

A close-up of the scanning tube piezo element is shown in Fig. 3.11. The tube

piezo is sketched transparent. A round plate is glued at the bottom of the piezo, to

which the tuning fork is attached. For the electrical insulation of the tip from the

tube piezo, a thin teflon tube has been used. The teflon tube is obtained by stripping

off the teflon coating from an electrical wire commonly used for low temperature.

The length of this teflon tube is longer than the tube piezo itself, so that it sticks

out a short distance at the top and at the bottom of the tube piezo. To achieve an

electrical contact, a piece of a metal syringe is inserted at the lower end of the teflon

tube. A wire is attached to the syringe by using a conducting two-component glue

(Epo-Tek E4110). The wiring to the syringe could be done before attaching the tip.

The wired syringe could be used for many runs of the experiment. The fiber has

just to be pushed through the metal and the teflon tube. This construction shortens

the contacting procedure considerably. The sharp end of the syringe offers a kind of

groove in which the metallized fiber lies. Finally, the tip is glued to the tuning fork

by a small drop of UV drying glue. The tuning fork, which is attached with only one

leg to the tube piezo, could be slightly bend in such a way, that the fiber is pressed

even more against the metal groove of the syringe. By adding a little droplet of sil-

ver paint on the groove, a good electrical contact (R ∼ few kΩ) to the tip is obtained.

For applying the voltage to the tip, a power supply is connected to the tip. Since

for the first experiment there has not been a counter-electrode on the glass plates,
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Figure 3.12: The scan unit of the confocal microscope. The bulk unit, which hosts
the microscope objective, the scanner and the sample holder (not shown here), is
drawn transparent. Starting from the top, the three sapphire balls on piezo stacks
and the three magnets form the slip-stick device for the sample positioning. The
black ring (SR) itself rests on the four bimorph piezos (BP), which are hold together
by flexible, metal edges (ME). This is the scanning unit for the sample above the
objective (OB). The objective can be moved up and down by a motor (M) (visible
on the side) connected by a tooth-wheel system (WS)

the voltage has to be quite high to induce enough charges on the tip. The power

supply has been a high-voltage amplifier, which could be controlled externally by a

potentiometer. The amplifier has a voltage range of U = ±400 V.

3.2.3 Focussing and positioning possibilities

The setup offers a large variety of scanning and positioning possibilities. In the

following an overview is given, how each element in the setup can be adjusted to

a desired position. Generally, there is for each degree of freedom a coarse and fine

positioning available (for a summary see table 3.4). A sketch of the positioning

elements is shown in Fig. 3.12 for the confocal microscope and in Fig. 3.8 for the

scanning-tip unit.

Focussing of the laser

For confocal imaging, the laser has to be focussed onto the sample (Fig. 3.12). Coarse

focussing is done by moving the objective by a stepper motor (Princton Research In-

strument, size A), which is suitable for high-vacuum and low temperature operation.

The the motor (M) drives the objective by a tooth-wheel system (WS). The draw-

back of this system of operation are the vibrations introduced by the movement of

the stepper motor. These vibrations can even cause a shift of the whole tip setup,

which is placed on top of the confocal microscope (see Fig. 3.8). Therefore, after the
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element
to move

direction purpose element adjustment control

objective z focus laser light
on sample

stepper
motor

rough external con-
trol unit

sample z focus laser light
on sample

disk
piezo

fine potentiometer

sample x,y changing sample
area

shear
piezo

rough joystick

sample x,y scanning sample bimorph
piezo
scanner

fine computer

sample x,y positioning sam-
ple over objec-
tive

bimorph
piezo
scanner

fine computer

tip unit x,y positioning tip
over objective

shear
piezo

rough
(fine)

joystick (com-
puter)

tip z tip approach shear
piezo

rough
(fine)

joystick (com-
puter)

tip x,y scanning tip tube
piezo

fine computer

Table 3.4: Overview of the piezo elements and their functions.

positioning of the tip is accomplished, the motor cannot be used anymore. The fine

positioning of the focus is done by a disk piezo-element (Piezomechanik, CBM100/35-

35/070), on which the sample holder is placed. The principle of a disk-piezo has been

introduced in chapter 2.5.2. The position of the sample holder (SP) on the disk

piezo (DP) is sketched in Fig. 3.13 (a) in a side view. By using the disk piezo, the

sample can be moved in z-direction to adjust the focus in the range of ±30 µm at

room temperature (manufacturer information) and about ± 200nm at low tempera-

ture (estimation by own experiences). The room temperature range is probably less,

since the center hole of the disk-bender had to be enlarged for the sample holder.

Positioning and scanning of the sample

In Fig. 3.13 (a), a side view of the stark-shift microscope is shown, where the slip-

stick drive (shear piezo, Staeveley, EBL#2, PSI-5H4G) for the horizontal positioning

of the sample (SP) on the disk (DP) is highlighted. In the side view, the shear-

piezos with little sapphire balls on top are visible. The slip-stick drive has been

introduced in section 2.5.2. The scanning of the sample is done by a piezoelectric

bimorph-scanner (shear piezos, Piezo Systems, T220-H4 SS-X). The functioning of

the bimorph scanner has been introduced in section 2.5.2.
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Figure 3.13: Side view of the Stark-shift microscope with the three different slip-stick
motion drives highlighted. The slip-stick devices consist out of shear-piezo stacks
with little sapphire balls glued on top. (a) Horizontal positioning of the sample (SP)
and the disk piezo (DP). (b) Horizontal positioning of the tip (TF) by moving the
whole scanning tip unit mounted on the base plate (BP). (c) Vertical approach of the
tip (TF).

Positioning and scanning of the tip

The positioning of the tip is achieved by following a protocol: First, the tip has

to be positioned horizontally over the objective. In a second step, the tip has to be

approached towards the sample and finally, the tip has to be scanned over the sample.

The lateral positioning of the tip over the objective is done by moving the whole

tip setup by slip-stick drive. In Fig. 3.13 (b), the slip-stick drive for the horizontal

movement of the scanning-tip setup, mounted on the base plate (BP), is highlighted.

The weight of the tip setup is already enough to ensure a reliable slip-stick motion.

No magnets are necessary to provide an additional force between the sapphire plate

and the sapphire balls. In the case of the tip positioning, there is no additional

possibility for a fine positioning. This problem has been solved by a ’fine’ tuning of

the movement over the electronics. A single pulse can be send to the shear piezos

in such a way, that a single slip-stick step is possible. Together with the tuning of

the amplitude of the pulse, a finer positioning of the tip over the objective is possible.

For the vertical approach of the tip towards the sample another slip-stick drive is

used. The design is discussed in detail in [65]. An anodized aluminium holder, host-

ing the tube piezo with the fiber tip, runs directly over four sapphire balls arranged

in vertical orientation, as highlighted in Fig. 3.13 (c). A thin steel bar is screwed to

the back of the aluminium holder and guarantees the attractive interaction with the

magnet. The magnet are mounted between the four stacks of piezos used for the slip-

stick motion. Since the magnetic attraction is not enough to guarantee an upwards
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movement, the aluminium holder hangs on a thin thread connected to a counter

weight (CW). The counter weight is slightly lighter than the aluminium holder with

the tube piezo. The vertical slip-stick drive has been used to bring the tip in shear

force contact with the sample [66]. The same electrical ’fine’ tuning as for positioning

the tip in the horizontal direction is applied. Sending just a single pulse to the shear

piezos guarantees a fine approach.

Finally, the scanning of the tip is accomplished by a tube piezo (TP) (Staveley,

EBL#2, 4 outer electrodes). The function of a tube piezo has also been explained in

section 2.5.2. The tube piezo with the tuning fork and the tip attached to it, can be

scanned in a range of 5 × 5µm at cryogenic temperature.

Approach control of the tip

The approach of the tip has been controlled by a tuning fork shear force system [66].

This sensitive approach mechanism has been introduced in section 2.5.3. However,

the attachment of the tip to the tuning fork combined with the electrical contact

raises some problems. The fiber is attached at too many points and the resonance

of the tuning fork is damped to almost zero. Because of this strong damping, the

observation of the tip approach has been changed. The gap-width can be roughly

controlled by a visual observation of the transmitted laser light through the tip. The

light, transmitted through the fiber, is observed through the objective on the video

camera. The procedure is carried out as follows. First, the reflection of the sample is

brought in the focus and the position of the reflection is marked on the screen of the

camera. Then, by flipping the mirror (FM1, Fig. 3.7), the light is guided through the

fiber. The fiber is approached until the transmitted laser spot from the tip apex is

also in the focus. The tip is moved in plane until the transmitted spot coincides with

the marked spot of the screen. This way of approach has the drawback, that one

assumes that the light escapes at the very apex of the tip. If light comes out at the

apex side, the fiber is crashed during the approach. Furthermore, each fiber shows

another pattern if positioned in the focus. The pattern of the transmitted spot has

to be investigated at room temperature without the sample, to get a feeling for the

right moment to stop the approach.

Calibration of the scan range

The bimorph-sample-scanner is calibrated by using a test pattern. A silicon grating

is imaged in back-reflection mode with different scan ranges. The low-temperature

scan-range is estimated by assuming it to be 10% of the room-temperature range.

The scan range at low temperature is determined to be 10µm×10µm. For the tube

piezo, only the low temperature scan range is of interest. The back-reflection pattern

of a chess-board patterned silicon grading with known dimensions is imaged on the

screen of the video camera. The scan range of the tip has been also measured on the

video by observing the transmitted laser light on the screen. By comparing the scan
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Figure 3.14: Overview over the electronic control system. The scan control is done
by the computer (PC). The objective has its own control box (MC). The adjustment
of the disk piezo is done by a potentiometer (P). HVA1 and HVA2 are high voltage
amplifiers and STB is a saw-tooth booster, which amplifies the signal for the piezo-
elements. FG is a function generator and IV is a voltage converter. JS is a joystick
for the slip-stick motion control of the shear piezos. SB is a switch box to avoid cross
talks between the different shear piezo drives. All cables come together in a main
distributer box, from where they are guided to the cryostat.

range of the tube piezo with the imaged pattern of the silicon grating, the scan range

of the tube piezo is determined. The maximum scan range of the tip is 5µm×5µm.

Electronic control system

The remote control of the positioning elements is done electronically. The control of

the piezo elements is partly taken over by the computer, partly done by hand, see

Fig. 3.14. The stepper motor of the objective has a control box of its own, the objec-

tive control (MC). From there, the objective can be driven up and down continuously,

in single or half-steps. The control of the scans (scan control in Fig. 3.14), either for

the bimorph-sample-scanner (two electrical connections) or the tube-piezo tip-scanner

(three electrical connections), is carried out by the computer program of the PC. The

electronic cable connections and driving signals of the different piezoelectric elements

can be described as follows:

• tube piezo (blue mark): From the computer, the signal for the tube piezo

goes to the high voltage amplifier (HVA1) and then over the cable-divider box

(Xtipscan, Ytipscan, Ztipscan) to the setup. There are four signals (ramp-formed)

for the 4 outer segments of the tube piezo (X,Y) and one signal (constant) for

the inner electrode (Z).
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• bimorph scanner (yellow mark): The driving signal for the bimorph-scanner

goes from the computer to a second high voltage amplifier (HVA2) and then

over the cable-divider box (HVscan) to the setup. The piezos are driven in

pairs. One pair is driven continuously with a ramp-like signal for performing

a line-scan of the sample. The second pair is driven with a constant voltage

signal, which is increased after each line-scan of the first piezo-pair. In this way,

a 2-dimensional scan of the sample is achieved. For the movement control, see

section 2.5.2.

• disk piezo (yellow mark): The control of the disk piezo has a potentiome-

ter with which the output of the high voltage amplifier (HVA2) to the piezo

(Zfocus) is adjusted.

• shear piezos (red mark): A function generator sends out the ramp-like sig-

nal which is also inverted (IV). Both signals are controlled by a joystick (JS), to

address the four directions of a piezo-stack for slip-stick motion independently.

The saw-tooth booster (STB) amplifies the signal. There is a switch box (SB)

to address only one of the three slip-stick motion systems (sample positioning,

tip positioning or tip approach). The switch box avoids cross talks between the

different slip-stick devices. Afterwards, the sample (X/Ysam), or the tip unit

(X/Ytip) can be positioned, or the tip can be approached to the sample (Ztip).

3.2.4 Data acquisition

The data acquisition is done by a computer and a commercially available software.

The first software has been the control program ECS, DSP-Scan6.0. Even though

this software is designed to control a STM or AFM, the functions can be used to

control an optical microscope. The program is able to read in the signal of the APD

and to control the movement of the two scanners separately (the sample scanner and

the tip scanner). The sample scanner and the tip can be put to a desired and fixed

position. The laser frequency can be driven as a continuous frequency sweep or set

to a fixed value. There is also the possibility to control the approach of the tip by

the tuning fork shear force signal (amplitude sensitive). The data acquisition has

been changed to a labview 6.1 system later on (National Instruments, NI PCI-6229

Mseries).

3.2.5 Cryogenic setup

A liquid helium bath cryostat is used for cooling the Stark-shift microscope down to

cryogenic temperature. The design of the cryostat has to be suitable for optical mea-

surements. Therefore, two windows are built into the bottom plates of the cryostat,
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allowing optical access to the setup. Since the optical path goes through the helium

bath, spectroscopic measurements are not possible as long as the liquid helium is

above the boiling point. Liquid Helium below T=4.2 K has a gas-like index of refrac-

tion of n=1.026, which is close to the one of air (n=1). Optical measurements are

only possible in the superfluid state of the liquid helium, which is reached by reducing

the pressure above the helium bath. This direct pumping on the helium bath is the

most ineffective way of cooling, but it is a fast method for cooling the massive setup

and produces a homogeneous temperature distribution during measurements.

The cryostat itself is divided into three layers, the helium chamber (1), the nitro-

gen shield (2) and the vacuum thermal-isolation chamber (3), as shown in Fig. 3.15.

The inner chamber serves as the liquid-helium chamber and the setup chamber. The

microscope is immersed completely in the liquid-helium bath. The top plate of the

cryostat hosts the openings for the helium transfer line, for the liquid helium level

meter (AMI, Model 135) and for the electrical connections to the setup. One of the

two windows, W1, is built into the bottom plate of the setup chamber for optical

access. The first window W1 is in direct contact with the helium bath, which puts

a high thermal stress on the glass and the sealing. Regular exchanges have been

necessary.

The insulation of the liquid helium chamber from the outside is accomplished by

a combination of a vacuum chamber (3) and a liquid nitrogen shield (2), as shown

in Fig. 3.15. The vacuum chamber is connected to a turbo pump. The pressure is

kept on the order of p ∼ 10−7mbar. The second window W2 is built into the bottom

plate of vacuum chamber (3). The liquid nitrogen shield (2) is embedded inside the

vacuum chamber (3) and surrounds the liquid helium chamber (1). Liquid nitrogen

can be filled in through three openings in the top plate of the cryostat. The nitrogen

shield is connected to the helium chamber by a copper plate CP shortly below the

top of the cryostat. This copper plate CP is the only thermal connection of the setup

chamber to the liquid nitrogen, which allows a kind of pre-cooling the setup. For a

description of the cooling procedure, see Appendix A.2. The nitrogen shield is elon-

gated by a brass cylinder BC for thermal shielding. This brass cylinder BC reaches

around the lower extended part of the helium chamber and has a hole at the position

of the window.

There is a main disadvantage of this cryogenic assembly. If the liquid helium

level falls below a certain height, the piezo elements of the setup are driven under

low-vacuum conditions. Under these conditions, breakthroughs at the piezo elements

can appear, which can damage or even depolarize the piezos. Even though great care

has been taken, a regular exchange of the piezo elements has not been avoidable.

The temperature of the setup is measured by a thermometer (Lakeshore, silicon

diode DT-670C-SD). At first, the diode has been mounted on one of the 16-pin
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Figure 3.15: Liquid helium bath cryostat. (1) is the liquid helium and setup chamber.
On the top plate, the openings for the liquid helium level meter and the liquid helium
transfer line are shown; the connection to the liquid helium pump is sketched on the
side of the top plate. In the bottom of the liquid helium chamber, one window W1 is
mounted. (2) is the liquid nitrogen shield, whereas at the bottom, a brass extension
BC has been mounted. The nitrogen shield is connected to the setup chamber by
a copper plate CP for a kind of pre-cooling. (3) is the vacuum chamber for further
thermal insulation. The connection to the turbo pump is on the top plate. Inside
the bottom plate, there is the second window W2 mounted.
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Figure 3.16: Confocal imaging. (a) Sketch of the experimental setup. Excitation
frequency is set to a fixed value and the sample is scanned over the objective. (b)
Spectral range: Laser excites all molecules inside the focal volume, whose resonances
are spectrally close. (c) Typical confocal image of a sample at low temperature.
Several molecules are excited within the scan range of the sample-scanner.

electrical connectors of the scanning tip-unit. Later on, the diode has been placed on

a marcor-connector shortly below the sample holder. In this configuration, the diode

should have been sensitive to the level of the liquid helium. Unfortunately, the diode

has not been sensitive enough to measure the drop of the liquid helium accurately.

3.3 Performance of the setup

In the following, each possibility of acquiring data is discussed separately to provide an

overview of the different abilities of the experimental setup. This section will be useful

as a guideline during the discussion of the results. The presentation of the experiments

is accompanied by figures which are divided in three parts. Part (a) shows a sketch

of the experimental setup, part (b) illustrates the measurement within the spectral

region, and part (c) shows a typical image obtained with such an experiment. In the

sketches of the setup (a), the part of the setup which is moved or changed during the

experiment is indicated by bold letters. The images, shown in the illustrations (c),

are data taken at low temperature.

Confocal imaging

For confocal imaging, the sample is in focus and is scanned in x,y-direction over the

objective, as shown in Fig. 3.16 (a). The narrow-band laser is set to a fixed frequency.

A single molecule can be detected, if it is inside the focal volume and spectrally close

to the excitation laser as sketched in Fig. 3.16 (b). Especially at low temperature, the

narrow line width of the excitation laser combined with the narrow line width of the

molecules makes it very difficult to find suitable molecules. A typical confocal image

at low temperature is shown in Fig. 3.16 (c). The molecules are detected as bright

and dim fluorescent spot. This method is diffraction-limited. Confocal microscopy

with a narrow-band laser detects single molecules with similar resonance frequency,
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Figure 3.17: Excitation spectrum. (a) The sample is kept at a fixed position and
the laser is scanned over a range of frequencies. (b) Several molecules, which are
located inside the laser spot and have different resonance frequencies, are addressed
one after the other. (c) Typical excitation spectrum at low temperature, where each
peak corresponds to a single molecule.

but distributed over a spatial area.

Excitation spectrum

In contrast to the confocal imaging, excitation spectra detect single molecules, which

differ in their resonance frequencies, but are located within the same diffraction lim-

ited laser spot, (see Fig. 3.17 (a)). The sample is fixed at one position and the laser

is scanned over a certain frequency range as shown in Fig. 3.17 (b). The maximum

frequency scan range of our laser is 30 GHz. The fluorescence of all molecules inside

the focal volume and within the frequency scan range is detected and measured as a

function of the excitation frequency of the laser. The output is an excitation spec-

trum as shown in Fig. 3.17 (c). The single molecules are addressed one after the other

by the narrow-band laser. Each peak corresponds to a resonance of one molecule.

Excitation spectrum over time

Excitation spectra can be taken as a function of time. As before for measuring the

excitation spectrum, the sample is fixed in one position, and the excitation laser

is scanned, as shown in Fig. 3.18 (a) and (b). In contrast to a single excitation

spectrum, data acquisition is done in a 2-dimensional image. On the x-axis the

excitation frequency is recorded. The y-axis is the time-axis. In this way, the stability

of the single molecule can be investigated, as shown in Fig. 3.18 (c). Each bright line

corresponds to a single molecule. Only one of the detected molecules inside the

focal volume is stable over the detection time and shows an uninterrupted line. Two

molecules show strong blinking behavior and are not stable during the imaging time.

They show a line-signal which is interrupted by dark periods. One of these two

blinking molecules even photo-bleaches or jumps outside the excitation range. On

the very right side of the image, two very weak molecules are visible. These two

molecules sit probably at the edge of the confocal volume or are off-resonant and can

hardly be excited at all.
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Figure 3.18: Excitation spectrum over time. (a) Sample is kept fixed at one position
and the laser is scanned over a range of frequencies. (b) Several molecules, which are
located inside the laser spot and have different resonance frequencies, are addressed
one after the other. (c) Spectra are measured in a 2-D image, where the x-axis shows
the excitation frequency of the laser and the y-axis is the time-axis.

Excitation spectrum depending on tip voltage, part1

In the following experiments, the Stark shift of molecules is investigated. The sam-

ple is fixed in one position with at least one molecule in the focus. The biased

tip is approached towards the sample. Afterwards, the tip is fixed at one position,

Fig. 3.19 (a). Scanning the laser frequency, a regular excitation spectrum is taken.

Changing the voltage on the tip after each spectrum, the Stark shift of the molecules,

located inside the focal volume, can be detected (see Fig. 3.19 (b)). The outcome of

such an experiment is shown in Fig. 3.19 (c). The voltage is increased from top to

bottom (V1 < V2 < ... < Vn). Three peaks, corresponding to three single molecules,

are detected in the spectrum. The resonances of the molecules shift due to the in-

duced Stark shift to lower frequencies. One of the molecules (high intensity) shows a

smaller Stark shift as compared to the second molecule (lower intensity, broad peak),

which runs from the right to the left side of the first molecule. With this kind of mea-

surement, the linear and quadratic component of the Stark shift of a single molecule

can be measured.

Excitation spectrum depending on tip voltage, part2

There is a faster way of imaging the Stark shift of single molecules at one spot of the

sample. As before, the sample as well as the biased tip are fixed at one position (see

Fig. 3.20 (a)). The excitation laser is scanned in frequency and the voltage of the

tip is changed after each frequency scan, Fig. 3.20 (b). By recording the spectra as a

2-dimensional image over the stepwise changed, applied voltage, the Stark shift can

be visualized as shown in image 3.20 (c). The image shows the resonance of a single

molecule shifting to higher frequencies under the applied electric field. The molecule

shows a dominant linear Stark effect.
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Figure 3.19: Excitation spectra as a function of applied voltage. (a) The sample and
the biased tip are kept at a fixed position, the laser is scanned in frequency and the
tip-voltage is changed after each frequency scan. (b) Recorded spectra depending on
the tip-voltage. The resonance of the molecule is shifted by the electric field. (c)
Several spectra are shown, where the voltage has been increased after each frequency
scan (increasing voltage from top to bottom). The resonance frequencies of the three
molecules are shifted towards lower excitation frequencies.
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Figure 3.20: Excitation spectra as a function of applied voltage recorded as a 2-D
image. (a) The sample is kept at a fixed position, the laser is scanned in frequency
and the voltage applied to the tip is changed after each line. The tip is kept at a
fixed position. (b) Changing spectra after the voltage on the tip has been changed.
The resonance of the molecule is shifted by the electric field. (c) Recording of the
excitation spectra as a function of applied voltage in a 2-D image. The x-axis is
excitation frequency is plotted on the , and the y-axis is the tip voltage. The Stark
shift of the detected single molecule has a dominated linear component.
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Figure 3.21: Stark-shift imaging. (a) Position of the sample, excitation frequency and
the tip-voltage are kept fixed. The biased tip is scanned over the confocal volume
and pushes the molecule in and out of resonance with the laser. (b) The excitation
frequency of the laser is kept fixed. By scanning the sample, variable Stark shifts are
induced to the molecules. At certain tip positions, the Stark-shift of the molecule is
large enough to shift the ZPL in resonance with the laser. (b) Typical Stark-shift
image of a single molecule. The fluorescence pattern are discussed later on.

Stark-shift imaging

Finally, the Stark-shift imaging technique is discussed. The sample is fixed in one

position. The excitation laser is fixed at one frequency, which is not in resonance with

the molecule. The tip is close to the sample and the tip-voltage is also kept constant

(see Fig. 3.21 (a)). The biased tip produces an inhomogeneous electric field at the

apex, which has a high electric field gradient. By scanning the tip over the molecule,

the field at the position of the molecule changes because of the field gradient. As the

field changes, depending on the tip position, it induces different Stark shifts in the

molecule. At certain tip positions, the electric field shifts the zero-phonon line of the

molecule into resonance with the excitation laser frequency, Fig. 3.21 (b). At these

tip positions, the molecule can be excited by the laser and a fluorescent signal can be

detected. In this way, the fluorescence of the molecule can be recorded as a function

of the tip position, as shown in Fig. 3.21 (c). One molecule is in focus and is pushed

in and out of resonance with the laser by the electric field of the tip.



Chapter 4

Theoretical discussion and

numerical simulation

A theoretical model has been developed to understand the experimental results and to

underline the capability of Stark-shift microscopy. The task of the present chapter is

to explain the expected Stark-shift pattern as a function of tip position and to motivate

the applicability to measurements, such as the orientation determination of molecules

and the investigation of coupling effects. The calculation of the Stark-shift patterns is

divided in several steps. The first step is the calculation of the electric field of the tip.

The the tip has been modelled once as a metal sphere and once as a truncated metal

cone. With the calculated electric field distribution, the Stark-shift pattern depending

on tip position is numerically simulated. Additional effects and their influence on the

Stark-shift pattern will be discussed, for example, the coupling between two molecules

or the coupling of a single emitter to a tunnelling two-level system of the matrix.

4.1 Electrical field of a sharp metal tip

The distribution of the static, electric field caused by the biased tip has a large

influence on the Stark-shift pattern. The surface of the metallized glass-fiber tip might

have a very complicated structure causing an asymmetric electric field distribution.

Since experimental results show highly symmetric Stark-shift pattern, the tip has

been approximated by a simplified shape such as a metal sphere or a truncated metal

cone. In the case of the sphere, the calculation is simple. The electric field ~E can be

easily calculated using the text-book example of the electric field of a metal sphere

and a spherical capacitor [94]. In the case of the truncated metal cone, the calculation

is more complicated and the calculation has be carried out numerically by a computer.

Both calculations are shortly outlined in the following.

4.1.1 Metallized tip approximated by a metal sphere

The approximation of the tip by a metal sphere is a strong simplification. The apex

of tips typically do not have such a nicely homogeneously shape as in the case of a

63
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Figure 4.1: The metallized glass-fiber tip can be approximated by two different ge-
ometries: (a) as a metal sphere or (b) as a metal cone. The dashed lines indicate the
electric field caused by the biased tip at the position of the molecule. The red spot
is the position of the molecule. The right side of both pictures shows the simplified
shape and the notation used for the theoretical simulation.

sphere. Nevertheless, this approximation still holds, if the gap-width is larger than the

actual tip diameter. The electric field of a sphere-like tip is sketched in Fig. 4.1 (a).

The electric field of a metal sphere is obtained by:

~Eext(R) =
Q

4πǫ0

~er

R2
, (4.1)

where R =
√

x2 + y2 + z2 is the distance between the center of the sphere and the

emitter, whereby (x, y, z) marks the position of the tip and the emitter is located

in the origin at (0, 0, 0), Q is the charge on the tip, ǫ0 is the dielectric constant in

vacuum, and ~er is the unit vector in radial direction pointing towards the sphere.

The unit vector is expressed in spherical coordinates as:

~er =
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Transforming the unit vector ~er into Cartesian coordinates, using:
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it follows an expression for the unit vector:

~er =
1

R






x

y

z




 . (4.4)
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The electric field can now be expressed as:

~Eext(R) =
Q

4πǫ0

1

R3






x

y

z




 . (4.5)

The charge of the sphere can be approximated with the help of the equation of a

spherical capacitor [94]:

U =
Q

4πǫ0

1

d
, (4.6)

where d is the distance between the electrodes, and U is the applied voltage. This

leads to the expression:
Q

4πǫ0

= U d. (4.7)

With the expression (4.7), the electrical field ~E could be expressed in known param-

eters such as U , d and R. However, the approximation oversimplifies the calculation

of the electric field. The result yields a field strength which is far away from the

observed value, while the shape of the field is well described. One reason is, that be-

cause of repulsive forces not all the charges are localized at the tip. Another reason

is, that the wires possess a capacity, which can not be neglected. Both effects result

in a reduction of the field strength. The expression for the electric field is described

by:

~Eext(R) =
A

R3






x

y

z




 . (4.8)

The adjustable factor A takes into account the tip-voltage and the capacity of the

wires. The factor A is chosen in such a way, that an adequate value for the electric

field is obtained.

4.1.2 Metallized tip approximated by a truncated metal cone

The calculation of the electric field of a truncated- cone-shaped tip is carried out

differently. In a first step, the potential φ is calculated and by taking the gradient,

the electric field is obtained. In this calculation, the molecule is scanned in x, y and

the tip is kept fixed at one position. The potential is defined as

φ(~r′) =
δ

4πǫ0

∫
1

|~r − ~r′|
dA. (4.9)

δ is the surface charge density, ǫ0 is the dielectric constant in vacuum, ~r the position of

the tip, ~r′ is the position of the molecule, A is the surface of the tip. Out of geometrical

reason, the problem is handled in cylindrical coordinates: x = r cos φ, y = r sin φ, z.

The radius R of the apex of the cone depending on the coordinate z can be expressed

as R(z) = z tan α, with α the opening angle of the tip as shown in Fig. 4.1 (b). The
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surface of the truncated cone is divided in two parts. One part is the flat bottom

plate of the cone and the second part is the outer side-walls of the cone. With these

assumptions the formula for the electrical potential φ can be expressed as:

φ(~r′) =
δ

4πǫ0

(
∫ h2

h1

∫ 2π

0

R(z)

|~r2 − ~r′|
dφdz +

∫ R(h1)

0

∫ 2π

0

r

|~r1 − ~r′|
dφd r

)

. (4.10)

The first part of the formula describes the side-surface of the cone (no r integration)

and the second part describes the bottom plate (no z integration). The parameter

h1, h2 and R(h1) are defined as shown in Fig. 4.1 (b). The distance between h1 and

h2 defines the length of the cone, which is taken into account for the simulation. By

choosing a value for h1, the diameter of the apex of the cone R(h1) = h1 tan α is also

fixed. The distances can be written as:

|~r1 − ~r′| =
√

(R(z) cos φ − x′)2 + (R(z) sin φ − y′)2 + (z − z′)2 (4.11)

|~r2 − ~r′| =
√

(r cos φ − x′)2 + (r sin φ − y′)2 + (h1 − z′)2 (4.12)

The electric field is calculated numerically by:

~Eext = −~∇φ (4.13)

with the computer program Mathematica1. The field of a truncated-cone-shaped tip

is sketched in Fig. 4.1 (b). The modelling of a truncated metal cone is necessary at

gap-width smaller than the diameter of the tip. The electric field has to be assumed

constant and homogeneous during a scan distance of the order of the tip diameter.

4.2 Stark shift depending on tip position

The numerical simulation approximates the Stark shift to the first (linear Stark shift)

or the second (quadratic Stark shift) order. There are two effects caused by the

surrounding matrix, which have to be taken into the account for the calculation

of the electric field: (i) There is an additional internal field ~Eint due to stress and

disorder in the matrix. (ii) The matrix has a different dielectric constant, which is

taken into account by introducing the Lorentz factor fL. Both effects result in an

electric field ~Etot at the position of the molecule as derived in Chapter 2. Both effects

are neglected in the theoretical model, since they do not have any influence on the

Stark-shift patterns. The Stark shift is therefore simplified as:

∆ν(x, y, z) =
1

h
(−∆~µ) ~Eext −

1

2h
~Eext∆α̃ ~Eext. (4.14)

Hence, ∆ν is the Stark shift, (x, y, z) is the position of the tip with a molecule at the

origin, ∆~µ is the difference of the permanent dipole moments of the ground state and

1Mathematica Version 5.0
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the first excited state, ~Eext is the external electric field as described in Eq. (4.8) or

in Eq. (4.13), ∆α̃ is difference in the polarizability. In the following, ∆~µ is called the

linear Stark-shift coefficient and ∆α̃ is called the quadratic Stark-shift coefficient. For

symmetry reason, free terrylene molecules do not possess a permanent dipole moment

and would show only a quadratic Stark effect. Nevertheless, the molecule embedded

in a crystalline matrix can exhibit a matrix-induced permanent dipole moment. In

such a case, the molecule would show an additional linear Stark shift, which might

even dominate over the weaker quadratic Stark shift. By calculating the Stark-shift

pattern, we will see that the Stark shift has a strong influence on the pattern.

4.2.1 Stark shift with a metal sphere as a tip

The tip scans over the emitter and can be positioned in all three dimensions. The

emitter itself sits at the origin (0, 0, 0). The expression for the linear and the quadratic

Stark shift are evaluated separately. If a molecule shows both, the linear and the

quadratic Stark shift, the result is a linear combination of both formulas.

Linear Stark shift

Without loss of generality, the orientation of the permanent dipole moment difference

can be expressed as:

∆~µ = |∆µ|~e = |∆µ|






sin φ

0

cos φ




 , (4.15)

where |∆µ| is the difference of the matrix-induced permanent dipole moment and

0 < φ < π is the angle between the z-axis of the crystal and the difference of the

permanent dipole moment. By setting φ = 0 the dipole moment difference is parallel

to the z-axis.

Since the orientation of the induced permanent dipole moment is not clear, the

orientation is chosen in such a way, that it fits best the experimental results. The

linear Stark shift can be expressed as a function of R and φ with the help of Eq. (4.8):

∆ν(R) = −1

h
∆~µ~Eext (4.16)

= −A

h

| ∆µ |
R3






sin φ

0

cos φ











x

y

z




 (4.17)

= −A

h

| ∆µ | (x sin φ + z cos φ)

R3
. (4.18)
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Quadratic Stark shift

For the calculation of the quadratic Stark shift, the difference in polarizability is

expressed as:

∆α̃ =






∆αaa ∆αab ∆αac

∆αba ∆αbb ∆αbc

∆αca ∆αcb ∆αcc




 (4.19)

=






∆αaa 0 0

0 ∆αbb 0

0 0 ∆αcc




 , (4.20)

where ∆αmm with (m = a, b, c) is the difference in polarizability with respect to the

main axes a,b,c of the crystal. The simplification of ∆α̃ is reasonable, since out of

symmetry reason the largest polarizability is expected along the three main axis of the

molecule. The longest axis of the molecule coincides with the c-axes of the crystal, as

shown in Chap. 3. The exact values of the polarizability are not known for terrylene

up to now, which makes the calculation difficult. Since the values for pentacene are

known, they are used as guidelines. The difference in polarizability is normalized

to the value of ∆αcc = ∆α which is supposed to give the largest contribution. The

other values are expressed as fractions of ∆αcc as ∆αaa = a∆α and ∆αbb = b∆α. The

approximation of the difference in polarizability ∆α might not result in an absolute

value for the Stark shift, but it gives qualitatively the correct behavior. The quadratic

Stark shift can be expressed with the help of Eq. (4.8) as:

∆ν(R) = − 1

2h
~Eext∆α̃ ~Eext (4.21)

= − A2

2hR6
∆α(ax2 + by2 + z2). (4.22)

4.2.2 Stark shift with a truncated metal cone as tip

For simplicity of notation, only the equation for the linear Stark effect is derived.

The permanent dipole moment difference ∆~µ of the molecule is taken to be parallel

to the z-axis:

∆~µ = |∆µ|






0

0

1




 (4.23)

The electrical field is obtained from the previously calculated potential: ~E = −~∇φ,

which results in:

∆ν(x′, y′, z′) =
δ|∆µ|
h4πǫ0

(
∫ h2

h1

∫ 2π

0

(z − z′)R(z)

|~r1 − ~r′|3
dφdz +

∫ R(h1)

0

∫ 2π

0

(h1 − z′)r

|~r2 − ~r′|3
dφd r

)

(4.24)
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with

|~r1 − ~r′|3 =
(
(R(z) cos φ − x′)2 + (R(z) sin φ − y′)2 + (z − z′)2

) 3
2

|~r2 − ~r′|3 =
(
(r cos φ − x′)2 + (r sin φ − y′)2 + (h1 − z′)2

) 3
2

This formula can be evaluated numerically. In the experiment, the gap-width has

been of the order of µm and is always larger than the tip diameter. Hence, in the

following discussion of the Stark-shift pattern, the tip will be approximated as a metal

sphere. However, the calculation can be easily adapted to an arbitrarily shaped tip.

4.3 Stark-shift patterns as a function of tip posi-

tion

The following section discusses the Stark-shift pattern as a function of tip position. By

carrying out a semi-classical calculation for a single molecule the Stark-shift patterns

are numerically simulated.

4.3.1 Mathematical derivation of the model

A single molecule at low temperatures can be modelled as a two-level system. Only

the ground state and the first excited state are taken into account. Any contributions

of the vibrational energy levels are neglected. The Hamiltonian for a two-level system

in an exciting laser field reads [95, 96]:

H =
h̄ν0

2
(−σz) − ~deg

~E cos(νLt)σx (4.25)

with the Pauli matrices

σz =

(

1 0

0 −1

)

and σx =

(

0 1

1 0

)

, (4.26)

ν0 is the resonance frequency of the molecule, ~deg is the transition dipole moment of

the emitter, and ~E is the laser field, varying with frequency νL. Using the density

matrix formalism, the time evolution of the density matrix, including the spontaneous

emission in Lindblatt-form, can be expressed as follows [96]:

ρ̇ = − i

h̄
[H, ρ] − 1

2
Γ ( L+  L−ρ + ρ L+  L− − 2 L−ρ L+) , (4.27)

with Γ the line width of the molecule, the density matrix ρ

ρ =

(

ρaa ρab

ρba ρbb

)

, (4.28)
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and the ladder operators  L

 L− =

(

0 1

0 0

)

and  L+ =

(

0 0

1 0

)

. (4.29)

The rotating wave approximation is used for simplifying Eq. (4.27). As the prob-

ability of the process of emitting a photon and ,at the same time, getting into the

excited state can be neglected (and vice versa), the cos-term in Eq. (4.27) can be

approximated. Therefore, the interaction term of the Hamiltonian can be reduced to

the first two terms of the following formula:

~ded
~E cos (νLt) =

1

2
h̄νR(| b〉〈a | e−ıνLt+ | a〉〈b | eıνLt+ | b〉〈a | eıνLt+ | a〉〈b | e−ıνLt)

(4.30)

where νR is the Rabi frequency, and | b〉 and | a〉 are the excited and the ground

state, respectively. The Hamiltonian is reduced to:

H =

(

− h̄ν0

2
− h̄νR

2
eıνLt

− h̄νR

2
e−ıνLt h̄ν0

2

)

, (4.31)

with the abbreviation for the Rabi frequency

νR =
~deg

~E

h̄
. (4.32)

As part of the rotating wave approximation, a transformation into the rotating frame

is made:

ρ̃ab = ρabe
ıνLt (4.33)

ρ̃ba = ρbae
−ıνLt (4.34)

ρ̃aa = ρaa (4.35)

ρ̃bb = ρbb (4.36)

As a next step the time evolution for the density matrix elements can be calculated:

˙̃ρaa = − ıνR

2
(ρ̃ab − ρ̃ba) + Γρ̃bb (4.37)

˙̃ρbb =
ıνR

2
(ρ̃ab − ρ̃ba) − Γρ̃bb (4.38)

˙̃ρab = −ı(νL − ν0)ρ̃ab −
ıνR

2
(ρ̃aa − ρ̃bb) −

1

2
Γρ̃ab (4.39)

˙̃ρba = ı(νL − ν0)ρ̃ba +
ıνR

2
(ρ̃aa − ρ̃bb) −

1

2
Γρ̃ba (4.40)

In the following, only the steady-state is considered, since the time evolution is not

resolved in the experiment. Therefore, the left hand side of Eq. (4.37) to (4.40) of the

time-evolution of the density matrix components are set to zero. The four equations
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can be reduced to two equations, depending only on the two components ρ̃aa and ρ̃bb:

0 = ˙̃ρaa = − ν2
RΓ

4(νL − ν0)2 + Γ2
ρ̃aa +

(
ν2

R

4(νL − ν0)2 + Γ2
+ 1

)

Γρ̃bb (4.41)

0 = ˙̃ρbb =
ν2

RΓ

4(νL − ν0)2 + Γ2
ρ̃aa −

(
ν2

R

4(νL − ν0)2 + Γ2
+ 1

)

Γρ̃bb (4.42)

The pre-factors for the occupation probabilities ρ̃aa and ρ̃bb on the right side of the

Eq. (4.41) and (4.42) are the transition rates for going from the ground state to

the excited state γa→b and for going from the excited to the ground state γb→a,

respectively:

γa→b = − ν2
RΓ

4(νL − ν0)2 + Γ2
(4.43)

γb→a =

(
ν2

R

4(νL − ν0)2 + Γ2
+ 1

)

Γ (4.44)

Again, the steady-state is considered and the time-evolution in Eq. (4.41) and (4.42)

is set to zero. Additionally, the addition of both probabilities has to equal unity,

ρ̃aa + ρ̃bb = 1. From that, an expression for the occupation probability of the excited

state is obtained:

ρ̃bb =
ν2

R

2ν2
R + 4(νL − ν0)2 + Γ2

. (4.45)

The fluorescence of a single molecule can be calculated by multiplying the radiative

transition rate γb→a with the occupation probability of the excited state ρ̃bb. This

leads to the following result for the fluorescence Ifluo, assuming quantum yield φ = 1:

Ifluo =

(
ν2

RΓ

4(νL − ν0)2 + Γ2
+ Γ

)
ν2

R

2ν2
R + 4(νL − ν0)2 + Γ2

. (4.46)

This expression includes all contributions to the fluorescence, such as the stimulated

and the spontaneous emission. Since the stimulated emission is cut off with a filter,

only the spontaneous emission has to be taken into account, which results in the

fluorescence I of a single emitter:

I =
Γν2

R

(2ν2
R + 4(νL − ν0)2 + Γ2)

. (4.47)

The resonance frequency ν0 of the single molecule is now modulated by the Stark

effect due to the electric field of the tip. Taking into account the Stark shift ∆ν, the

Stark-shift pattern as a function of tip position can be expressed as follows:

Ifluo(x, y, z) =
Γν2

R

(2ν2
R + 4(∆ν̃ − ∆ν)2 + Γ2)

, (4.48)

∆ν̃ = νL − ν0 is the detuning between the laser frequency νL and the zero-field

resonance ν0, and ∆ν(x, y, z) is the Stark shift as calculated in section 4.2.
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Figure 4.2: 3-dimensional sketch of the Stark-shift balloon for a single molecule with a
dominant linear Stark-shift, I is the image plane. (a) The permanent dipole moment
difference is oriented along the c-axis. (b) The permanent dipole moment difference
is tilted.

4.3.2 Numerical simulation of the Stark-shift patterns

The section presents numerical simulation of the Stark-shift pattern as a function of

tip position. The calculations are carried out by the computer program Mathemat-

ica2. The fluorescence I(x, y, z) in Eq. (4.48) resembles a 3-dimensional Stark-shift

balloon, as sketched in Fig. 4.2. The size of Stark-shift balloon depends on the pa-

rameter settings, such as tip voltage and detuning, as we will see later. By scanning

the tip at a constant height, a section of the Stark-shift balloon is measured as in-

dicated by the image plane I in Fig. 4.2. The balloon has a certain wall thickness,

which changes depending on the gap-width z as shown in Fig. 4.2. If ∆~µ is oriented

along the z-axis (Fig. 4.2 (a)), the imaged Stark-shift pattern is a circular feature,

what we call the Stark-shift ring. If ∆~µ is tilted (Fig. 4.2 (b)), the Stark-shift pattern

becomes an ellipse with varying ring width. Since it is kind of difficult to illustrate

the properties of this 3-dimensional Stark-shift balloon, only vertical sections at fixed

gap-width z or horizontal sections at y = 0 will be discussed in the following. The

Stark-shift pattern can be described by two parameter: the ring width W of the

Stark-shift balloon and the pattern width (or size) W .

Vertical sections of the Stark-shift pattern of a single molecule

The vertical sections of the Stark-shift balloon correspond to the experimental images

taken by one spatial tip scan. In Fig. 4.3 (x,y)-sections of the fluorescence of a single

molecule as a function of tip position at different gap-width z are shown. The white

spot at the origin of the image symbolizes the position of the molecule. The detuning

∆ν̃ is kept fixed at 600 MHz. The imaged molecule has a line width of Γ = 50 MHz

and the Rabi frequency νR is set to a reasonable value of 1MHz. From left to right,

the gap-width is reduced from 1.6 µm to 100 nm, as indicated by the sketches in

2Mathematica Version 5.0
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Figure 4.3: (x,y)-sections of the Stark-shift pattern as a function of tip position and
gap-width. The white spot in the center symbolizes the molecule’s position. The scan
range of the tip is 3×3 µm2. The gap-width is reduced from left to right as indicated
in the first line. The detuning is kept fixed a 600 MHz. The Stark-shift coefficients
differ from row to row. (a)-(d) Case A: Stark-shift pattern for a molecule with a pure
permanent dipole moment ∆~µ, which is orientated along the z-axis. (e)-(h) Case B:
Stark-shift pattern for a molecule with a permanent dipole moment ∆~µ, which has
an angle of φ = π/10 to the z-axis. (i)-(l) Case C: Stark-shift pattern for a molecule
a quadratic Stark-shift component of: ∆αaa = −0.1 × ∆α and ∆αbb = 0.6 × ∆α.
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the first row in Fig. 4.3. The Stark-shift coefficients differ from row to row, going

from a linear Stark shift with different permanent dipole difference orientations to a

quadratic Stark shift.

Case A: Linear Stark shift with ∆~µ ‖ z In the first row, Fig. 4.3 (a)-(d),

the molecule is assumed to possess a purely linear Stark shift. The molecule has a

permanent dipole difference ∆~µ orientated in the direction of the z-axis (φ = 0 in

Eq. (4.18)). The Stark-shift pattern for such a molecule is a symmetric ring with

the molecule at its center. This Stark-shift pattern is called Stark-shift ring in the

following. By approaching the tip towards the molecule (following the first row from

left to right), two effects stand out. The diameter of the Stark-shift ring first increases.

At a certain gap-width (here z < 1µm), the diameter starts to decrease again. The

critical gap-width, at which the diameter starts to decrease, depends on the settings

of the detuning ∆ν̃ and the tip-voltage. Concomitantly to the diameter change, the

ring width decreases while the tip is approached. As we will see in the following, these

effects are common for all Stark-shift pattern and will be explained in section 4.3.2.

Case B: Linear Stark shift with tilted ∆~µ The second row, Fig. 4.3 (e)-(h),

shows the Stark-shift pattern of a molecule, which exhibits a linear Stark-shift effect.

But in this case, the permanent dipole moment difference ∆~µ has an angle to the

z-axis of φ = π/10. The Stark-shift pattern differs considerably from the one in case

A with ∆~µ ‖ z. If the tip is far away from the molecule, Fig. 4.3 (e), the Stark-

shift pattern appears similar to the ring-like Stark-shift pattern of case A, but with

a slight variation in line width and an offset between the center of the Stark-shift

pattern and the molecule position. By reducing the gap-width (going from (e) to

(h)), the circular structure becomes more and more elliptic. The asymmetry in the

pattern width depends on the orientation of the dipole moment difference ∆~µ and

becomes more and more apparent at small gap-widths. On one side of the molecule,

the orientation of ∆~µ is more favorable to interact with the electric field, than on the

other side of the molecule. The orientation dependence influences the Stark shift of

the molecule. It becomes apparent, that with Stark-shift microscopy, the orientation

of ∆~µ can be determined. As in case A with ∆~µ ‖ z, the Stark-shift pattern depends

strongly on the gap-width z, and shows the same effects: the Stark-shift pattern

shows a increase and decrease in the dimension and a concomitantly decrease of the

width. The explanation follows in section 4.3.2.

Case C: Quadratic Stark shift In the last row, Fig. 4.3 (i)-(l), the Stark-shift

patterns of a molecule with a dominant quadratic Stark-shift coefficient are shown.

The polarizability has been set to ∆αaa = −0.1×∆α and ∆αbb = 0.6×∆α. Already

at large gap-widths (Fig. 4.3 (i)), these Stark-shift patterns have an elliptical shape.

Compared to the tilted ∆~µ, there is no asymmetry in the width of the ring and the

pattern is symmetric to the origin. The effect of a decrease in width and also the

enlargement of the circular feature seems to depend stronger on the gap-width than



4.3 Stark-shift patterns as a function of tip position 75

(a) (b)

(c) (d)

y=0 x=0

Figure 4.4: Sections along the z-axis of Stark-shift patterns from numerical simula-
tions. (a) and (b) show a (x,z)- and a (y,z)-section of Stark-shift patterns of a molecule
with only a linear Stark-shift component. The permanent dipole moment difference
∆~µ is orientated along the z-axis. (c) and (d) show a (x,z)- and a (y,z)-section
of Stark-shift patterns of a molecule with only a quadratic Stark-shift component:
∆αaa = −0.1 × ∆α and ∆αbb = 0.6 × ∆α.

in case A or B. The Stark-shift patterns show a really interesting behavior, if the gap-

width is further reduced. The asymmetry due to the difference of the polarizability

becomes apparent. Since the ∆αaa-component of the polarizability is negative, the

Stark-shift goes to a different direction than the Stark-shift of the ∆αbb-component.

At a 100 nm gap-width (Fig. 4.3 (l)), the fluorescent feature is divided into an upper

and a lower lobe, symmetric around the position of the molecule.

Horizontal sections of the Stark-shift pattern of a single molecule

In contrast to the vertical sections, which correspond directly to an experimental

measurement, the horizontal sections cannot be measured in a single tip scan. On

the other hand, theses horizontal sections give a better idea of the geometry of the

3-dimensional Stark-shift balloon. In Fig. 4.4, (x,z)-sections at y = 0 and (y,z)-

sections at x = 0 are shown, respectively. In this figure, the different behavior for

the linear and the quadratic Stark shift is nicely visible. The figures reveal the gap-

width dependence of the Stark-shift patterns: an increase of the diameter, followed

by a diameter decrease at a certain gap-width. The parameter for the detuning, the

line width of the molecule and the Rabi-frequency are kept fixed: ∆ν̃ = 600MHz,
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Figure 4.5: Geometry of the experimental settings: angle θ and distance r between
∆~µ and ~E define the behavior of the diameter and the width of the Stark-shift pattern.
For details, see text.

Γ = 50MHz, and νR = 1MHz. The upper row, Fig. 4.4 (a) and (b), visualizes the

tip-approach dependence of the Stark-shift ring for an emitter possessing a purely

linear Stark shift with ∆~µ ‖ z as in Case A. The Stark-shift balloon is symmetric for

∆~µ ‖ z, therefore Fig. 4.4 (a) and (b) show the same dependency on the gap-width z.

The lower row, Fig. 4.4 (c) and (d), show the tip-approach dependence of the Stark-

shift pattern for an emitter exhibiting a quadratic Stark shift. The values for ∆α are

chosen as: ∆αaa = −0.1 × ∆α and ∆αbb = 0.6 × ∆α. The (x,z)-section resembles

the behavior of the linear Stark-shift. The (y,z)-section shows only an increase in

diameter, which is not followed by a decrease as in the linear Stark-shift case. This

behavior results into the two-lobe pattern as shown in Fig. 4.3 (l).

Behavior of the Stark-shift pattern depending on the electric field

As a general behavior, independent of the Stark-shift coefficient, the Stark-shift pat-

tern width decreases and its size concomitantly increases (followed by a decrease), as

the tip approaches the molecule.

The change of the pattern dimension can be explained by two processes. It is

obvious that the coupling of the electric field to the dipole depends on the distance R

and on the angle θ between the permanent dipole moment difference ∆~µ and the field

lines ~Eext, as sketched in Fig. 4.5. By reducing the gap-width z, the field strength at

the position of the molecule increases which results in an enlargement of the Stark-

shift ring. At a certain critical gap-width the angle θ between ~E and ∆~µ becomes



4.3 Stark-shift patterns as a function of tip position 77

Etip

Dm

laser

tip

0 50 100 150 200
0

50

100

150

200

Figure 4.6: Left side shows a numerically simulated Stark-shift pattern of two
single molecules, which are separated spectrally by ∆νs = 10 GHz and spatially
r = 0.36 µm. Right side shows the experimental settings. Both permanent dipole
moment difference are parallel to the z-axis. Even though, both molecules differ
spectrally, they can be resolved in a single spatial tip scan.

unfavorable. Only the stronger field in closer proximity to the tip apex induces a

sufficiently strong Stark shift to push the molecule into resonance. This results in a

decrease of the Stark-shift ring diameter.

The measured and simulated decrease in the width of the Stark-shift ring can

be explained by the increase of the field gradient during the tip approach. If the

gap-width z is large, the gradient of the field is very small. The tip has to be scanned

by a large distance to change the electric field at the position of the molecule. The

induced Stark shift depending on tip position is varying very slowly, which results in

Stark-shift ring with a very broad thickness. By reducing the gap-width, the gradient

of the electric field increases. This increase results in a faster tuning of the Stark shift

and therefore in a thinner Stark-shift ring.

Stark-shift imaging of several molecules

We consider now the case, where several molecules with varying resonance frequencies

are located in the focal volume of the excitation laser. Single molecules with differ-

ing resonances could be only resolved in a sequence of sample scans with adjusted

excitation frequency. However, using Stark-shift microscopy, the position of these

molecules can be determined in one spatial tip scan, as shown in Fig. 4.6. On the

left side of Fig. 4.6, the simulated Stark-shift pattern depending on the tip position

is shown. The experimental settings are sketched on the right side. Two molecules

are located in the focal area. The two molecules have a permanent dipole difference

along the z-axis. For simplicity, they both exhibit a linear Stark shift, but differently

strong. Their resonances are separated spectrally by 10 GHz. The molecules are
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spatially separated by r =
√

(x0 − x1)2 + (y0 − y1)2 = 0.36 µm. Both molecules are

still inside the focussed laser spot, which has an diameter of 400 nm. The positions

of the two molecules can be clearly assigned to the origins of the Stark shift rings. In

this way, the distance r between the molecules in the (x,y)-plane is easily obtained.

Therefore, both molecules are resolved in one tip scan by using the spatial and spec-

tral information. As it will be shown experimentally, it is not necessary for such a

measurement to move the tip into the near-field. The only condition is that the field

gradient of the tip is large enough to push the molecules into resonance with the

laser at different tip positions. Already far-field tip scans with a gap-width in the

µm-range result in a resolution of the inter-molecule distance in the nm-range.

4.4 Coupling effects

Coupling between several emitters or between emitters and a TLS of the matrix have

an interesting influence on the above discussed features. Such interactions between

single quantum systems are under investigation for a long time [15, 60], since they

are difficult to detect. The Stark-shift imaging technique offers the possibility to

investigate such interaction effects. In the following sections, the emphasize lies on

the dipole-dipole coupling between two single emitters and the coupling of a single

emitter and a two-level system (TLS) of the matrix.

4.4.1 Coupling between two single emitters

In the first section, the coupling between two molecules will be discussed. The two

emitters are treated in the same way as in the case of a single emitter in the sec-

tion 4.3. The theoretical model is expanded by introducing a dipole-dipole coupling

between the two dipoles. Based on this model, the Stark-shift pattern are numerically

simulated.

Mathematical derivation of the model

Following the same procedure as in Chapter 4.3, we extend the model to a system of

two coupled emitters. The notation of the states for the coupled system is:

molecule 1 | a1〉 | b1〉
molecule 2 | a2〉 | b2〉

}

coupled system: | a a〉 | b b〉 | a b〉 | b a〉

The first letter describes the state of molecule 1 and the second letter molecule 2,

whereas letter ’a’ indicates the ground state and letter ’b’ the first excited state as

presented in Chapter 2.3. The density-matrix formalism is used to describe the sys-

tem and has been derived in Eq. (2.27). The time evolution of the density matrix,

including the spontaneous emission due to the interaction with the environment, for
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both molecules in Lindblatt-form can be expressed as [96]:

ρ̇ = − ı

h̄
[H, ρ]−1

2
Γ1

(
 L1

+  L1
−ρ + ρ L1

+  L1
− − 2 L1

−ρ L1
+

)
−1

2
Γ2

(
 L2

+  L2
−ρ + ρ L2

+  L2
− − 2 L2

−ρ L2
+

)

(4.49)

The density matrix ρ and the matrices for  L+ and  L− in the bases of the coupled

system:

ρ =








ρaaaa ρaaba ρaaab ρaabb

ρbaaa ρbaba ρbaab ρbabb

ρabaa ρabba ρabab ρabbb

ρbbaa ρbbba ρbbab ρbbbb








,  L1
+ =








0 0 0 0

1 0 0 0

0 0 0 0

0 0 1 0








,

 L1
− =








0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0








,  L2
+ =








0 0 0 0

1 0 0 0

0 0 0 0

0 0 1 0








,  L2
− =








0 1 0 0

0 0 0 0

0 0 0 1

0 0 0 0








.

The coupling J between the molecules, which is at first assumed to be constant, is

introduced by:

J = j (| ab〉〈ba | + | ba〉〈ab |) (4.50)

(4.51)

=








0 0 0 0

0 0 j 0

0 j 0 0

0 0 0 0








(4.52)

Applying the rotating wave approximation and introducing the coupling to the Hamil-

tonian, it follows for the whole system:

H =








− h̄(ν1+ν2)
2

νR1h̄eıνLt νR2h̄eıνLt 0

νR2h̄e−ıνLt h̄(ν2−ν1)
2

j νR1h̄eıνLt

νR1h̄e−ıνLt j h̄(ν1−ν2)
2

νR2h̄eıνLt

0 νR1h̄e−ıνLt νR2h̄e−ıνLt h̄(ν2+ν1)
2








(4.53)

where ν1,ν2 are the resonance frequencies of the two molecules, νL is the laser fre-

quency, νR1, νR2 are the Rabi frequencies and j is the dipole-dipole coupling constant.

Starting from that, the same procedure is done as for the single emitter. Using Math-

ematica3 the values for the density matrix ρ are numerically computed. In order to

get the fluorescence of the TLS, the integration over all frequencies must be done,

since the detector counts all incoming photons. The other important point is, that

everything is analyzed in steady state, therefore t → ∞.

3Mathematica Version 5.0
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The power spectrum is calculated as follows [96]:

S(~r, ν ′) =
1

2π

∫ ∞

−∞

d τ ℜ{〈E−(~r, t)E+(~r, t + τ)〉eıν′τ}, (4.54)

where E−(~r, t) and E+(~r, t) are the electric field operators for the negative frequency

part and the positive frequency part, respectively. Integrating over all photon fre-

quencies yields the final result for the fluorescence intensity I:

I =

∫ ∞

−∞

d ν0 S(~r, ν ′) =
1

4π

∫ ∞

−∞

d τ







〈E−(~r, t)E+(~r, t + τ)〉

∫ ∞

−∞

eıντd ν ′

︸ ︷︷ ︸

δ(τ)2π

+ 〈E−(~r, t)E+(~r, t + τ)〉∗
∫ ∞

−∞

e−ıντd ν ′

︸ ︷︷ ︸

δ(τ)2π








(4.55)

(4.56)

=
1

2

∫ ∞

−∞

d τ
(
〈E−(~r, t)E+(~r, t + τ)〉δ(τ) (4.57)

+〈E−(~r, t)E+(~r, t + τ)〉∗δ(τ)
)

(4.58)

(4.59)

= ℜ{〈E−(~r, t)E+(~r, t)〉} (4.60)

(4.61)

= ℜ{I0(~r)〈 L+(t) L−(t)〉} (4.62)

(4.63)

= ℜ{I0(~r)tr[ L+  L−ρ]} (4.64)

By taking the numerically calculated values for the density matrix ρ, the fluorescence

for a molecule system can be calculated. Integration over the frequency range and

by plotting this result over the incoming laser frequency, an image of the Stark-shift

pattern is generated.

Dipole-dipole coupling constant j

Until now, it has been assumed that the coupling constant j is not influenced by the

Stark shift. This aspect has to be proven. On the other side, it would be really inter-

esting to introduce a tool, usable to control the coupling between quantum systems.

Using the Stark-shift microscope as a tool, to interact with single emitters and tune

their coupling strength would open a door for fascinating possibilities. The coupling

between two single molecules is accomplished by dipole-dipole coupling [49]. In the

following, an estimation is presented, where the influence of the tip-induced Stark
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effect is shown.

The formula for the static dipole-dipole coupling j accounts to [49]:

j =
3
√

Γ1Γ2

4(k0r12)3
[(µ̂1µ̂2) − 3(µ̂1r̂12)(µ̂2r̂12)] . (4.65)

Here, Γ1, Γ2 are the line width of molecule 1 and molecule 2, k0 = ν1−ν2

2c
is the average

wave number, r̂12 is the distance between the molecules, µ̂1/2 are the dipole moments.

Assuming, that the dipole moments are parallel to each other and perpendicular to

the connecting vector r12:

µ̂1r̂12 = µ̂2r̂12 = 1 (4.66)

and

µ̂1µ̂2 = 0. (4.67)

The resonance of a single molecule can be expressed by:

Γi =
k3

i µ
2
i

6πǫ0h̄
, (4.68)

where i = 1, 2 and ki = νi

c
with c as the speed of light. The dipole-dipole coupling

can now be expressed as:

j =
3
√

Γ1Γ2

4(k0r12)3
(4.69)

=
(ν1ν2)

3/2µ1µ2

((ν1 + ν2)r12)3πǫ0h̄
(4.70)

The tip-position depending Stark shift is introduced into the formula by adding to

the resonance frequencies νi the Stark shift ∆ν calculated section 4.2. Introducing

the Stark shift yields:

j =
((ν1 + ∆ν1)(ν2 + ∆ν2))

3/2

((ν1 + ν2 + ∆ν1 + ∆ν2)r12)3πǫ0h̄
(4.71)

Without further calculation, it is already obvious that the influence of the tip-induced

component of the dipole-dipole coupling is negligible. The tip-induced Stark-shift ∆νi

lies in the frequency range of MHz or GHz. Compared to the value of the resonance

frequency νi of a single molecule, which lies in the THz-range, the Stark-shift can be

neglected. Therefore, during the tip scan, the dipole-dipole coupling constant can be

assumed to be constant.

Numerical simulated Stark-shift pattern of coupled molecules

In Fig. 4.7 (a), two fluorescent, uncoupled (j = 0) molecules are resolved in one

tip scan with a scan range of 200 × 200 nm. The two molecules are separated by
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Figure 4.7: Numerically simulated Stark-shift pattern for two molecules separated by
49 m and resolved in a single tip scan. The parameter are chosen in such a way, that
the Stark-shift rings are crossing each other. Scan-range of the tip is 200 × 200 nm.
(a) Two uncoupled molecules (j = 0) with crossing Stark-shift rings. (b) Zoom-in on
of the crossing point of the Stark-shift rings. The molecules are still uncoupled, j = 0.
The new scan range of the tip is 33 × 33 nm. (c)-(h) the interaction j increases in
units of the Rabi frequency νR = 1 MHz, which defines the laser-molecule interaction.
(c) j = 2νR. (d) j = 6νR. (e) j = 10νR. (f) j = 12νR. (g) j = 16νR. (h) j = 20νR.
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49 nm. The parameter of the detuning and of the applied voltage are chosen in

such a way, that the Stark-shift rings cross each other. The gap-width z is 70 nm.

The Rabi-frequency νR is 1 MHz and the line width Γ of the molecule is chosen

40 MHz. The following sequence of simulated images show a zoom-in of the crossing

point of the two Stark-shift rings, indicated as a dashed square in Fig. 4.7 (a). The

new scan range of the tip is 33 × 33 nm. The coupling constant is increased from

Fig. 4.7 (c)-(h). In Fig. 4.7 (b), the uncoupled case (j = 0) is shown. It is visible,

indicated by the arrows (1) and (2), that the resonances of the two molecules cross

each other without any effect. By increasing the coupling constant j, the crossing

point of the two Stark-shift rings begins to change. Arrow (1) points towards an

area, which becomes more smeared out in the intensity. Arrow (2) points towards

an area, where an avoided crossing becomes visible. The higher the coupling con-

stant, the better the avoided crossing becomes apparent, as it is shown in Fig. 4.7 (h).

By careful analysis of such an Stark-shift pattern, coupled molecules can be de-

tected in a single spatial tip scan. The parameters , such as the tip voltage and

the detuning ∆ν̃, have to be chosen very carefully to obtain a Stark-shift pattern of

crossing rings. Detecting such a pattern might be already quite challenging. Fur-

thermore, one has to keep in mind, that the simulation assumes an infinite sharp tip.

The diameter of the simulated sphere is only taken into account by setting a minimal

gap-width. The tip scan range for the simulation around the crossing point is just

33× 33 nm. A full-metal tip will have to be used to obtain a tip apex, that produces

a field gradient, which is sufficiently large in such a scan range.

4.4.2 Coupling of a single emitter to a TLS

The nearby environment of a single molecule has an influence on its characteristics.

The optical properties of a fluorescent molecule can be changed by choosing a different

host matrix, for example. Furthermore, any kind of structural change occurring inside

the matrix has an influence on the nearby molecules. Therefore, single molecules have

been used as ’local probes’ to investigate these kind of changes [10]. One kind of the

structural changes of the matrix has been modelled as a two-level system (TLS) as

introduced in Chapter 2.4. In the present section, a theoretical model is introduced

presenting the influence of a nearby flipping TLS on the fluorescent pattern of a single

molecule [61, 62, 60].

Mathematical derivation of the model

The Stark-shift pattern as a function of tip position has already been introduced in the

previous section 4.3. Additionally, the effects of a nearby flipping TLS are included

into this model. Hereby influences the electric field of the tip also the potential of

the TLS. This influence results in a shift of the energy levels of the TLS. The energy

levels E ′
i of a TLS, which experiences an field-induced, additional Stark shift ∆~µ′ ~E,
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can be expressed as:

E ′
1,2 = ±E ′

2
= ±1/2

(

(η − ∆~µ′ ~E)2 + ∆2
0

)1/2

, (4.72)

where η is the asymmetry of the potential, ∆~µ′ the dipole moment difference of the

TLS, ~E is the external, electric field and ∆0 is the tunneling matrix element. The

expression for the additional Stark shift of the TLS can be taken from the previous

Stark-shift calculation for a single molecule. A permanent dipole moment is assigned

to the TLS and shows therefore only a linear Stark shift. The permanent dipole

moment is oriented in z-direction. From these assumptions follows:

∆~µ′ ~E = G
∆µ′z

R′3
, (4.73)

where G is a factor depending on the applied voltage and taking the geometry

of the tip into account, ∆µ′ is the dipole moment difference for the TLS, R′ =
√

(x − x′) + (y − y′)2 + z2 the distance between TLS and the tip, whereas (x′, y′) is

the position of the TLS. A transition from the ground to the excited state of a single

TLS induces a frequency shift of the resonance of the molecule [61]:

ν(t) = ν0 + ζ(t)ν ′, (4.74)

where ν is the transition frequency of the molecule, ν0 is molecule’s transition fre-

quency if the TLS is in the ground state, ζ(t) = 0 or 1 corresponds to the TLS being

in the ground or excited state and ν ′ is the induced shift to the chromophore. The

induced shift ν ′ caused by a single TLS can be expressed by:

ν ′ = 2πα
cos θη

E ′r3
, (4.75)

where α is the TLS-molecule coupling constant, θ is the orientation parameter be-

tween the TLS and molecule and r is the distance between molecule and TLS. This

TLS-induced frequency shift is changed by the external, electric field of the tip from

Eq. (4.73) to:

ν ′ = 2πα
cos θ(η − ∆~µ′ ~E)

E ′r3
. (4.76)

For further calculation, it is assumed, that the TLS flips faster than the scan velocity.

Therefore, the time-averaged occupation probabilities are introduced:

n1 =
1

1 + exp(−βE ′)
(4.77)

n2 =
1

1 + exp(βE ′)
(4.78)

where n1 and n2 is the occupation probability for the ground and the excited state of

the TLS, respectively and β = 1/kBT . Now, the fluorescence Ĩ of a single molecule
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coupled to a nearby TLS is calculated. As long as the TLS is in the ground state,

the fluorescence I1 is equal to the occupation probability of the ground state of the

TLS times the fluorescence expression for the field-shifted molecule resonance I from

Eq. (4.48). If the TLS jumps to the excited state, the fluorescence I2 is equal to

the occupation probability of the excited state of the TLS times the field-shifted and

TLS-shifted molecule resonance I ′:

Ĩ = I1 + I2 (4.79)

= n1I(x, y, z) + n2I
′(x, y, z) (4.80)

=
1

[1 + exp(βE ′)]

Γν2
R

[2ν2
R + 4(∆ν̃ − ∆ν)2 + Γ2]

+
1

[1 + exp(−βE ′)]

Γν2
R

[2ν2
R + 4(∆ν̃ − ∆ν + ν ′)2 + Γ2]

(4.81)

Numerical simulation of the Stark-shift pattern

The numerical simulation by Mathematica4 yields the results presented in Fig. 4.8.

The (x,y)-sections at different gap-widths show Stark-shift patterns of a molecule,

which is coupled to a nearby tunnelling TLS. The single molecule is located at the

center of the tip scan and possesses a linear Stark shift (aligned ∆~µ). At the position

(x′
0, y

′
0) = (0.03, 0)µm a TLS is placed. The TLS exhibits a permanent dipole moment,

which has an angle of φ = − π
10

. It has been further assumed, that the TLS is

locked in its ground state, which is a reasonable assumption for low temperatures.

Further parameter have been estimated to T = 0.9 K, ∆0 = 0.31kBT , η = 0.096kBT ,

∆ν̃ = 150 MHz and α = 120 MHz . Only at a certain position of the tip a flipping

of the TLS is induced and the TLS jumps to the excited state. This jump of the

TLS induces then an additional frequency shift of the molecules’s resonance. The

additional frequency shift results in a splitting of the Stark-shift ring of the molecule.

The phenomenon is visible in Fig. 4.8 (a)-(h). The parameter for the TLS are chosen

in the way, that a tip scan induces a large enough Stark-shift to allow the jump

from the ground state to the excited state. At large gap-width (Fig. 4.8 (a)), here

z ≥ 1.7µm, a regular Stark-shift ring of a single molecule is visible. By approaching

the tip to the sample (Fig. 4.8 (b) to( h)), the ring diameter of the Stark-shift pattern

increases, followed by a decrease, and the ring width is decreasing. At a certain

distance z, a splitting on he right side of the Stark-shift ring appears (Fig. 4.8 (c) to

(e)). If the ring width is very broad, a splitting might not be visible. At small gap-

width, z ≤ 0.4µm, the splitting appears also on the right side of the Stark-shift ring

(Fig. 4.8 (f) to (g)). Decreasing the gap-width even further, results in an double-ring

pattern, where the dimmer ring is deformed (Fig. 4.8 (h))

4Mathematica Version 5.0
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Figure 4.8: Stark-shift patterns of a single molecule (x0, y0) = (0, 0), coupled to a
nearby TLS (x′

0, y
′
0) = (0.03, 0)µm with a tilted dipole moment φ = − π

10
at differ-

ent gap-width. Further parameters have to be estimated: temperature T = 0.9 K,
tunnelling matrix element ∆0 = 0.31kBT , asymmetry η = 0.096kBT , detuning
∆ν̃ = 150 MHz, coupling α = 120 MHz. (a) z = 1.7µm, (b) z = 1.3µm, (a)
z = 1.1µm, (a) z = 0.8µm, (a) z = 0.6µm, (a) z = 0.4µm, (a) z = 0.1µm, (a)
z = 0.05µm



Chapter 5

Performance of the experimental

measurements

The experimental setup offers a large variety of parameter settings, with which the

field-molecule interaction can be optimized. There is the tip voltage, the gap-width

between tip and molecule, and the excitation frequency of the laser. But as long as it

is not clear, what kind of effect the settings of the parameters have on the Stark-shift

pattern, it is very difficult to control the experiment. The following chapter gives a

flavor of the experimental parameter settings. The first sections presents a theoretical

examination by using a simplified model of the theoretical model of Chap. 4. The

second sections presents a measurement protocol which is called the five-points mea-

surement. The last sections presents an overview of the experimental measurement.

5.1 Theoretical discussion of experimental param-

eter settings

In the following section, the dependencies of the experimental settings on the Stark-

shift pattern are demonstrated. A simplified model is used, but nevertheless, the

model is very helpful for the control of the experiment and the understanding of the

data.

For simplicity, the assumption is made, that the tip has a sphere-like shape and

the molecule shows a dominant linear Stark-shift behavior. With these assumption,

the dependencies of the fluorescent pattern on the detuning, the applied voltage to

the tip and the gap-width can be simulated. The field-induced Stark shift of a sphere-

like tip has been calculated before and is taken from E. (4.18):

∆ν(R, θ, U) =
A | ∆µ |

R3 h
z,

with R =
√

x2 + y2 + z2 being the tip-molecule distance with the molecule located

at (0,0,0) with a permanent dipole moment difference oriented along the z-axis.

87



88 5 Performance of the experimental measurements

D

W

x

y

Figure 5.1: Stark-shift pattern of a single emitter which is located at the origin of
the ring. The diameter D of the ring is defined as the distance from maximum to
maximum. The ring width W is defined as twice the distance of maximum-FWHM
of the ring.

As mentioned before, the resonance of a single molecule at cryogenic temperatures

has a Lorentzian shape:

f(ν0) =
BΓ2

HW

ν2
0 + Γ2

HW

,

where B is the amplitude of the ZPL, ν0 is the resonance frequency and 2 × ΓHW

is the line width of the molecule. Now, the linear Stark shift is introduced, which

yields:

f(x, y, z) =
BΓ2

HW

(∆ν̃ − ∆ν)2 + Γ2
HW

, (5.1)

where ∆ν̃ = νL − ν0 is the detuning and ∆ν is the field-induced Stark shift. This

formula results in the same Stark-shift pattern as a function of the tip position as

shown before in Section 4.3. Eq. (5.1) is a simplified version of the previous deduced

formula for I(x, y, z) in Eq. (4.48). Several characteristics of the ring, such as diameter

D and ring width W , can be calculated in dependence on the experimental settings.

Fig. 5.1 shows how the quantities D and W are defined. First, the maxima of the

Stark-shift pattern function are calculated and from the that the diameter and the

ring width is deduced. Finally, a five-point measurement method for the experiment

is presented.

Maxima of the Stark-shift ring

When the field of the tip is of the correct orientation and the correct strength, the

molecule is driven into resonance with the laser. By scanning the tip, circular Stark-
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shift pattern are expected in the case of a linear Stark shift. Therefore, two maxima

of the fluorescence-function f(x, y, z) are expected in one line-scan. The positions of

the maxima x1,2 are calculated in 1D:

x1,2 = ±

√
(

A | ∆µ | z

h∆ν̃

) 2
3

− z2. (5.2)

There are two maxima expected, as long as:

A | ∆µ |
h∆ν̃

− z
4
3 > 0 (5.3)

z <

(
A | ∆µ |

h∆ν̃

) 3
4

. (5.4)

If this requirement is not fulfilled, there is no Stark-shift ring. It is already apparent,

that a suitable setting of the parameter, such as voltage and detuning, is necessary.

Since the Stark-shift pattern is a ring and symmetric in 2D, the same results apply

for the y-direction, by replacing x1,2 with y1,2. With this result, the diameter and the

ring width can be calculated.

Diameter D of the Stark-shift ring

The diameter of the Stark-shift ring D can easily be calculated as the distance between

the two maxima x1,2:

D = | x1 − x2 | (5.5)

= 2

√
(

A | ∆µ | z

h∆ν̃

) 2
3

− z2 (5.6)

Of course, there are the same requirement for z as in the case for the maxima-

calculation, otherwise no Stark-shift ring is detected. Since only the linear Stark

shift is taken into account, the Stark-shift pattern is symmetric and the formula can

be applied in 2D.

Ring width W of the Stark-shift ring

The ring width W is calculated by finding the positions x̌ in one dimension, where the

fluorescence function f(x, y, z) drops to the value of half of the maximum amplitude
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B :

f(x̌) = B/2

Γ2
HW

(∆ν̃ − ∆ν)2 + Γ2
HW

= 1/2

x̌1,2 = ±

√
(

A | ∆µ | z

h(∆ν̃ − ΓHW )

) 2
3

− z2

x̌3,4 = ±

√
(

A | ∆µ | z

h(∆ν̃ + ΓHW )

) 2
3

− z2

The ring-width W is now determined by twice the difference between the maxima

x1,2 and the half-amplitude position x̌1,2:

W = 2 | x1 − x̌1 |

= 2





√
(

A | ∆µ | z

h∆ν̃

) 2
3

− z2 −

√
(

A | ∆µ | z

h∆ν̃ − ΓHW

) 2
3

− z2





The dependencies of the ring width on the voltage and the detuning are visualized

later on.

Amplitude B of the Stark-shift ring

Up to now, it has been assumed that the amplitude of field-shifted fluorescence of

the molecule B is the same as the amplitude of the unperturbed resonance. A simple

calculation can confirm this assumption The amplitude of the fluorescence-function

f at the position of the maxima x1,2, which would correspond to the new amplitude

B’, is calculated:

f(x1) = f(x2) =
BΓ2

HW



∆ν̃ − A|∆µ|z

h

„„

(A|∆µ|z
h∆ν̃ )

2
3 −y2−z2

«

+y2+z2

«
3
2






2

+ Γ2
HW

= B′

= B

The amplitude of the ring structure is the same as the amplitude of the fluorescence

peak.

Numerical simulation of the dependencies

The section gives an overview of the calculated dependencies of the voltage and the

detuning on the width W and the diameter D. The settings of the experimental setup

are important, especially if delicate measurement such as the coupling effects wants
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to be done. For these kinds of measurements, the ring-diameter and ring-width has

to be under control. According Eq. (5.7), it is obvious that the line width 2 × ΓHW

of the molecule also has an influence on the width W . The smaller the line width,

the sharper the width of the Stark-shift pattern. Since the line width of the molecule

cannot be controlled experimentally (besides measuring at low temperatures), this

dependency is not discussed any further. Fig. 5.2 and Fig. 5.3 visualize in differ-

ent graphs the dependency of the Stark-shift pattern on the experimental settings.

Fig. 5.2 concentrates on the influence on the detuning and Fig. 5.3 shows the influ-

ence of a change of the tip voltage. The voltage goes linearly into the pre-factor A

of the formula for the Stark shift.

Dependency on the detuning ∆ν̃ The detuning ∆ν̃ = νL − ν0 is a very im-

portant setting. The Fig. 5.2 (a) shows a section of the Stark-shift ring along the

x-axis at y = 0 at different detuning values between 100 MHz and 600 MHz. The

amplitude B is constant. The values for the voltage-depending parameter A and the

gap-width z = 1 µm are kept fixed. Increasing the detuning ∆ν̃, the diameter as well

as the width of the Stark-shift ring are decreased. By having a look at the Eq. (5.7)

and (5.5) again, all parameters such as diameter D and width W are proportional

∝ 1/(∆ν̃ − ∆ν). This means that D and W depend on the difference between the

detuning ∆ν̃ and the Stark shift ∆ν. Therefore, to increase the ring width W , the

difference ∆ν̃ − ∆ν has to be decreased. The detuning has to be of the order of

the Stark shift, and vice versa. This dependency is shown in Fig. 5.2 (b) and (c).

Fig. 5.2 (b) shows the ring width W plotted over the gap-width z with different de-

tuning ∆ν̃. The larger the detuning, the smaller the ring width, which can be seen

by drawing a vertical line at a fixed value for z. It has to be pointed out, that at a

certain gap-width z, the dependency for the width W on the detuning changes as can

be seen in Fig. 5.2 (b). The function for the width becomes singular, the graph shows

a strong upturn. By hitting this limit with the parameter setting, no Stark-shift ring

is obtained anymore. There is another parameter setting, with which the dependency

of the width W on the detuning is reversed. The width of the Stark-shift ring be-

comes larger by increasing the detuning. The dependency of W on the gap-width z

is also visible. By increasing the gap-width, the ring width decreases. This behavior

depends on the change of the field strength by approaching the tip to the molecule,

as discussed before.

The same dependency of the width on the detuning is valid for the ring diameter

D, which can be increased by decreasing the difference between ∆ν̃ and ∆ν, as can be

seen in Eq. 5.5. In Fig. 5.2 (c), the diameter D is plotted over the gap-width z. The

diameter is decreased by increasing the detuning. In contrast to the ring width, the

dependency on the detuning never changes for the diameter. There does not exist a

region, where the behavior is reversed, as discussed for the ring width. The diameter

depends also on the gap-width. By approaching the tip to the sample, diameter D

increases and then decreases . This effect depends on the angle between the dipole
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Figure 5.2: Dependence of the Stark-shift pattern on the experimental settings on the
detuning. Influence of the detuning, ranging from 100 to 600 MHz, on the Stark-shift
pattern (a), the width W (b) and on the diameter D (c). Section along (x,z)-plane,
with a decreasing detuning ∆ν̃ from left to right (d).
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moment difference ∆~µ and the electric field E as discussed before in Section 4.3. For

visualization, the second row in Fig. 5.2 (d) shows a series of sections along the (x,z)-

plane at y = 0. From left to right, the detuning is decreasing. It is seen, that the

diameter and the ring width at a fixed gap-width z (horizontal line), are increasing,

with decreasing detuning value. That is one possibility to tune the Stark-shift balloon

of a single molecule.

Dependency on the tip voltage In Fig. 5.3, the influence of the voltage is dis-

cussed. In the section of the Stark-shift pattern in Fig. 5.3 (a), it becomes apparent,

that the diameter of the Stark-shift ring becomes larger with increasing voltage. The

voltage effect on the width W is not as large as by changing the detuning as shown

in Fig. 5.3 (b). The detuning for all graphs is fixed to ∆ν̃ = 600MHz. Again, there

is a region for the ring width W , where the dependency on the voltage is reversed,

and the width becomes smaller by increasing the voltage. In Fig. 5.3 (d) a series

of section along the (x,z)-plane at y = 0 are shown. The voltage is increased from

left to right. It is very nicely visible, how the Stark-shift balloon grows lager with

increasing voltage.

At the end, it should be pointed out again, that all the theoretical calculation

has been carried out with the assumption of a perfectly shaped tip. The tip has

been modelled as a sphere. Therefore, the minimum gap-width has been the sphere

radius, which has been set to 50 nm. Tips in the experiment have a larger diameter.

It might also be, that the approximation of a sphere-like tip is too rough. Therefore,

the influence of the parameter settings might not be as strong as in the simulation in

the previous section 4.3. For example, the decrease of the Stark-shift ring diameter

has been hardly detectable by assuming a cone-shaped tip.

5.2 Five-points measurement

The previous section presented the dependencies of the Stark-shift ring on the exper-

imental parameter settings. It became clear, that only with a suitable choice of set

points for the voltage U , the detuning ∆ν̃ and the gap-width z, the detection of a

Stark-shift ring is possible. Because of the large variety of parameter settings, it can

be quite tedious to find the suitable set points. Additionally, the relative position

between the molecule and the tip is not known. By overlaying the image of the tip

with the reflected spot of the focal plane, the molecule might end up to be located

at the edge of the tip’s scan range. Tip-scan images can be taken in a trial-and-

error process to adjust the molecule-tip position and the parameter settings. Since

this trial-and-error procedure is time-consuming, an experimental protocol has been

elaborated which consists of excitation spectra taken at five different positions of the

biased tip (U=const.). This procedure is called the five-points spectrum. By means

of these five spectra, a quick overview of the choice of parameter and position is
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Figure 5.4: Case 1 (a) The molecule is located right in the center of the scan range of
the tip. (b) Five-points spectrum, measured at different tip positions: edges ’1,2,3,4’;
center ’c’; undisturbed resonance ’m’. (c) Calculated stark-shift pattern by choosing
the laser frequency as indicated by the straight line in (b).

obtained. The five positions of the tip are the center position and the four edges

of the scan range. In the case of ∆~µ ‖ z, the closer the tip to the molecule, the

larger the induced Stark-shift. The tip position, causing the largest Stark shift of the

resonance, is therefore closest to the molecule’s position. Furthermore, it has been

discussed before, that the detuning ∆ν̃ should be of the same order as the Stark shift

∆ν for reaching a small width W of the Stark-shift ring. The excitation frequency

should therefore be fixed close to the maximum Stark shift of the molecule. By the

outcome of the five-point spectrum, it is possible to judge, if the molecule is centered

in the scan range of the tip and at which value the excitation frequency should be

fixed.

In the following, four examples of a five-point spectrum are discussed, whereas

the position of the molecule in the tip’s scan range varies from case to case. The four

examples are presented in Fig. 5.4 to Fig. 5.7. The figures are divided in three parts.

The first part, (a), shows the scan range of the tip, including the molecule position

and the five points of the tip, at which the spectra are taken. The positions are the

center position and the four edges of the scan range, respectively. The numbers at

the four edges indicate the value for the simulation, which is a 4×4 µm scan ranges.

The second part, (b), of the picture shows the resonance of the molecule at different

tip positions together in one spectrum. The zero-field molecule resonance, which is

independent of the tip position, is shown as a reference and is marked with the let-

ter ’m’. The Stark shift at the center position is marked by the letter ’c’, and the

Stark shifts at the four edges are numbered ’1’ to ’4’. The maximum Stark shift is

induced, when the tip is above the molecule. Since the spectrum is taken at only

five positions of the tip, which do not necessarily coincide with the molecule position,

the maximum Stark shift might not be measured. Only the position, which is closest

to the molecule, shows a larger Stark shift compared to the other four tip positions.
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(a) (b) (c)
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m 1, , ,2 3 4 c max

Figure 5.5: Case 2 (a) The molecule is located a bit off-center of the scan range
of the tip. (b)five-point spectrum at the five different tip positions: edges ’1,2,3,4’;
center ’c’; undisturbed resonance ’m’; maximum Stark shift ’max’ at the position of
the molecule, which is not directly measured. (c)Calculated Stark-shift pattern by
choosing the laser frequency as indicated by the straight line in (b).

The maximum Stark shift, if not directly measured with the five-point spectrum, is

indicated as a dashed line in the spectrum and marked by the initials ’max’. Finally,

the last part (c) of the figures shows a simulated Stark-shift pattern, whereas the

fixed excitation frequency is marked in the spectrum (b) by a straight line.

Case 1 The most favorable case is, when the molecule is located in the center of

the tip scan, as shown Fig. 5.4 (a). This means, that the largest Stark shift in the

five-point spectrum is induced, when the tip is in the center position of the scan

range. Fig. 5.4 (b) shows the spectrum. The resonance of the molecule is shifted

to higher frequencies. The Stark shift at the corner positions are all equal, since

the tip-molecule distance is for all positions the same. These four shifted resonance

peaks overlap each other. Therefore, only one peak is visible for the edges ’1,2,3,4’.

The center position induces the maximum Stark shift. This is the indicator, that the

molecule is located close to the center position. By choosing the excitation frequency

as marked in Fig. 5.4 (b), a Stark-shift pattern is obtained as shown in Fig. 5.4 (c).

In the case of the centered molecule, it is obvious how to set the laser frequency. The

resonance frequency is shifted to higher frequencies and the maximum induced Stark

shift is at center position. This is the maximum frequency range, which is accessible

by moving the tip. Therefore, the frequency is set at the right of the zero-field reso-

nance, but to the left of the shift at center position.

Case 2 The molecule is located a bit off-center, closer to the position 4 as marked

in Fig. 5.5 (b). The influence of the off-center position becomes immediately apparent

in the five-points spectrum in Fig. 5.5 (b). The Stark-shift at the four edges differ,

since now the corner positions have different distances to the molecule. Since the
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Figure 5.6: Case 3 (a) The molecule is located close to position 4 of the scan range
of the tip. (b) five-point spectrum at the five different tip positions: edges ’1,2,3,4’;
center ’c’; undisturbed resonance ’m’; maximum Stark shift ’max’ at the position of
the molecule, which is not directly measured. (c) Calculated Stark-shift pattern by
choosing the laser frequency as indicated by the straight line in (b).

molecule is still closest to the center, the center position of the tip ’c’ induces still

the largest Stark-shift, followed by the Stark shift induced at position 4. Now, the

five-point spectrum does not cover the whole field-induced Stark-shift range. At the

position of the molecule, the maximum Stark-shift would be measured, as indicated

by the dashed line ’max’. To take a full Stark-shift ring image as shown in Fig. 5.5 (c),

the excitation frequency has to be chosen right of the maximum measured Stark-shift

peak ’c’, in contrast to Case 1.

Case 3 The molecule is located just at the rim of the scan range of the tip, close

to position 4, as shown in Fig. 5.6 (a). In the five-points spectrum Fig. 5.6 (b), tip

position ’4’ induces now the largest Stark-shift, since it has the smallest distance to

the molecule. The other tip positions induce a Stark shift in the order of ’c’-’3’-’2’-’1’,

depending on their distance to the molecule. If the largest Stark shift is induced in

one of the corner position, a whole Stark-shift ring might not be measured with any

kind of settings. It depends on how close the molecule is to the rim of the scan range.

The laser frequency has to be set also on the right side of the peak ’4’, since the max-

imum Stark shift ’max’ lies by even higher frequencies. It is visible in Fig. 5.6 (c),

that one part of the Stark-shift ring is cut off, even by choosing the laser frequency

closely to the maximum measured Stark shift.

Case 4 The molecule is located outside the maximum scan range of the tip, as

shown in Fig. 5.7 (a). In this case, the largest induced Stark shift appears in one

of the corner position ’4’, followed by a another corner position ’3’, Fig. 5.7 (b). If

the center position induces such a small Stark shift, a measurement of a complete

Stark-shift ring is impossible. By choosing the laser frequency close the maximum
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Figure 5.7: Case 4 (a) The molecule is located outside the scan range of the tip.
(b) Five-point spectrum at the five different tip positions: edges ’1,2,3,4’; center
’c’; undisturbed resonance ’m’; maximum Stark shift ’max’ at the position of the
molecule, which is not directly imaged. (c) Calculated Stark-shift pattern by choosing
the laser frequency as indicated by the straight line in (b).

Stark-shift at position ’4’, a part of the Stark-shift ring becomes visible. Choosing

such a big difference between the detuning and the actual maximum Stark shift at

’max’ results in a huge Stark-shift ring, which is detectable in the upper corner of

the tip scan, Fig. 5.7(c). In such a case, it is inevitable to move the tip.

The five-point spectrum gives a quick overview, if the tip is well positioned above

the molecule. By adjusting the position of the tip and the laser excitation frequency,

a tip scan can be started. The drawback of the five-point spectrum is, that it is only

applicable for one or at the most two molecules. The spectra get too complicated

with more peaks, and the shift of the resonances cannot be assigned to the different

molecules anymore.

5.3 Experimental protocol

We have developed an experimental protocol for imaging of single molecules by Stark-

shift microscopy at low temperature. The experimental procedure starts with a con-

focal scan at a high excitation intensity of about 500nW. After the sample scan, a

desired area of the sample where a fluorescence signal has been detected, is moved

into the focus. The excitation intensity is decreased to avoid power broadening and

light-induced spectral jumps. Some spectra are taken to investigate the number of

molecules in that area and their spectral stability. The position of the sample area is

adjusted in vertical and horizontal position in order to achieve the highest intensity

of the zero-phonon lines. If the settings for the excitation are optimized, the tip is

brought into position above the objective. The optically observed approach of the

tip is started, until the tip is positioned satisfactorily over the objective. Excitation

spectra are then taken at different tip positions:
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• tip in center position, but without any voltage applied: zero-field resonance ν0.

• tip in center position with different voltages applied to investigate the nature

of the Stark shift of the molecules: linear or quadratic Stark shift.

• tip at different position with a fixed tip voltage fixed (five-points measurement):

Stark shift depending on tip position.

When finished, the scan control is switched from sample scan, to tip scan. The set-

tings for the tip voltage and the detuning for the tip scan are made according to the

results of the five-points measurements. It is important, that the Stark-shift is large

enough to hit the laser frequency at a certain tip position. After all these settings

are performed, a tip scan can be started.
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Chapter 6

Experimental results and

discussion

The present chapter starts with a section about the data analysis. In the second sec-

tion, parameter settings, such as the excitation frequency, and some general remarks

about the experimental discussion are pointed out. The section about the experimental

results starts with the demonstration of the general behavior of the Stark-shift pattern

depending on the setting of the parameters such as the tip voltage and the detuning.

The results are discussed and compared with theoretical predictions of Chapter 5.1.

Even though many approximations have to be done for the sake of computation, the

developed theoretical model reproduces the experimental results in good agreement.

In the following, experimental results on Stark-shift patterns of single molecules are

presented. The focus is on the influence of the gap-width on the Stark-shift pattern

of the molecule. Another issue is the orientation determination of a dipole moment

difference ∆~µ and the coupling of a single molecule to a neighboring TLS. These

effects have been already presented in the theoretical discussion in Chapter 4.4.2. Fi-

nally, experimental results on distinguishing several molecules in a single tip-scan are

presented.

6.1 Data analysis

The section about the data analysis is divided in two parts. The first part is concerned

with the analysis of the spectra. The next section discusses the analysis of Stark-shift

patterns. The data analysis is based on the theoretical models derived in Chap. 4.

6.1.1 Spectra

At low temperatures, the zero-phonon lines of a single molecule can be described

by a Lorentzian function, as discussed section 2.1.1. By fitting a Lorentzian to the

resonance of a single molecule, the line width of the molecule and its spectral position

can be determined. Determination of the resonance frequency of the ZPL is important

101
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for calculating the Stark shift. The Lorentzian has been parameterized as follows:

F = of +
AΓ2

HW

(ν − ν0)2 + Γ2
HW

with of an offset, A the amplitude, 2×ΓHW the line width of the ZPL, ν the excitation

frequency and ν0 the resonance frequency of the single molecule.

6.1.2 Stark-shift pattern

Recording the fluorescence of a single molecule as a function of tip position results

in certain patterns depending on certain characteristics of the molecule as discussed

in Chap. 4. The analysis of the Stark-shift patterns can be very complex, since the

shape and appearance of the patterns depends strongly on many parameters.

Linear Stark shift

The Stark-shift pattern of a single molecule with a dominant linear Stark shift (∆~µ ‖
z) is a ring-like pattern and can be fitted by:

f(x, y, z) = of +
AΓ2

HW
(

n − bz

[(x−x0)2+(y−y0)2+z2](3/2)

)2

+ Γ2
HW

, (6.1)

with of an offset, A the amplitude of the fluorescence, 2 × ΓHW the line width of

the resonance, ∆ν̃ the detuning between laser frequency and the zero-field resonance

frequency of the single molecule, b a geometrical factor proportional to the applied

voltage to the tip, z the gap-width, (x,y) the position of the tip and (x0, y0) the

position of the molecule. This equation is derived from Eq. 5.1, including the linear

Stark shift from Eq. 4.18. The only unknown parameter in this fit formula is the

gap-width z. Therefore, fitting the Stark-shift pattern of a single molecule yields the

tip-molecule distance by approximated b.

If more than one molecule is in the focus and the field pushes more than one

molecule into resonance with the laser, several rings can appear. Fitting of the data

results in an accurate analysis of the position of the molecules and their relative

distance to each other. Since Eq. 6.1 requires the knowledge of many parameters for

each molecules, the position determination can be very complicated. For simplicity,

another formula can be derived, which takes only the geometry of the Stark-shift

pattern into account. In the case of the linear Stark-shift with ∆~µ ‖ z, the equation

for a ring is used:
(

D

2

)2

= (x − x0)
2 + (y − y0)

2, (6.2)

with D the diameter of the ring, and (x0, y0) as the center coordinates. Therefore, for

position determination of the molecules, ring-like Stark-shift patterns can be fitting
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by a Lorentzian depending only on the spatial position:

f(x, y, z) = of +
C
(

W
2

)2

(
D
2
−
√

(x − x0)2 + (y − y0)2
)2

+
(

W
2

)2
. (6.3)

Here, of is the offset, C is the amplitude of the Stark-shift ring, W is of the width

of the Stark-shift ring, (x, y) is the tip position and (x0, y0) is the molecule position.

This fit-equation does not require any knowledge about the spectral parameter, such

as the detuning or the Stark shift.

Quadratic Stark shift

The Stark-shift pattern of a single molecule with a dominant quadratic Stark shift

has an elliptical pattern and can be fitted by:

f(x, y, z) = of +
AΓ2

HW
(
n − d

R6 (a(x − x0)2 + b(y − y0)2 + z2)
)2

+ Γ2
HW

, (6.4)

with d the pre-factor taking into account the voltage and the polarizability, R =
√

(x − x0)2 + (y − y0)2 + z2 the distance between tip and molecule, and (a, b) the

ratios of the polarizability ∆αcc. This equation is derived from the equation Eq. 5.1,

including the quadratic Stark shift from Eq. 4.22.

The quadratic Stark shift pattern can also be fitted by an equation taking only the

geometry of the pattern into account. In the case of the pure quadratic Stark-shift,

the equation for an ellipse is used:

ã2b̃2 = b̃2(x − x0)
2 + ã2(y − y0)

2, (6.5)

with ã, b̃ the minor and the major axis, respectively and (x0, y0) as the center coordi-

nates. The Stark-shift pattern can be fitted by a Lorentzian depending only on the

spatial position of the molecule:

f(x, y, z) = of +
C
(

W
2

)2




ãb̃ −

√

b̃2(x − x0)2 − ã2(y − y0)2

︸ ︷︷ ︸

n






2

+
(

W
2

)2

. (6.6)

The parameter ã, b̃ are directly connected to the ratios a, b of the polarizability ∆αcc.

If the ellipse is not only moved from the (0, 0)-position of the tip scan, but also turned

by a certain angle φ, the term n of equation (6.6) can be written as:

n = ãb̃−
√

b̃2 ((x − x0) cos(φ) − (y − y0) sin(φ))2 − ã2 ((y − y0) cos(φ) + (x − x0) sin(φ))2.

(6.7)
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6.2 Preliminary Considerations

As discussed in section 3.1.1, there are different possible excitation frequencies for

the p-terphenyl/terrylene system. Molecules at the X1-site or at the X3-site (see

Table 3.1) are not photostable, so they are not suitable for the shift-sensitive Stark-

shift measurements. Molecules at X2-site and at the X4-site are photostable. The

frequency, used in our experiments, is set to the X2-site around k = 17286cm−1. The

excitation intensity has been reduced by the filter wheel (see Fig. 3.7) to about 30 to

1 nW during the tip scans. During the confocal scans, it has been increased to about

300 to 500 nW. The higher intensity makes it easier to excite the molecules with

the narrow band laser, since the ZPL is power-broadened and more molecules will

be in resonance with the laser. The laser excitation power has been measured with

a power-meter after the wedge (W) (see Fig. 3.7). Therefore, the actual excitation

power at the location of the sample might be a bit lower, since the laser beam passes

the two cryostat windows.

Another important setting is the integration time per pixel for the images and

spectra. In the original software (DSP 6.0), the integration time for the confocal

images is 3 ms per pixel and the integration time for the spectra is 16.9 ms per point.

In the new software (labview 6.1), the integration time for the confocal images is still

3 ms per pixel and for the spectra 20 ms per point.

It has to be pointed out, that the laser frequency νL and also the resonance ν0

of the molecule are expressed in MHz or GHz, which is the detuning of the cen-

ter frequency of the laser. The maximum frequency scan range of the dye laser is

±15 GHz. For example, stating a frequency νL = −3.5 GHz means that the excita-

tion frequency is detuned by 3.5 GHz from the center frequency of the laser towards

smaller frequencies. The detuning ∆ν̃ = νL − ν0 is the frequency difference between

the zero-field resonance of the molecule ν0 and the excitation frequency νL. The pa-

rameter ∆ν is the Stark shift of the molecule, defined as ∆ν = νe − ν0. Finally, the

frequency ∆ν ′ is defined as the difference in the Stark shift between the corner posi-

tion of the tip within it scan range and the center position: ∆ν ′ = ∆νcenter−∆νcorner.

The experimental results are obtained from sublimated and from spin-coated sam-

ples. Even though it will be mentioned which kind of sample has been used, the data

sets are not specially divided into data obtained with sublimated crystals and spin-

coated micro-crystals. The fluorescent molecules and the matrix are the same. It has

been noticed, however, that the line width of the ZPL are often smaller for molecules

in spin-coated micro-crystals as in sublimated crystals. This might be connected to

an observed expansion of the lifetime of single molecules in thin samples [97].
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6.3 The Stark shift depending on the tip-position

The electric field produced by the biased tip has to have a large field gradient to be

successfully applied to Stark-shift microscopy. It is essential, that moving the tip by

small distances (nm-range) results in a suitable Stark-shift difference at the different

tip positions. Or, to put it another way, ∆ν ′ = ∆νcenter − ∆νcorner has to be at least

of the order of the line width of the molecule. We may ask ourselves, how large the

actual Stark shift is, which can be induced by the usage of a tip with a diameter of

d ∼ 100 nm and a gap-width of maybe z ∼ 2 − 3 µm. The data set of a five-points

measurement (discussed in Chap. 5.2) will give an example of a Stark-shift range,

which is possible by moving the tip within its maximal scan range of 5 × 5 µm.

Fig. 6.1 shows a sequence of spectral measurements of a single molecule at low

temperatures. The spectra are measured with the tip at different positions within

its scan range. The data are taken with a sublimated crystal. The gap-width is not

known, since shear force gap-width control has not been operating. Since further

approach steps have been taken later on during the measurements, the gap-width for

these spectra is assumed to be in the range of a few micrometers. The excitation

power of the laser is set to P = 30 nW. Fig. 6.1 (a) shows the resonance of the sin-

gle molecule without any voltage applied to the tip. The resonance of the molecule

has a line width Γ = 54 MHz and an amplitude A of 138 ± 5 counts. The spectral

position is at ν0 = 128 MHz. Then, the tip is put into the center position of its

scan range and a voltage of U = 30 V is applied to the tip. Fig. 6.1 (b) shows the

resonance after switching on the voltage. The field-induced Stark shift ∆ν amounts

to 176 MHz to higher frequencies. Switching on the voltage results also in a slight

broadening of the peak with Γ = 64 MHz and an decrease of the amplitude A to

113 ± 1.5 counts. The broadening and the decreased amplitude remains as long as

the voltage is switched on. These effects might be connected to the activation of

a TLS system in the matrix. Fig. 6.1 (c)-(f) shows the Stark shift of the ZPL by

positioning the tip in the four corners of its scan range. Since the scan range of the

tip is 5 × 5µ m, the in-plane distance d between the center position and one of the

corner-positions is d ∼ 3.5 µm. The molecule is obviously not in the center of the

scan range of the tip, since the Stark-shift difference ∆ν ′ of the four corners differ.

The shift-difference between the center position and the corner-positions is between

∆ν ′ = 1 MHz (corner4) and ∆ν ′ = 117 MHz (corner2) towards higher frequencies.

The fit-results of the spectra are summarized in table 6.1.

To summarize, moving a tip with an apex of about 100 nm in x,y-direction by

3.5 µm at a gap-width of a few µm results in Stark shifts of the ZPL in the range

of 100 MHz with a voltage of just 30V. Applying larger voltages to the tip results

in larger Stark shifts compared to the field-free resonance ν0. But the Stark-shift

∆ν ′ induced within the scan range of the tip, depends only on the field gradient of

the tip. To induce a larger Stark shift ∆ν ′ > 117 MHz within the scan rang of the
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Figure 6.1: Stark shift depending on tip position, measured in a five-points measure-
ments, see section 5.2. Stark shift depending on tip position, imaged with a excitation
power of 30 nW. (a) Field-free resonance of the molecule. (b) Tip in center position of
the scan range with an voltage of U = 30V applied to the tip. (c)-(f) Tip positioned
in one of the four corners of the scan range with a voltage of U = 30V applied to the
tip.
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tip field free center corner1 corner2 corner3 corner4

voltage U = 0 U = 30 V U = 30 V U = 30 V U = 30 V U = 30 V

Γ [MHz] 54±3.4 63.8±1.2 63.4±1.4 61±1 62±1.2 62±1.1

A [counts] 138±5 113±1.4 111±1.7 125±1.4 113±1.5 113±1.4

νi [MHz] 128±1 304±0.4 402±0.5 421±0.4 340±0.4 305±0.4

Table 6.1: Overview of the fit-results for the spectra depending on tip position, shown
in Fig. 6.1. νi are the frequencies at zero-voltage (i = 0) and at the different biased-tip
positions (i = c, 1, 2, 3, 4).
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Figure 6.2: (a) Experimental example of the five-points measurement, introduced in
Chapter 5.2. All 6 spectra of Fig. 6.1 are plotted into one graph. (b) Explanation
of the Stark-shift behavior depending on tip position. The molecule exhibit a linear
and a quadratic component of the Stark shift, respectively. For explanation, see text.
(c) Stark-shift pattern of the molecule with an excitation frequency of νL = 140 MHz
and an applied voltage of U = 30 V. Scalebar is 1 µm and the grey-scale is in counts.

tip, a smaller gap-width z or a sharper tip is necessary. Nevertheless, for Stark-shift

microscopy, it is sufficient to induce shifts of the ZPL in the range of the line width Γ.

These numbers for the Stark shift give only an idea of possible Stark shifts depending

on tip position. The electric field strength of the tip depends very strongly on the

electric contact to the tip. If the resistance of the metallized tip is high, a higher

voltage is necessary to produce the same electric field strength. Consequently, every

tip behaves a bit differently, since the contact resistance is difficult to control.

The presented spectral measurements are an example for the application of the

five-points measurement, presented in Chapter 5.2. In Fig. 6.2 (a), the 6 spectra

are plotted together in one graph. The center position of the tip shows the smallest

Stark shift of ∆ν = ν0 − νc = 176 MHz. The four corner-position ν1−4 show larger

Stark-shifts between ∆ν = 177 MHz and ∆ν = 293 MHz. The Stark shift increases

by moving the tip away from the center position, even though the value measured at

the corner position at ν4 overlaps almost with νc. The conclusion is therefore, that

the molecule is positioned slightly off-center within the scan range.
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The Stark-shift depending on tip-position, shown in Fig. 6.2 (a), seems to show an

anomalous behavior at the first look. Switching on the voltage and positioning the tip

in center position results in a shift towards larger frequencies. Moving the tip from

the center position into one of the corners, which is the same as decreasing the voltage

at a fixed tip position, results also in a shift of the ZPL towards larger frequencies.

One would expect, that moving the tip towards one of the corners, away from the

molecule, the Stark shift gets smaller. Fig. 6.2 (b), where a calculated Stark-shift as a

function of the electric field is shown, clarifies this effect. This particular Stark-shift

behavior can only be explained by a combination of a linear and quadratic component

of the Stark shift of the molecule. Even though the external electric field is switched

off, the molecule exhibits a non-zero Stark shift, at position α in Fig. 6.2 (b). As

seen in section 2.2, the molecule can have a Stark shift due to an internal field ~Eint

(see Eq. (2.20)). Switching on the external electric field Eext, results in an additional

electric field component and the Stark shift changes towards higher frequencies to

position β in Fig. 6.2 (b). Now, moving the tip away from the center position and

reducing therefore the electric field at the position of the molecule results in an even

larger shift of the ZPL. This would correspond to moving from position β to position

γ in Fig. 6.2 (b), which results indeed in a larger Stark shift.

The assumption of a combination of a linear and quadratic component of the Stark

shift is confirmed by a biased tip scan, shown in Fig. 6.2 (c). This figure shows the

fluorescence intensity depending on tip position. Even though the molecule shows

some blinking, a Stark-shift pattern can be observed. The circular pattern is not

centered around the center of the tip scan. It is moved a bit to the upper right corner

which is corner2. Furthermore, the pattern seems to have a more elliptical shape,

which confirms a dominant quadratic component of the Stark shift as discussed in

Chap. 4.3. The Stark-shift pattern is cut off at the corner, because of an unfortunate

setting of the detuning ∆ν̃. The excitation frequency for this tip scan has been set

to νL = 140 MHz, which results in an detuning of ∆ν̃ = 12 MHz. The maximum

Stark shift is ∆ν = 293 MHz. From the theoretical discussion we known, that for

imaging a complete Stark-shift pattern, the detuning ∆ν̃ and the Stark shift ∆ν

should have more or less the same value (see Eq. (5.1)). The molecule bleached

before the laser frequency could be adjusted to a higher value to observe a complete

Stark-shift pattern.

6.4 Stark-shift pattern depending on tip voltage

The theoretical model in Chapter 4 predicts that with an increasing tip-voltage, the

diameter and the width of the Stark-shift patterns should increase (see Fig. 5.3).

In Fig. 6.3 a series of circular Stark-shift patterns of a single molecule is shown for

different values of tip voltages. From Fig. 6.3 (a) to (e) the voltage is increased in
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(a) (e)(d)(c)(b)

0

5

10

Figure 6.3: Voltage dependence of the Stark-shift ring taken with a laser power of
= 13 nW. The gap-width is in the µm-range. The scalebar is 1µm and the grey-scale
is in counts. (a) U = −80 V (b) U = −90 V (c) U = −100 V (d) U = −110 V (e)
U = −120 V

(a) (b) (c) (d) (e)

U = −80 V U = −90 V U = −100 V U = −110 V U = −120 V

W [µm] 0.59±0.04 0.30±0.02 0.29±0.01 0.29±0.01 0.27±0.01

D [µm] 1.18±0.03 1.94±0.02 2.25±0.01 2.45±0.01 3.06±0.01

Table 6.2: Overview of the fit-results for the ring width W and the diameter D from
the Stark-shift pattern depending on the applied voltage, shown in Fig. 6.3.

10V-steps from U = −80 V to U = −120 V. The sample consists of spin-coated

micro-crystals. The excitation power of the laser is about ∼ 13 nW. The gap-width

is again estimated to be in the µm-range. Since the Stark-shift patterns are circular,

it is assumed that the molecule exhibits a dominant linear Stark-shift component.

Unfortunately, this assumption cannot be enforced by the experiment, since a five-

points measurement has not been saved. The results of fitting the Stark-shift pattern

with Eq. 6.3 are summarized in Table 6.2. The experimental results for the diame-

ter follow the predicted behavior quite nicely. The dependence of the parameter W

and D is plotted as a function of the tip voltage in Fig. 6.4. Increasing the voltage
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Figure 6.4: Dependence of the diameter D and the width W on the voltage as shown
in Tab. 6.2.
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results in an increase of the diameter of the Stark-shift ring, while the width of the

diameter decreases from W = 0.59 µm to W = 0.27 µm. The decrease of W seems

to contradict the theoretical model, since an increase of the width is expected with

increasing voltage. Taking a closer look at Fig. 5.3 (b) reveals, that two different

types of behavior of the ring width depending on the gap-width z are expected. In

Fig.Fig. 6.5 (a), the ring width W is plotted as a function of the applied voltage.

The upper graph is for large gap-width (z > 2 µm) and the lower one is for small

gap-width (z < 2 µm). At large gap-width z, it is possible that the width W of

the Stark-shift rings first decreases and then increases by continuously increasing

the voltage. Reaching a certain critical gap-width z, the behavior of the width W

switches to an continuous increase with increasing voltage. The actual value for the

gap-width z, at which the behavior of the ring width W switches, depends on the

detuning ∆ν̃. At large gap-width z, increasing the voltage results in a sharp decrease

of the ring width and afterwards in a slight decrease. At small gap-width, the in-

crease in voltage results in a continuously increase of the width of the Stark-shift rings.

The experimentally observed behavior of the diameter D and the width W de-

pending on the tip voltage follow the predictions of the theoretical model very well.

The influence of the tip voltage is therefore understood and can be used to control the

Stark-shift pattern of single molecules. By changing the voltage a rough estimation

of the tip-molecule distance is obtained, depending on the behavior of the ring width

W as shown in Fig. 6.5 (a).
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tip center corner1 corner2 corner3 corner4

Γ [MHz] 119±5.2 68.2±2 84.2±2.1 65±2.4 56.6±2.9

A [counts] 86.5±2.9 145.9±2.7 113.8±1.9 155.1±7.2 162±10.5

νi [GHz] 0.8±0.001 1.28±0.001 1.39±0.0007 1.17±0.0007 1.33±0.0004

Table 6.3: Overview of the fit parameter of the spectra depending on the tip-position
in Fig. 6.6 (a). The frequency νi is the spectral position of the ZPL at the different
tip position (i = c, 1, 2, 3, 4).

6.5 Stark-shift pattern depending on the excita-

tion frequency

The theoretical model predicts, that with an increasing detuning, the width of the

Stark-shift ring and also the diameter decreases, see Fig. 5.2. Stark-shift data depend-

ing on the detuning ∆ν̃ are shown in Fig. 6.6. They are recorded with a sublimated

crystal. The laser power is set to P ∼ 20 nW and the tip voltage is set to U = 28V.

The Stark-shift depending on tip position is shown in the first row, Fig 6.6 (a). The

tip is moved from the center position (first spectrum), to the four corners (following

four spectra). The fit parameter of the spectra are summarized in Table 6.3. By

comparing the line width Γ at the different tip positions in table 6.3, we notice that

the line width Γ is broadened and the amplitude A is decreased, when the tip is in

the center position, which is the closest position to the molecule. The Stark-shift

depending on the tip position in its scan range varies between ν ′ = 370 MHz at

corner3 and ν ′ = 590 MHz at corner2. Unfortunately, the zero-field resonance ν0 has

not been measured. Therefore, an absolute number for the Stark shift ∆ν depending

on tip position cannot be extracted. By analysis of the Stark-shift ring depending on

excitation frequency, we will see that the zero-field resonance ν0 is spectrally located

on the right side of the Stark-shifted resonances.

The shape of the Stark-shift patterns, Fig. 6.6 (b)-(m), is obviously elliptic, which

points towards a dominant quadratic component of the Stark shift. In the middle

row, Fig. 6.6 (b)-(g), the laser frequency νL is changed from 1 GHz to 500 MHz.

Since the Stark-shift patterns decrease in size with the laser frequency going to lower

frequencies, it can be deduced that the detuning ∆ν̃ must have increased. Therefore,

the zero-field resonance ν0 lies at higher frequencies than any of the resonance at the

corner positions: ν0 > 1.39 GHz. In Fig. 6.6 (e), a full Stark-shift ring is visible. The

detuning ∆ν̃ must be close to the best setting, where ∆ν̃ ≃ ∆ν. From this, it can

be even deduced, that ν0 ∼ 1.45 GHz. The Stark-shift pattern is decreasing in size

with an increasing detuning, until the shape is reduced to a spot (Fig. 6.6 (f)). At

this point, the detuning is chosen in such a way, that no elliptical Stark-shift pattern

is observed anymore (see Eq. (5.4)).
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Figure 6.6: (a) Stark shift depending on tip position, at the center position and the
four corners. Laser power P ∼ 20 nW, tip voltage U = 28 V. (b)-(g) Stark-shift
patterns depending on the excitation frequency: νL = 1.1 GHz (b), νL = 1 GHz (c),
νL = 0.9 GHz (d), νL = 0.7 GHz (e), νL = 0.6 GHz (f), νL = 0.5 GHz (g). (h)-(m)
Stark-shift patterns depending on the excitation frequency after tip approach: νL =
0.7 GHz (h), νL = 0.55 GHz (i), νL = 0.25 GHz (j), νL = 0 GHz (k), νL = −0.2 GHz
(l), νL = −0.4 GHz (m).
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νL [GHz] ã [µm] b̃ [µm] y0 [µm] x0 [µm]

1.1 3.35±0.006 2.26±0.003 2.21±0.004 1.72±0.005

1 2.86±0.004 2.14±0.003 2.19±0.003 1.7±0.005

0.9 2.45±0.005 1.83±0.004 2.13±0.004 1.66±0.004

0.7 1.33±0.009 0.96±0.006 2.15±0.006 1.64±0.006

0.7 2.67±0.004 1.63±0.001 1.76±0.003 1.37±0.003

0.55 2.46±0.004 1.50±0.002 1.76±0.002 1.36±0.003

0.25 2.24±0.004 1.27±0.002 1.74±0.003 1.35±0.004

0 1.94±0.005 1.02±0.002 1.74±0.003 1.34±0.003

-0.2 1.68±0.008 0.82±0.004 1.74±0.005 1.35±0.005

-0.4 1.17±0.012 0.59±0.006 1.75±0.007 1.36±0.007

Table 6.4: Results of the elliptical fits of the Stark-shift pattern in Fig. 6.6 (b)-(m)
with the Eq. (6.7) and (6.7). The double line indicates the point of the tip approach.

The gap-width z is reduced by a few steps of the slip-stick drive. A new se-

ries of Stark-shift patterns is taken, Fig. 6.6 (h)-(m) by further decreasing the laser

frequency νL from 0.7 GHz to -0.4 GHz. The same behavior of the size of the Stark-

shift pattern is observed as in the images (b)-(g). By increasing the detuning, the

size becomes smaller. The table 6.4 summarizes the fit-results according Eq. (6.6)

and (6.7). It is clearly visible, that the minor and major axis becomes smaller,

when the detuning increases. The angle φ is about 0.812 ± 0.006, which is about

π/4 = 45◦. The position of the molecule (x0, y0) is a bit shifted after the tip ap-

proach. During the image series Fig. 6.6 (b)-(g), the position of the molecule is

(x̄0, ȳ0) = (1.68 ± 0.005, 2.17 ± 0.004) µm. After the tip approach, Fig. 6.6 (h)-(m),

the position of the molecule is (x̄0, ȳ0) = (1.35 ± 0.004, 1.75 ± 0.004) µm. The ap-

proach by slip-stick motion is not perfectly vertical.

The striking feature in both data series is the contradicting behavior of the ring

width. The expectation is, that with increasing detuning ∆ν̃, the diameter D and

the ring width W , respectively, decrease. Contradicting, the width W increases ob-

viously with increasing detuning. The origin of such a behavior can be explained by

the help of Fig. 6.5 (b). The width of the Stark-shift ring shows different behavior

due to changes of the detuning. At large gap-width z (upper graph), an increase in

the detuning is followed by a decrease and then by an increase in the diameter W .

Only at smaller gap-width, the increase of the detuning is followed by a continuously

decreasing width of the Stark-shift ring. From this discussion on the behavior of the

ring width W we may deduce, that (i) the gap-width z in that measurement is com-

parable large (z > 1 µm, depending on the voltage), and (ii) the detuning ∆ν̃ is also

large (∆ν̃ > 400 MHz), depending on the gap-width z and the voltage). Generally,
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the ring width W depends much stronger on the detuning ∆ν̃ than on the voltage,

as shown in Fig. 6.5.

Comparing the images from Fig. 6.6 (b)-(g) with the images from Fig. 6.6 (h)-(m),

we observe that the ring width W and the size of the Stark-shift pattern depend also

very strongly on the gap-width z. By reducing the gap-width, the ring width becomes

much smaller, Fig. 6.6 (h). As mentioned in the introduction, the ring width depends

strongly on the electric field gradient at the tip. Approaching the tip results in an

increase of the field gradient. The size of the Stark-shift pattern is increased, as long

as the gap-width is more than approximately 1 µm (also depending on voltage and

detuning). The effect has been explained in section 4.3 and will be also discussed in

the following experimental section.

The experimental results depending on the detuning ∆ν̃ can be explained with

the help of the theoretical model, and the influence of the detuning on the Stark-shift

pattern is by now understood. By changing the detuning a rough estimation of the

tip-molecule distance is obtained, depending on the behavior of the ring width W as

shown in Fig. 6.5 (b).

6.6 Stark-shift pattern depending on the gap-width

In Fig. 6.7 a series of Stark-shift pattern of a single molecule are presented. The data

are recorded with a sublimated crystal. The laser power is 30 nW. Fig. 6.7 (a) shows

the resonance of the singe molecule, with the voltage already switched on. The line

width is Γ = 44 MHz and the resonance is ν = −5.31 GHz. Fig. 6.7 (b)-(f) shows

a series of Stark-shift pattern, where the excitation frequency has been changed.

The excitation frequency has been increased from νL = −5.3 GHz (Fig. 6.7 (b)) to

νL = −5.55 GHz (Fig. 6.7 (f)). The effect on the change of the excitation frequency

is a decrease in diameter and in the width of the observed Stark-shift patterns. This

tendency again is supported by the theoretical prediction. In Fig. 6.7 (c), the Stark-

shift pattern appears to have an asymmetric shape. We suspect that due to a slow

spectral ’creeping’ of the ZPL, the Stark-shift pattern does not show a perfect cir-

cular structure. The feature in Fig. 6.7 (c) may be reproduced by four segments

from four different rings. The first ring starts at the bottom up to the dashed line 1,

where the first spectral jump of the molecule occurs. The diameter of the Stark-shift

ring changes slightly. Then a second spectral jump of the molecule occurs and the

diameter and the width of the Stark-shift ring are slightly decreased (marked by the

dashed line 2). The third ring goes from the dashed line 2 to the dashed line 3, where

the third spectral jump occurs. Due to the spectral jumps of the resonance, the de-

tuning ∆ν̃ is not constant during the tip scan. A change in the detuning explains the

difference in diameter and the width of the Stark-shift ring during the tip scan. In

Fig. 6.7 (d)-(f) three images are shown , where the resonance of the molecule is stable
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Figure 6.7: (a) Spectrum of a single molecule with a line width of Γ = 44 MHz, taken
with an laser power of 30 nW. (b)-(f) Stark-shift patterns depending on the excitation
frequency. Tip voltage is U = 140V, scalebar is 1µm and the grey-scale is in counts.
(b) νL = −5.3 GHz, (c) νL = −5.34 GHz, (d) νL = −5.4 GHz, (e) νL = −5.48 GHz,
(f) νL = −5.56 GHz. (g)-(l) Series of Stark-shift patterns depending on the gap-
width. Excitation frequency is νL = −5.4 GHz and the tip voltage is U = 140 V.
The tip has been approached to the sample, the gap-width decreases from (g) to (l).
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Figure 6.8: Dependence of the diameter Dx on the gap-width z.

again, and the Stark-shift patterns are circular. The round Stark-shift pattern leads

to the conclusion, that the single molecule exhibits a dominant linear Stark shift and

the dipole moment difference ∆µ is oriented perpendicular to the surface.

Fig. 6.7 (g)-(l) shows a series of Stark-shift patterns of the same molecule depend-

ing on the gap-width z. The tip voltage is kept fixed at U = 140 V and the excitation

frequency is set to νL = −5.4 GHz. Starting in Fig. 6.7 (g) the gap-width is decreased.

Since shear-force control has not been operating, the absolute value for the gap-width

is not known. During the approach, the molecule shows further spectral instabilities.

The Stark-shift patterns are not perfectly round. Therefore, it is difficult to quan-

titatively analyze the Stark-shift patterns. The center of the first Stark-shift ring

(Fig. 6.7 (g)) is determined. In the further images (Fig. 6.7 (h)-(l)) the lower and

the upper part of the circular pattern are deformed due to spectral instabilities. The

diameter in x-direction of these Stark-shifts rings is taken at the center position of the

first ring. The position is y0 = 1.09 µm as indicated by the dashed line in Fig. 6.7 (g).

The diameter Dx changes in the following way: 1.29±0.039µm → 1.52±0.039µm →
1.6 ± 0.039µm → 1.49 ± 0.039µm → 1.41 ± 0.039µm → 1.4 ± 0.039µm

The change of the diameter Dx depending on the gap-width z is very clearly visible

in Fig. 6.8. The diameter Dx at the position y0 = 1.09 µm increases up to 1.6 µm and

then it decreases to 1.4µm. This trend confirms the theoretically predicted behavior

of the Stark-shift ring upon decreasing of the gap-width z. Unfortunately, there are

not enough data points in one line-section at y0 = 1.09µm to determine the width W

of the Stark-shift rings accurately enough. The width does not seem to change very

much during the approach. However, the data set confirms the predicted approach

behavior shown in Fig. 4.3.

Another data set of a single molecule in a sample of spin-coated micro-crystals

is shown in Fig. 6.9 and in Fig. 6.10. The laser power is P = 7 nW. The line
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Figure 6.9: (a) Spectrum of a single molecule with a line width of Γ = 26 MHz, taken
with an laser power of 7 nW. (b)-(d) Stark-shift patterns depending on the excitation
frequency. (b) νL = −7.5 GHz, (c) νL = −7.425 GHz, (d) νL = −7.35 GHz. (e)-
(h)Stark-shift patterns depending on the tip voltage, which is increased from left to
right. (e) U = −60V ,(f) U = −70V ,(g) U = −80V,(h) U = −90V. Scale bar is
1 µm, the greyscale is in counts.
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Figure 6.10: a) Vertical section along the z-axis at y = 0 of the calculated fluorescence
of a single emitter depending on the tip position. The voltage and the detuning
are kept constant. The 5 lines represent sections at different heights, where the
experimental measurements have been taken. (b)-(f) Fluorescence depending on the
tip position at different gap-widths. The scale bar is 1 µm, the greyscale is in counts.

width of the resonance in Fig. 6.9 (a) is Γ = 26 MHz and the zero-field resonance is

ν0 = −7.17 GHz. The following images Fig. 6.9 (b)-(d) are taken at different exci-

tation frequency at νL = −7.5 GHz, νL = −7.425 GHz and νL = −7.35 GHz with a

voltage of U = −70V. The detuning ∆ν̃ is therefore decreased from ∆ν̃ = 0.33 GHz

to ∆ν̃ = 0.18 GHz. The diameter increases with decreasing detuning ∆ν̃, in ac-

cordance with the prediction. The lower row in Fig. 6.9, images (e)-(h), show the

dependence of the Stark-shift patterns on the voltage. At an excitation frequency of

νL = 7.425 GHz, the voltage is increased, from U = −60 V,U = −70 V,U = −80 V to

U = −90 V. The diameter D increases, which fits very well to the theoretical model.

The determination of the width W is difficult, since only the last image shows a ring

structure with a hole in the center. Even though, by visual inspection the width

seems to increase with decreasing voltage.

Using the same molecule, another image-series is taken. Fig. 6.10 (b)-(f) diplays

a series of Stark-shift patterns taken at a different gap-width z until in Fig. 6.10 (f),

the molecule photo-bleaches. Reducing the gap-width results in an increase of the

diameter D and a decrease of the width W of the circular Stark-shift pattern. This

tendency confirms the theoretical model. A (x-z)-section of a numerically simulated
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Figure 6.11: (a)Stark-shift pattern of a single molecule with a tilted permanent dipole
difference. Laser power P ∼ 60 nW , tip voltage U = 59 V and line width of the
molecule Γ = 45 MHz. (b) Numerical simulation of the Stark-shift pattern (a) with
a dipole ∆µ tilted by θ = π

10
and φ = 2π

5
. (c) Another Stark-shift image of another

single molecule with a tilted dipole difference. Laser power P ∼ 7 nW , tip voltage
U = 80 V and line width of the molecule Γ = 26 MHz. Scalebar is 1µm, and the
greyscale is in counts. (d) Numerical simulation of the Stark-shift pattern (c) with a
dipole ∆µ tilted by θ = π

10
and φ = π

2
.

Stark-shift pattern (see Chapter 4.3) is plotted in Fig. 6.10 (a) for comparison. The

dashed lines mark the gap-width, at which the experimental Stark-shift pattern are

taken. The experimental data fit nicely the predicted behavior as an increase in

diameter and a decrease in ring width.

6.7 Stark-shift pattern depending on ∆~µ

The imaging of single molecules is not limited to the position determination or the

discrimination between the linear and the quadratic component of the Stark shift. In

Fig. 4.3 it is shown, that in the case of a dominant linear Stark shift, the orientation

determination of the permanent dipole moment difference ∆~µ is possible due to the

width variation of the Stark-shift ring. Fig. 6.11 shows two examples of experimental

measurements and their reproduction by the theoretical model. The orientation of

the permanent dipole moment difference ∆~µ is expressed in spherical coordinates:

∆~µ = |∆µ|






sin φ cos θ

sin φ sin θ

cos φ




 . (6.8)

Here, θ is the angle between ∆µ and the z-axis, and φ is the in-plane angle between

∆µ and the x-axis. Fig. 6.11 (a) is a Stark-shift pattern obtained with a molecule

embedded in a sublimated crystal. The voltage and the detuning are not optimized.

The ring is very large in diameter and the width very broad. Laser power has been

set to P ∼ 60 nW and the tip voltage was U = 59 V. The line width of the molecule

is Γ = 45 MHz. As can easily be observed the width of the Stark-shift ring increases

on the upper half of the visible Stark-shift pattern. Such an asymmetry in the ring
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width is an indication for a tilted permanent dipole difference ∆µ. In Fig. 6.11 (b),

the experimental image has been reproduced by a numerical simulation using a dipole

moment difference ∆µ tilted by θ = π
10

and φ = 2π
5

.

Fig. 6.11 (c) shows a second example of a Stark-shift pattern of a single molecule,

where a significant variation in the ring width W is visible. The upper part shows

a clear broadening of the width W . The data are taken with a spin-coated micro-

crystal. The laser power is P = 7 nW and voltage on the tip is U = 80 V. The line

width of the resonance is Γ = 26 MHz. In Fig. 6.11 (d) the experimental image is

reproduced by a numerical simulation using a dipole moment difference ∆µ tilted by

θ = π
10

and φ = π
2
. The other striking feature in this Stark-shift image is the second

Stark-shift ring in the center of the first ring. This second ring belongs to a second

molecule with different spectral properties. Distinguishing the spatial positions of

several molecules within a single tip scan will be discussed later on in section 6.9.

6.8 Stark-shift pattern: the interaction with a TLS

Stark-shift patterns exhibit interesting features. Taking a closer look at the images

in Fig. 6.10 (e) and (f) reveals a splitting on the left side of the Stark-shift ring. The

two images are shown again in Fig. 6.12 (a) and (b). The splitting is indicated by the

two arrows. The splitting of Stark-shift pattern has been discussed theoretically in

Chapter 4.4.2. There, the splitting of a Stark-shift ring is obtained modelling a single

molecule coupled to a neighboring TLS in the matrix. The TLS is frozen in the lower

state. At certain positions of the tip, a flipping of the TLS occurs. As discussed, such

a flipping induces an additional shift of the molecules’ resonance, which finally results

in a splitting of the Stark-shift ring. A simulated image is shown in Fig. 6.12 (c). The

simulated image shows a reasonable agreement with the experimental data. The same

parameter estimations have been used as for the calculated images of the splitted

Stark-shift ring, which are compared in the following with the experimental data.

The dipole moment of the tunneling TLS is slightly tilted by φ = −π
2

and the TLS

is defined as:

∆0 = 0.31 kBT

η = 0.096 kBT

(x)0, y0) = (0, 0)

(x′
0, y

′
0) = (0.03, 0) µm)

α = 120 MHz

∆ν̃ = 150 MHz

Taking line-cuts of the Stark-shift patterns gives a better indication of the split-

ting. Line-cuts through the center of the Stark-shift rings of the experimental data are

averaged by 3 lines. In Fig. 6.13 line-cuts of the experimental and simulated Stark-
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Figure 6.12: (a) and (b) are Stark-shift patterns of a single molecule where a splitting
of the ring is visible as indicated by the arrows. Scalebar is 1 µm and the greyscale is
in counts. (c) is a simulated Stark-shift pattern, where the splitting of the Stark-shift
ring is reproduced by a coupling to a neighboring TLS (see Chapter 4.4.2).

shift rings at a large gap-width z are shown. No splitting of the Stark-shift pattern

is visible. Fig. 6.13 (a) shows the line-cuts along the x-direction and Fig. 6.13 (b)

shows the corresponding line-cut along the y-axis. Comparing the line-section of the

experimental to the theoretical data, the model and the experimental measurement

agree reasonable well, even though the peak height difference in the experimental

data in Fig. 6.13 (a) is not as distinct as in the calculated line-section.

In Fig. 6.14, the line-sections of the experimental and the simulated data are

shown for small gap-width. (a)-(c) show line-sections in the x-direction and (d)

shows the line-cut in y-direction. The image and the line-section on the left side are

the experimental data. The line-cuts are again averaged by 3 lines, since the data

point in one section are quite low. The line-section and the image on the right side

of Fig. 6.14 are the numerical simulated data. Fig. 6.14 (a) is a line-section directly

through the area of the splitted Stark-shift ring. In the experimental line-cut, the

peak on the left side is reduced in height and the peak is clearly splitted into two

parts. The peak on the right side is clearly higher in amplitude. The simulated

data on the right side can reproduce the difference in peak height and the splitting

of the left peak. Even though, the splitting in the experimental data seems to be

into two equal part in contrast to the simulated splitting, the simulated line-section

nicely reproduces the feature of the experimental data. Finally, Fig. 6.14 (d) shows

a line-section through the center of the Stark-shift ring in y-direction. The peak

of both sides of the Stark-shift ring should not differ. Unfortunately, the Stark-

shift ring in the experimental data is cut at the edge, thus the height of the right

peak cannot really be determined. The comparison between experimental results and

the theoretical simulation indicates, that the single molecule might be coupled to a

neighboring TLS in the matrix.
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Figure 6.13: Line-sections of the experimental Stark-shift images (left side) and the
simulated Stark-shift patterns (right side). The gap-width is large, no splitting of the
Stark-shift pattern is visible. (a) section along the x-direction, (b) section along the
y-direction.
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Figure 6.14: Line-sections at small gap-width, where the splitting appears. (a) Line-
section in x-direction directly through the splitting. (b) Line-section in y-direction.
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Figure 6.15: (a) Confocal image of a spin-coated micro-crystal at low temperature.
(b) Spectrum where three molecules appear. Their line widths are between 30 and
38MHz and their spectral separation is ∆ν1 = 420MHz and ∆ν2 = 170MHz, respec-
tively. (c) Stark-shift pattern, where the three molecules are resolved in a spatial tip
scan. The scale-bar is 1 µm, the grey-scale is in counts.

6.9 Stark-shift pattern of several molecules

If more than one molecule is present in the focal volume, the positions of molecules

and their respective distances can be determined with high accuracy taking advan-

tage of the spectral information. Fig. 6.15 (a) shows a regular fixed-frequency confocal

image of a sample containing several fluorescent spots. A typical frequency scan ob-

tained in this sample area is shown in Fig. 6.15 (b). Three spectrally separated

molecules are detected within the excitation volume. Their line widths are between

30 and 38 MHz and their spectral separation is ∆ν1 = 420 MHz and ∆ν2 = 170 MHz,

respectively. By scanning the biased tip (U = −180 V) with an initially off-resonant

laser frequency, the presence of three molecules is apparent in one spatial tip scan,

see Fig. 6.15 (c). The data are taken on a spin-coated micro-crystal. The laser power

is P = 40 nW.

A series of Stark-shift patterns has been taken at different gap-width z, which is

shown in Fig. 6.16 (a)-(i). The gap-width is reduced from z = 4.11 ± 0.23 µm to

z < 3.12 ± 0.23 µm. The Stark-shift patterns show at the beginning only two rings

and a large spot in the center (see Fig. 6.15 (b)). During the approach of the tip,

three circular structures appear, which correspond to three different molecules (see

Fig. 6.15 (g)). Unfortunately, some spectral jumps of the molecules occur and new

parameter settings have been necessary after image (i). The outer Stark-shift ring

belongs to a very unstable molecule. The ring is interrupted frequently during the

tip scan, except in image (g). The diameter and the width are not very stable during

a scan either. These instabilities have quite a large impact on the other Stark-shift

rings. As soon as the outer molecule shows a spectral activity such as a jump in the

resonance frequency (equal to a jump in the diameter D), the inner two Stark-shift

rings show also a jump. That behavior can be seen best in image (e), as indicated by

the arrows. This fact leads to the conclusion, that the three molecules are coupled
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Figure 6.16: (a)-(i) Stark-shift patterns of the three molecules in the focus at different
distances z, z = 4.11 ± 0.23 µm (a), z = 3.87 ± 0.23 µm (b), z = 3.85 ± 0.23 µm (c),
z = 3.62±0.23 µm (d),z = 3.43±0.23 µm (e),z = 3.28±0.23 µm (f),z = 3.26±0.23 µm
(g),z = 3.12 ± 0.23 µm (h), z < 3.12 ± 0.23 µm (i) Scale bar is 1 µm, grey-scale is in
counts. Fit-masks are outlined by a dashed line for the the outer ring, and a dotted
line for the inner ring, respectively.
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to each other or coupled over the same TLS in the matrix. Analyzing the data set,

the fit-area has been restricted to areas where the molecules show a stable behavior.

The fit-mask are outlined in Fig. 6.16 by a dashed line for the middle ring, and a

dotted line for the inner ring. The outer, third Stark-shift ring could not be analyzed

quantitatively, since it is too unstable.

Obtaining an estimate for the gap-width z is not an easy task since it is not mea-

sured directly. By using Eq. (5.5) and with an image-series with changing excitation

frequencies, a value for the gap-width is obtained. In Fig. 6.17 (a)-(c), three Stark-

shift images at νL = 4.58GHz , νL = 4.965GHz and νL = 5.1GHz are shown. The

voltage on the tip (∼ b) and the gap-width z is kept constant during all three scans,

only the detuning ∆ν̃ is changed. Therefore, using Equation (5.5), the following

formula can be deduced:

δν̃i,j = ∆ν̃i − ∆ν̃j = bz

[

1

((Di

2
)2 + z2)3/2

− 1

((
Dj

2
)2 + z2)3/2

]

, (6.9)

with ∆ν̃i,j the difference in the detuning for the image (i) and the image (j), respec-

tively, with i,j=a,b or c, the factor b is proportional to the applied voltage to the tip,

z is the distance molecule to tip and Di,j the diameter of the Stark-shift ring. The

diameter D of the outer Stark-shift ring is used and can be derived by fitting the

Stark-shift ring with Eq. 6.3. The value for δν̃i,j is known, since the change in laser

frequency νL between the image (a) to (c) is known:

δν̃ab = ∆ν̃a − ∆ν̃b (6.10)

= νLa − ν0 − νLb + ν0 (6.11)

= νLa − νLb (6.12)

where νLa is the excitation frequency of image (a) and νLb is the excitation frequency

of image (b). This results in δν̃a,b = 0.27 GHz. Following the same procedure for

image (b) and image (c) results in a value for δν̃bc = 0.15 GHz. Now, Eq. 6.9 is

rearranged:

b =
δν̃ij

z






(
(Di

2
)2 + z2

) 3
2

(

(
Dj

2
)2 + z2

) 3
2

(
(Di

2
)2 + z2

) 3
2 −

(

(
Dj

2
)2 + z2

) 3
2




 . (6.13)

The only unknown parameter in this equation are b and the gap-width z, which have

the same values for all image shown in Fig. 6.17 (a)-(c). By plotting b over z once

for (i,j)=(a,b) and once (i,j)=(b,c) with ∆nb,c = 0.15 GHz results in the two graphs

shown in Fig. 6.17 (d). The intersection yields the values for the unknown parameter:

b = 20965 ± 700 and z = 105 ± 0.49 pix. The gap-width z = 109 pix = 4.11 µm

is the start value for the approach series shown in Fig. 6.15. With the obtained

values for b and z, a value for ∆ν̃ can be obtained retrospectively by using Eq. 6.9:

n = 1.59 GHz. Using Equation 5.5, a value for the gap-width z can be derived for
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Figure 6.17: (a)-(d) Stark-shift patterns taken at different excitation frequencies, (a)
νL = 4.58 GHz, (b) νL = 4.965 GHz, (c) νL = 5.1 GHz. (d) Point of intersection for
the two graphs, calculated with Equation (6.13).

Fig 6.16 (a) (b) (c) (d) (e)

D [µm] 2.91 ± 0.04 3.5 ± 0.04 3.68 ± 0.04 4.17 ± 0.04 4.52 ± 0.04

z [µm] 4.11 ± 0.23 3.87 ± 0.23 3.85 ± 0.23 3.62 ± 0.23 3.43 ± 0.23

Fig 6.16 (f) (g) (h) (i)

D [µm] 4.71 ± 0.04 4.75 ± 0.04 4.93 ± 0.04 > 4.93

z [µm] 3.28 ± 0.23 3.26 ± 0.23 3.12 ± 0.23 < 3.12

Table 6.5: Overview of the calculated gap-width z between the tip and the molecule of
the middle of the three Stark-shift rings in Fig. 6.15 and the corresponding diameter
D.
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Figure 6.18: (a) The center coordinates depending on the gap-width z vary slightly
during the approach. This can be assigned to technical reason. (b) Change of the
diameter D depending on gap-width z. As predicted by the theoretical model, the
diameter are increasing during the approach.

every Stark-shift pattern, where the tip voltage and the detuning ∆ν̃ = 1.59 GHz

is kept constant. The obtained gap-width z is the distance between the tip and the

molecule of the middle Stark-shift ring in Fig. 6.15. The gap-width for the other

two molecule can be different, since the micro-crystal is up to 100 nm thick. The

obtained gap-widths is summarized in table 6.5. The same table gives an overview

of the change in diameter D of the middle Stark-shift ring in Fig. 6.15. The analysis

of the Stark-shift ring has been restricted to the areas outlined by the dashed lines

in Fig. 6.15.

The 2 inner rings, whose origins coincide with the molecules’ positions, seem to be

centered. However, careful analysis reveals that the 2 molecules are clearly separated

by an average distance of r̄ =
√

∆x2
0 + ∆y2

0 = 46±11nm. The origins of the rings are

obtained by nonlinear fitting of the rings according to Equation (6.3). The fits have

been restricted to areas, where the outer molecule shows a stable spectral behavior,

as indicated by the fit-masks in Fig. 6.16. The values for x0 and y0, presented in

Fig. 6.18(a), vary during the approach. This is assigned to lateral jumps of the slip-

stick drive which is used for the tip approach. Evidence for this explanation is the

fact, that the values for both molecules shift parallel. Fig. 6.18 (b) shows the change

in diameter over the gap-width z. Following the theoretical prediction, the diameter

increases. As seen in Fig. 6.16, also the width of the Stark-shift rings increases, which

can be reproduced by the theoretical model.
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Chapter 7

Summary and outlook

In this thesis, a new technique, which we call Stark-shift microscopy, has been es-

tablished for the the manipulation and the detection of single molecules and their

optical properties. Stark-shift microscopy is performed combining fluorescence exci-

tation spectroscopy for single-molecule detection and the perturbation of the molec-

ular resonance by an externally controlled, inhomogeneous electric field of a sharp,

metallized tip.

The available setup of a confocal microscope and a scanning-tip unit for low

temperature application has been adapted for the use as Stark-shift microscope. Es-

pecially important has been the selection of a suitable tip, the realization of a reliable

and good electrical contact to the tip and the establishment of a positioning control

of the tip by optical observation. Two different preparation techniques of the sample

system have been tried to optimize the properties of the sample for Stark-shift mi-

croscopy.

The experimental setup offers a large variety of control parameters for the field-

molecule interaction. An experimental protocol has been elaborated to run and to

control the imaging of single molecules by Stark-shift microscopy. The imaging pro-

tocol is based on operating experiences from the experimental measurements and is

additionally reinforced by theoretical calculations.

A theoretical model for Stark-shift microscopy has been developed, which shade

light on the interaction of the electric field of the tip with single molecules. The

numerical calculation of Stark-shift patterns underlined the experimental results and

contributed to their understanding. Depending on the orientation of the molecule

and the Stark-shift coefficients (∆~µ and α̃), the Stark-shift patterns show circular or

elliptical features. The numerical calculations gave indications for further detectable

effects, such as dipole-dipole coupling between molecules or the flipping of a TLS in

the nearby environment. These effects are highly interesting to investigate and they

can be made visible by Stark-shift microscopy.
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Single molecules have been imaged by Stark-shift microscopy at cryogenic tem-

peratures. Experimental measurements could be controlled by the tip voltage, by the

detuning and the gap-width. The influence of the experimental parameter settings

has been fully understood and could be controlled during the measurements. First

indications of effects, such as the the orientation of the dipole moment difference and

the coupling to a nearby TLS have been obtained. Several molecules, spectrally sepa-

rated by 170 to 420 MHz, have been resolved in a single tip scan. Hereby, the tip has

been scanned at a constant height of about 3 µm and the in-plane distance between

the molecule has been determined to be r =
√

(x − x0)2 + (y − y0)2 = 46 ± 11 nm.

The experimental setup and control has been established. Further improvements

of the experimental setup might be the implementation of a full-metal tip with a

smaller apex for a stronger electric field gradient. Full-metal tips are also less fragile.

For such a tip implementation, it is also necessary to develop a new mechanism

for the tip positioning. Future work might be directed towards the demonstration

of the simulated effects, such as the direct imaging of dipole-dipole interaction of

single molecules. Stark-shift microscopy might be a very powerful tool for fascinating

experiments to manipulate and tune the coupling or entanglement of single molecules

[15, 98, 99, 100, 101].



Appendix A

Manual

This chapter gives a short overview of the setup preparation at room temperature and

the cool down procedure. The overview can be used as a guideline for running the

experimental setup.

A.1 Room temperature check

1. Motion of all piezoelectric elements

The operation of the piezoelectric elements can be checked either by checking

the resistance between the electrode and the cable connector or by observing

the movements. A typical value for the resistance is around 1 Ω. Because of the

thin electrodes, the resistance for the bimorph elements of the sample scanner

are higher. Depending on the distance to the point of the electrical connection

on the electrode, the resistance is between 35 to 60 Ω.

2. Electrical connection to the tip

The electrical connection between the tip and the cable is tricky to check with-

out breaking the tip. A small loop of a metal wire can be connected to the

electrodes of a gauge to measure the resistance. The loop can be put around

the higher end of the metallized glass-fiber tip and carefully pressed against it.

Any reading of the gauge is fine.

3. Approach of the tip

The approach of the tip is, due to the vertical slip-stick motion mechanism,

susceptible to getting stuck. The surface of the sapphire balls and also the

gliding surface of the tip holder has to be cleaned with ethanol.

4. Image of the tip in the focus

The approach of the tip is controlled by observing laser light, coupled into the

metallized glass-fiber tip, on a CCD camera. If the observed transmitted laser

light is in the focus of the objective the approach is stopped. Since every tip

produces a different laser spot at the end of the apex (depending on thickness

and smoothness of the metal film), it is sometimes hard to tell, if the tip is
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already in focus. A good check is, to focus onto the sample, then to remove

the sample and approach the tip to the focus. The tip can be approach several

times to get an idea of the expected image of the transmitted laser spot.

5. Objective

The movement of the stepper motor for positioning the objective should be

checked for a smooth operation. If it does not move smoothly, check the position

of the tooth-wheel system and the resistance settings at the motor control box.

The objective should be checked for any damage (scratches, cracks) of the lens

and also for a clean surface.

6. Sample

Check the distribution of the fluorescent signal over the sample. The distribu-

tion should be more or less homogeneous over the sample. Accumulation of dye

molecules along grain boundaries gives problems at low temperature.

7. Thermometer readings

It is very practical for the cool-down and warm-up procedure, to have ther-

mometer. The reading of the thermometer should be checked several time

(especially assembled with the protecting cup on top of the setup), to ensure a

faultless reading.

A.2 Cool down procedure

The shielding vacuum chamber (number [3] in Fig. 3.15)should have a pressure of the

order of p ∼ 10−6 mbar. The cool down procedure starts, after the full assembling

of the setup inside the cryostat, with the evaporation of the setup chamber (number

[1] in Fig. 3.15). After reaching a pressure of a few mbar, the chamber is flushed

with helium gas. Now liquid nitrogen can be filled in the nitrogen shield (number

[3] in Fig. 3.15). The nitrogen shield should be refilled at least two times and the

pressure of the helium gas in the setup chamber should be kept close to 1 bar, to

ensure a pre-cooling of the setup inside the cryostat. This process takes several hours

and should be done over night (after the second refill). The over-night cooling results

in a setup temperature of about 130 K. After the evacuation of the setup chamber,

liquid helium can be transferred int the setup chamber. Since the cryostat on the

optical table is higher than the helium dewar, the pressure on the helium dewar has

to be high enough to guarantee a transfer. At the beginning, a pressure of about 1 to

1.5 psi on the liquid helium dewar gauge. After reaching the temperature of T∼ 77 K,

the pressure can be increased to 2 to 3 psi. The begin of collecting liquid helium is

indicated by a sharp drop of the pressure. Now, the pressure on the liquid helium

dewar can be increased a bit more to about 4 psi. If the reading of the liquid helium

level meter reaches 40cm, the cryostat is full and the transfer can be stopped. Overall,

the transfer of liquid helium takes about one hour. After pulling out the transfer line,

the pumping on the liquid helium bath can started. Reaching the superfluid state
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of the liquid helium can be observed by the backreflection of the laser light from the

sample glass plate on the CCD camera. The signal goes over from a flickering, blurry

spot to a clear image.

A.3 Cable connections

In Section 3.2.3, the different positioning possibilities accomplished by piezoelectric

elements have been discussed. In this section, an overview of the electrical cable

connection is given. Four electrical cables are guided from the main distributor box

(see Fig. 3.14) to the cryogenic setup. One cable is for the stepper motor, the other

three cables host the electrical connections to the piezo-electric elements. Each of

the three cables is color-labelled (red, blue or yellow) and is connected by a 10-pin-

connector. The following table gives an overview of the electrical connections of

the piezo-electric elements and the thermometer. The connections are defined by the

color-coding and the letter on the pin of the connector (female side which is connected

to the top of the cryostat).
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element color coding pin signal

bimorph piezo (sample scanner) yellow B HVy

D HVx

E GR
disk piezo (sample) yellow A HV

C GR
voltage to the tip yellow K voltage V
shear piezo (disk) red D HVx

B HVy

L GR
shear piezo (tipx,y) red E HVx

A HVy

K GR
shear piezo (tipz) red C HVz

H GR
tube piezo (tip scanner) blue A HVz

D HV−
x

F HV+
x

B HV−
y

E HV+
y

thermometer blue J,K current I
H,L voltage V

Table A.1: Overview of the cable connections. HV is the high voltage signal from the

corresponding amplifier and GR is ground. The index (x, y, z) indicates the different

motion direction. The superscription (+,−) for the tube piezo indicates the voltage

sign for the opposite electrodes.



Appendix B

Troubleshooting

Technical problems at low temperature appear quite often, since the conditions are very

demanding on the material and on the preparation. There are a few issues, which

appeared more often during the experimental measurements and which are summarized

in the following sections.

B.1 Technical problems

1. electrical connections and piezoelectric element

If any piezoelectric element or the thermometer reading does not work anymore,

gives a strange sound or a wrong reading, the first thing to check are the cable

connections. First of all, check if everything is plugged in. If everything looks

OK, check, if the electrical driving signal on the piezoelectric element looks OK.

Especially in the case of the shear-piezos, the saw-tooth booster did not deliver a

nice signal from time to time (burned out resistance). If the signal of the driven

high voltage amplifier looks fine and arrives at the piezo-element (check directly

on the piezo electrode!), problems with the electronics and broken cables can

be excluded. In that case, the piezo-element might be broken. That cannot

be easily checked. Only the movement of the bimorph-piezos can be checked

with a piece of millimeter-paper and a lamp from above. The bending can be

seen in the shadow. In the case of the shear-piezos, it has to be checked, if the

sapphire ball is still attached to the surface. From time to time, the electrode

becomes loose and the sapphire ball does not move with the piezo anymore.

The shear-piezos give also a very high-pitched sound, if they are driven with a

large amplitude. If that sound is missing, the shear piezos might have a problem

with the polarization. The replacement of the piezo-element is the last solution

in any kind of trouble with undefined reason.

2. objective

For positioning of the objective, a stepper motor is used which is suitable for

operation in low temperature and under vacuum. One problem was from time

to time, that the objective did not move anymore. At room temperature, the
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movement of the objective can be easily checked, by marking the rim of the ob-

jective and then observing the mark by switching on the motor and checking if

the objective is turning. If the objective does not turn, check, if the control box

of the motor is switched on and if all the cable connections are plugged together.

If that is OK, check the parameter for the stepper motor. On the control box,

there are different pre-resistances. With these resistances, the power of the mo-

tor can be set. If that is working fine, check the tooth-wheel system between

the objective and the stepper motor. If the big wheel hits the upper holder, the

tooth-wheel is blocked. Turning the tooth-wheel carefully into a lower position

by hand, or loosening the screw on the objective holder and pushing down the

tooth-wheel, solve the problem. If everything appear normal, check for broken

cable. At low temperature, the movement of the objective can be checked by

looking through the windows into the cryostat and check the turning of the

objective from below. If it does not turn, check the control box and the set-

tings for the pre-resistances. If nothing helps and the cable connections on the

outside seem fine, the setup has to be warmed up.

3. tip approach

The approach of the tip is very delicate. The tip gets stuck quite often at certain

positions. At room temperature, the position of the magnet at the back of the

tip holder can be changed (changing the attraction towards the shear piezos).

Additionally, the sapphire balls and the sliding surface of the tip holder can

be cleaned again. The driving voltage can be also increased to such a value,

that movement is always possible. At low temperature, not much can be done.

One trick is, to try a series of quick changes between upwards and downwards

movements. After a few circles, the tip might move up and down again. Also

driven the objective up and down a few times might help. The vibrations from

the stepper motor are quite strong and they might loosen the tip or the tip

might slip over the blocking position. Otherwise, the setup has to be warmed

up again.

4. tip positioning

The positioning of the tip over the objective is also quite delicate. If the gliding

surface of the sapphire plates or the sapphire balls are not clean enough, it

can happen that the tip gets stuck during the vertical position of the tip. At

room temperature, they can be cleaned again with lind-free tissue and ethanol.

Sometimes, the sapphire balls on the shear piezos reach the rim of the sapphire

plates. At room temperature, a turning by hand is possible. At low temper-

ature, moving the tip into another direction and trying to approach from a

different side, might solve the problem. Sometimes, a fast up and down move-

ment of the objective, causing a jump of the tip-setup might also help. Do not

forget to put the tip into a save distance position first! Otherwise a warm-up is

necessary. The last possibility is, that the shear-piezos have an electrical short-
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cut or are operated under low vacuum conditions due to a liquid helium-level

drop. At low temperatures, this can be seen, by looking from below through the

windows into the cryostat and moving the shear-piezos. If a flash or a shining

appear, it is apparent, that the voltage is discharged by a light-bow. Only a

warm-up can solve the problem.

5. cryostat

The cryostat itself has been the source of many problems. Leaks appeared,

especially at the indium seals of the windows. A leak in the cryostat can be

detected at room temperature by a drop of the pressure in the outer vacuum

when the inner chamber is evacuated. This is a sign of a very large leak which

is located to 99% at the window which is in direct contact to the liquid helium.

Another sign for a leak is an increase of the pressure of the outer vacuum when

liquid helium is filled into the inner chamber. Most probably, the leak is smaller

(if not already detected at room temperature), but is also located at the inner

window seal. Last but not least, if the outlet line of the liquid helium chamber

(to the helium bath pump) gets frozen soon after the start of transfer of liquid

helium, there is a problem with the transfer. It can be a large heating source

inside the cryostat, or (what happened only once) there is a leak in the transfer-

line itself. Leaks at the window seals can be fixed, by taking the cryostat apart.

The inner chamber can be taken out and turned upside down (after the cup on

top is put on). The inner chamber can be evacuated by connecting it to a leak

checker. Using helium gas (hose with a very fine needle), all rims and joints

can be checked (starting from the top!). Most probably, the leak is located at

the inner window! The window can be taken out and replaced by a fresh seal of

indium. Best results have been obtained by a tightening procedure over three

days. Every 2-3 hours, the screws are tighten slightly and always by tightening

cross-wise (opposite sides). In this way, the indium seal is pressed down very

slowly and homogeneously.

B.2 Artefacts in the fluorescent pattern

There are a two artefacts, appearing in the fluorescence pattern of the spatial tip-

scan. One is a very high-fluorescent feature, which does not react on the change in

the laser frequency or the tip voltage. This feature is a very round fluorescent circle,

shown in Fig. B.1 (a). It only moves, when the tip is moved within the laser focus.

This feature appears, when the tip is broken. Laser light is coupled into the tip ( very

effectively, if the broken surface at the tip is very smooth), and the signal collected

is very high fluorescent (much higher, than from a molecule). In that case, the setup

has to be warmed up and the tip has to be exchanged.

Another feature has been detected quite often, when the voltage on the tip has

been comparable high and the tip has been close to the molecule. In this configura-
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(a) (b)

Figure B.1: Artefacts in the fluorescent pattern. (a) Highly fluorescent, round feature
appears, if the tip is crashed. (b) Spectral instabilities of the molecule are induced
during the tip scan, if the gap-width is small and the voltage on the tip is high
(V ∼ 180 V for this scan).

tion, the interaction between the electric field from the tip and the molecule causes

spectral instabilities, shown in Fig. B.1 (b). The molecule becomes unstable, as soon

as the tip moved closer to the molecule within on tip-scan. This effect can be avoided

by reducing the tip-voltage.
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