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1. Summary

MicroRNAs (miRNAs) are known to have many important functions in mammalian cells.
They can influence the expression of their target genes and in this way regulate the
function of not only their primary targets, but also of the pathways and mechanisms
acting downstream of the primary targets. There are several key proteins that are required
for the biogenesis of miRNAs and for mediating the repressive functions of miRNAs in
mammals, the most critical being the ribonuclease (RNase) III enzyme Dicer. Since Dicer
is required for generation of all known mammalian miRNAs, depletion of Dicer is an
appealing strategy to identify and study the pathways under miRNA-mediated control.

Deletion of Dicer in mouse embryonic stem cells (ESCs) is rendering the cells to
slow growth rate and inability to differentiate, and thus, to loose their most important
feature i.e. pluripotency. We aimed to understand in further detail the causes behind these
critical defects. We have performed transcriptional profiling of Dicer-deficient ESCs and
through bioinformatic analysis we identified miRNAs of the ESC-specific miR-290
cluster to be functionally most important for mouse ESCs. These miRNAs were found to
directly control the expression of several hundred primary targets and through their
regulation influence many features of the ESCs. We found the miR-290 miRNAs to
contribute to the growth rate of the ESCs and to influence also expression of many
secondary target genes. Among their secondary targets we identified de novo DNA
methyltrasferases (DNMT3s) that were significantly downregulated in Dicer-deficient
mouse ESCs. The downregulation was due to an increased expression of Retinoblastoma-
like2 (RBL2), a transcriptional repressor and primary target miR-290 miRNAs. As a
consequence of lowered DNMT3 expression the cells were unable to methylate DNA at
the promoter of pluripotency genes such as Oct-4 (Octamer-binding transcription factor-4,
also known as Pou5fl for POU-domain, class 5, transcription factor 1), and thus,
incapable of fully silencing these genes during differentiation. Hence, regulation of
DNMT3s by miR-290 miRNAs is contributing to the maintenance of mouse ESC
pluripotency.

Further analysis of the promoter of primary miR-290 transcript (pri-miR-290)

showed that the ESC specific expression and subsequent silencing of the transcript during



neuronal differentiation is regulated by the chromatin status of the promoter. During
neuronal differentiation the pri-miR-290 promoter looses histone modifications
characteristic of active genes and gains typical marks of silenced chromatin. This is
followed by de novo DNA methylation of the pri-miR-290 promoter. It is likely that the
silencing of pri-miR-290 depends on DNA methylation of its promoter, thus allowing an
auto-regulatory loop between the miRNAs and DNMT3 enzymes.

In addition to Dicer-deficient mouse ESCs, we have studied the importance of
Dicer as well as Argonaute proteins for the function of human cell lines by inducibly
depleting these proteins in human HEK293T-REx cells. We observed that an intact RNA
silencing pathway is needed for normal expression of many of the replication-dependent
histone genes. We found up to 25% of all histone mRNAs to be upregulated upon loss of
RNAi machinery and more detailed analysis of one of the histone genes, HISTIH3H,
demonstrated that the upregulation was due to enhanced polyadenylation of the histone
mRNA. This is in contrast to the normal 3’ end processing of replication-dependent
histone mRNAs that takes place at the 3’ end-proximal stem-loop and is not followed by
polyadenylation. The analysis of RNA from Dicer- or Dgcr8-deficient ESCs showed that
this type of regulation of 3’ end formation by RNA silencing pathway is conserved in
mice and depends on the generation of miRNAs. Thus, miRNAs seem to regulate the 3’
end processing of replication-dependent histone mRNAs. Future work will be needed to

identify specific miRNAs and processing factors involved.



2. Introduction

2.1 Gene regulation by small RNAs

It has become evident that non-coding RNA molecules play pivotal regulatory roles in
eukaryotic cells, indicating that these cells are more complex than would be expected
simply based on the number of their protein coding genes. Our understanding of these
regulatory phenomena has substantially increased during the past decade with the
discovery and characterization of various classes of small regulatory RNAs (21- to 30-nt
in length). The early work in plants had described post-transcriptional gene silencing
(PTGS) where expression of a transgene was capable of suppressing other homologous
sequences, suggesting a regulatory role for RNA (Napoli et al. 1990; Hobbs et al. 1993;
Lindbo et al. 1993; English et al. 1996). But it was the experiments of Andrew Fire and
Craig Mello showing double stranded RNA (dsRNA) as a potent inducer of gene
silencing or RNA interference (RNAi) in nematode Caenorhabditis elegans, that
provoked great interest into the regulatory function of RNA (Fire et al. 1998). Subsequent
research in many different species has revealed that dsRNA is processed into short
interfering RNAs (siRNAs, 21- to 25-nt in length) that guide the cleavage of their
cognate target RNAs (Hamilton and Baulcombe 1999; Hammond et al. 2000; Zamore et
al. 2000).

The discovery of siRNAs has been followed by identification of many other small
regulatory RNAs. miRNAs were originally identified as non-coding developmental
regulators in C. elegans and were later found to be evolutionary ancient, endogenously
encoded, small RNAs (21- to 25-nt in length) capable of regulating the translation of their
target mRNAs (Lee et al. 1993; Lagos-Quintana et al. 2001; Lau et al. 2001; Lee and
Ambros 2001). miRNAs are now known to play important roles in many cellular
processes (see chapter 2.3). In addition to siRNAs produced from exogenous dsRNA,
endogenously encoded siRNAs have been described in many different species. Plants
have the biggest variety of endogenous siRNAs ranging from trans-acting siRNAs (ta-
siRNAs) and natural-antisense transcript-derived siRNAs (natsiRNAs) to repeat-
associated siRNAs (rasiRNAs), which differ from each other in both their biogenesis as



well as function (Vazquez 2006). Improved high-throughput sequencing technologies
have allowed detection of endogenous siRNAs also in fission yeast Schizosaccaromyces
pombe, nematode C. elegans and more recently also in fruit fly Drosophila melanogaster
as well as mouse oocytes (Cam et al. 2005; Ruby et al. 2006; Czech et al. 2008; Tam et al.
2008; Watanabe et al. 2008). The main function of these siRNAs appears to be the
repression of retrotransposons and other repetitive sequences. At least in plants and
fission yeast the endogenous siRNAs can direct transcriptional silencing and chromatin
condensation at the homologous sites of the genome (Wassenegger et al. 1994; Mette et
al. 2000; Volpe et al. 2002; Verdel et al. 2004).

The most recently identified class of small regulatory RNAs is that of Piwi-
associated RNAs (piRNAs). The biogenesis of piRNAs differs from siRNAs and
miRNAs, which is reflected by their slightly longer length (24- to 30-nt), and piRNAs are
produced from single-stranded precursors (Aravin et al. 2006; Grivna et al. 2006; Lau et
al. 2006; Brennecke et al. 2007). piRNAs are specifically expressed in germ cells and
seem to mediate their function through association with the Argonaute-related effector
proteins called Piwi-proteins. The exact mechanisms of piRNA function through Piwi-
proteins remains elusive but genetic studies in D. melanogaster, zebrafish and mice
suggests that they are necessary for germline development and, similarly to endogenous
siRNAs, needed for retrotransposon silencing (Cox et al. 1998; Deng and Lin 2002;
Aravin et al. 2004; Kuramochi-Miyagawa et al. 2004; Carmell et al. 2007; Houwing et al.
2007). According to recent data, this silencing appears to be medaited by DNA
methylation of the repeat sequences (Kuramochi-Miyagawa et al. 2004).

In the following chapters of the introduction I will be focusing on the biogenesis
of siRNAs and miRNAs, mechanism of their function in RNA silencing - including the
target recognition by miRNAs - and on the biological function of miRNAs in animals.

Especially I will focus on the different cellular roles of miRNAs in mammals.

2.2 Mechanism of RNA silencing
Both siRNAs and miRNAs are processed from dsRNA precursors into mature 21- to 25-

nt RNA duplexes by RNase III type enzyme called Dicer. Following this processing, they
are loaded into a multiprotein-complex called RNA-induced silencing complex (RISC)

(or micro-ribonucleoprotein (miRNP) complex in the case of miRNAs, see Figure 1).



This is considered the initiation phase of RNA silencing. It is followed by the effector
phase where the mature siRNA or miRNA guides the RISC/miRNP to the correct target

mRNA to induce its silencing.
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Figure 1. Biogenesis and function of miRNAs.

Primary miRNA transcripts are transcribed by RNA Pol II in the nucleus where they are processed by
RNase III type enzyme Drosha and its dsSRNA-binding partner DGCRS8 into miRNA precursors. Precursor
of the miRNA is exported to the cytoplasm where it is further processed by another RNase III type enzyme
Dicer into a mature miRNA duplex. The strand with lower stability at its 5’ end (in red) is selected to be
loaded on to the miRNP complex. The miRNA guides the Argonaute protein and rest of the complex to the
correct target mRNA that becomes translationally repressed and destabilized. This is accompanied by

relocalization of the mRNA to a P-body.

2.2.1 miRNA and siRNA biogenesis — Dicer as a key enzyme
The main difference between siRNAs and miRNAs is the source of their double-stranded

precursor-RNA. The long dsRNA precursors of siRNAs can derive from antisense

transcription, viral replication or for example transfection. miRNAs on the other hand are



RNA-polymerase II (RNA Pol II) transcripts of variable length that are 5’ capped and
polyadenylated (Cai et al. 2004). Still, the majority of miRNAs seem to arise from introns
of protein coding genes (Kim and Kim 2007). These primary miRNA transcripts (pri-
miRNAs) usually give rise to several different mature miRNAs. Such a group of co-
transcribed miRNAs is called a miRNA cluster. They are processed in the nucleus by the
Microprocessor complex containing RNase III enzyme Drosha and a double-stranded
RNA binding protein DGCRS8 (DiGeorge syndrome critical region gene-8 in vertebrates,
Pasha in invertabrates) into around 70-nt imperfect hairpin structures called miRNA
precursors (pre-miRNAs) (Denli et al. 2004; Gregory et al. 2004). Recent data has also
indicated existence of so called mirtrons, miRNAs derived from introns through splicing,
independently of Drosha and DGCRS (Berezikov et al. 2007; Okamura et al. 2007; Ruby
et al. 2007).

After the pre-miRNAs are exported into the cytoplasm by Exportin 5, like
siRNAs, they are further cleaved by the RNase III enzyme Dicer (Hutvagner et al. 2001;
Yi et al. 2003; Lund et al. 2004). Mammals and C. elegans have only one Dicer gene
while D. melanogaster has two Dicers, Dcr-1 for miRNA production and Dcr-2 for
siRNA production (Lee et al. 2004). Thus, in D. melanogaster miRNA and siRNA
pathways are genetically diverged. Dicer measures approximately two helical turns from
the Drosha cleavage site to produce 21- to 25-nt RNA duplex that has 2-nt 3’-overhangs,
hallmarks of RNase III enzyme cleavage. Together with its interacting partner TRBP
(TAR RNA binding protein), Dicer recruits one of the Argonaute proteins (AGO1 to
AGO4 in mammals) to form a trimeric complex (Chendrimada et al. 2005; Haase et al.
2005). This initiates the formation of the RISC/miRNP (Gregory et al. 2005). Only one
strand of the small RNA duplex, the guide strand, is loaded on to the RISC/miRNP and
into the RNA binding pocket of the Argonaute protein, while the other strand, called the
passenger strand, is degraded. The guide strand is selected based on the stability of the
base-pairing at the 5’ end of the RNA duplex so that the strand with lower stability is
loaded on to the RISC/miRNP (Schwarz et al. 2003). Argonautes are considered to be the
effector proteins of the RISC/miRNP. This is reflected for example by their ability to
repress protein synthesis, when they are artificially tethered to the 3° untranslated region

(3’ UTR) of a reporter mRNA, independently of miRNAs (Pillai et al. 2004).



It has been shown that, in addition to transcriptional regulation, the biogenesis of
miRNAs can be regulated both at the level of Drosha cleavage as well as at the level of
Dicer cleavage (Obernosterer et al. 2006; Thomson et al. 2006; Davis et al. 2008;
Newman et al. 2008; Rybak et al. 2008; Viswanathan et al. 2008). But the fact that all
siRNAs and miRNAs require Dicer for their maturation makes Dicer the key enzyme

necessary for RNA silencing.

2.2.2 The effector phase of RNAiI and miRNA pathways
Once bound by the Argonaute protein of the RISC/miRNP, the siRNA or the miRNA can

direct the complex to the correct target mRNA. This happens by basepairing between the
guide RNA and the target mRNA, typically at the 3> UTR of the mRNA. When this
interaction happens through perfect complementarity, a characteristic of siRNAs, it leads
to endonucleolytic cleavage of the target mRNA in the middle of the interaction between
positions 10 and 11 of the siRNA. This cleavage, referred to as slicing, can be mediated
only by one of the mammalian Argonaute proteins, AGO2, and is catalyzed by the RNase
H fold in the PIWI-domain of the protein (Liu et al. 2004; Meister et al. 2004). Only one
miRNA has been shown to induce AGO2 mediated slicing (Yekta et al. 2004). However,
animal miRNAs usually bind to their target mRNAs with partial complementarity and
induce repression of protein synthesis.

The exact mechanism of repression of protein synthesis is still under debate and
several different mechanisms have been proposed. Initial experiments aiming to address
the mechanism of miRNA-mediated silencing showed that the cognate mRNAs of the
original C. elegans miRNA lin-4 were associated with polyribosomes, arguing that
repression by the miRNA takes place after the initiation of translation (Olsen and Ambros
1999; Seggerson et al. 2002). Degradation of the nascent polypeptide was suggested as
one of the possible mechanisms. Later studies were able to confirm the association of the
target mRNAs as well as of the miRNAs with polyribosomes in human cells but excluded
peptide degradation as a possible mechanism of function (Maroney et al. 2006; Petersen
et al. 2006). Instead, miRNAs were suggested to cause the ribosomes to drop off and
prematurely terminate the translation of the repressed target mRNAs. This model is in
conflict with the accumulating evidence for miRNA-mediated repression at the

translational initiation. Experiments using reporter genes carrying let-7 binding sites in



their 3° UTRs have shown that m’G-cap of the mRNA is necessary for translational
repression (Humphreys et al. 2005; Pillai et al. 2005). This observation has been
supported by several different in vitro assays using cell-free extracts from different
species (Wang et al. 2006; Mathonnet et al. 2007; Thermann and Hentze 2007;
Wakiyama et al. 2007). In addition to m’G-cap, these studies also suggest a role for poly-
A tail in miRNA-mediated repression. This is consistent with the model for inhibition of
translational initiation, since poly-A-tail and the poly-A binding protein (PABP) are
known to work in synergy with the m’G-cap to regulate translational initiation
(Kahvejian et al. 2005). Recently, a compromise to resolve the conflicting data
supporting repression on initiation and repression on elongation was suggested. Kong et
al. propose that the method of repression would be dependent on the promoter driving the
expression of the target mRNA i.e. the nuclear history of the mRNA might determine its
destiny in regard to miRNA-mediated repression (Kong et al. 2008).

Also additional proteins called GW182 proteins (GW182A to GW182C in
mammals, GW182 in D. melanogaster) and their C. elegans homolog AIN-1 have been
shown to be essential for miRNA-mediated repression (Ding et al. 2005; Liu et al. 2005;
Eulalio et al. 2008). A direct interaction between GW182 and the Argonaute protein was
found to be necessary for miRNA-induced repression, signifying that GW182 is
mediating the repressive activity of the miRNA-bound Argonaute. This fits with the fact
that the repressed mRNAs, miRNAs, as well as many components of the RNA silencing
pathway, including Argonautes and GW 182 proteins, accumulate in discrete cytoplasmic
foci called GW-bodies or processing bodies (P-bodies) (Jakymiw et al. 2005; Liu et al.
2005; Pillai et al. 2005; Sen and Blau 2005; Bhattacharyya et al. 2006). Since the
Argonaute proteins can be found distributed throughout the cytoplasm, in addition to
their P-body localization, it is likely that they initiate the repression of the target mRNA
in the cytoplasm outside of P-bodies, which is then later followed by accumulation into
the P-bodies. The exact order of these events is still unknown. But interestingly, intact
miRNA biogenesis and RNA silencing machinery are required for formation of P-bodies,
supporting the idea that P-body accumulation of RISC/miRNP is a secondary effect of
RNA silencing (Pauley et al. 2006; Eulalio et al. 2007). Because siRNA-loaded AGO2

can slice its target mRNA itself immediately after recognition, it would be reasonable to



suggest that P-body formation depends only on miRNA function. But curiously, also
depletion of DCR-2 or AGO2, proteins specific for the RNAi pathway in D.
melanogaster, is sufficient to disrupt P-bodies (Eulalio et al. 2007).

The P-bodies were originally identified as conserved sites of mRNA storage and
degradation that contain a plethora of proteins required for different aspects of mRNA
turnover such as decapping, deadenylation and exonucleolytic activity (reviewed in
(Parker and Sheth 2007). Such colocalization of RNA silencing pathway and miRNAs
with the mRNA decay machinery would argue for degradation of miRNAs targets, in
addition to their translational inhibition. This indeed seems to be the case. Schmitter et al.
showed that repression of reporter gene construct by endogenous let-7 is accompanied by
mRNA degradation in human cells, more so in HEK293 than HeLa cells (Schmitter et al.
2006). In C. elegans the endogenous target mRNAs of miRNAs let-7 and lin-4, as well as
transgene reporter mRNAs carrying response elements for these miRNAs, were shown to
be downregulated in their translational efficiency as well as at the mRNA level, when the
miRNAs were expressed (Bagga et al. 2005). Similarly, miR-125b was shown to target
LIN28 during differentiation of mouse embryonal carcinoma cells and, in addition to
downregulation of the protein, also the 1in28 mRNA was reduced (Wu and Belasco 2005).
This regulation too could be recapitulated using reporter gene constructs. Further analysis
of miR-125b mediated silencing in human cell lines revealed that the mRNAs targeted by
miR-125b were not cleaved at the miRNA binding site but were targeted for removal of
their poly-A tail (Wu et al. 2006). Interestingly, replacement of the poly-A tail by histone
3’ end stem-loop stabilized the mRNA but did not fully rescue the translation, indicating
that the translational inhibition and mRNA decay are working in an additive manner.
Observations supporting the role of miRNAs in target mRNA deadenylation have been
also made in zebrafish where miR-430 has been shown to be responsible for
deadenylation and removal of hundreds of maternal transcripts during early
embryogenesis (Giraldez et al. 2006). The most detailed analysis of miRNA induced
mRNA degradation was done with S2 cells of D. melanogaster (Behm-Ansmant et al.
2006). These experiments further strengthened the importance of GW182 in miRNA
function by showing that tethered GW 182 alone was sufficient to silence a reporter gene

mRNA independently of the Argonaute protein or the miRNA. Notably, the GW182



induced mRNA decay was accompanied by deadenylation of the mRNA. And depletion
of CCR4:NOT deadenylation complex or DCP1:DCP2 decapping complex, all of which
are components of P-bodies, was sufficient to alleviate the mRNA degradation. Thus,
miRNA-mediated RNA silencing seems to induce translational repression as well as
mRNA degradation. Importantly, the fact that miRNAs affect their targets also at the
mRNA level allows a genome-wide analysis of their impact on the transcriptome by the
use of mRNA microarrays. Indeed, additional support for miRNA induced mRNA decay
comes from microarray experiments (Lim et al. 2005; Behm-Ansmant et al. 2006;
Rehwinkel et al. 2006; Schmitter et al. 2006; Wu et al. 2006). Overexpression or
depletion of specific miRNAs is causing misregulation of transcripts enriched for
respective miRNA binding sites in their 3 UTRs. And depletion of different components
of the RNA silencing pathway seems to lead to similar misregulation at the transcriptome
level, irrespective of which RNA silencing protein is depleted.

Yet several examples exist where miRNAs or tethering of RISC/miRNP
components leads only to translational inhibition. In fact, in some special cellular
conditions the repression by the miRNAs can be relieved (Bhattacharyya et al. 2006;
Schratt et al. 2006; Kedde et al. 2007). This is consistent with the other function of P-
bodies, the storage of represssd mRNAs. Some miRNA targets can become
translationally silenced and stored in P-bodies until a specific cellular signal such as
neuronal stimulation or cellular stress induces their rapid return to the translated pool.
This relief of repression is mediated by additional translational regulators that bind to the
3> UTRs of the mRNAs targeted by the miRNA. The details of how certain miRNA
targets are selected only for translational repression while others exhibit also mRNA
decay remain to be solved. However, a very recent, large scale analysis for both
proteomic and transcriptomic status of cells overexpressing or depleted of different
miRNAs indicated that in most cases both protein as well as the mRNA level of the
miRNA target are affected (Selbach et al. 2008).

Generally miRNAs and siRNAs are inducing repression and/or degradation of
their target mRNAs. But some reports suggest that also the opposite i.e. RNA activation
could be taking place under specific conditions. Vasudevan et al. were able to show that

miR-369-3p can activate translation of TNFo (Tumor necrosis factor-a) mRNA through

10



binding to an AU-rich element (ARE) in its 3> UTR in cell cycle arrested, GO-stage
human cells (Vasudevan and Steitz 2007; Vasudevan et al. 2007). This activation
depended on the presence of AGO2 and an AGO2-interacting protein FXR1 (fragile-X-
mental-retardation-related protein 1). The observation could be further extended also for
regulation by other miRNAs like let-7 and a synthetic miRNA miRcxc4. For each of
these miRNAs the selection between repression and activation of the target mRNA
depended on the cell cycle conditions. Taken together, these and other reports imply that

we have still a lot to learn about the exact mechanism of miRNA function.

2.2.3 miRNAs and recognition of their target mMRNAs
The miRNA Registry (http://microrna.sanger.ac.uk) currently (release 11.0) enlists 678

human and 472 mouse miRNAs. The same number for both C. elegans and D.
melanogaster is around 150 miRNAs each. These numbers of identified miRNAs have
been steadily increasing over the past years and with the development of more
sophisticated high-throughput sequencing methods, are expected to further increase.
Considering that many of the miRNAs might be expressed in tissues and conditions that
have not yet been analyzed, the total number of the mature miRNAs in mammals could
rise to thousands. The largest analysis of miRNA expression profiles in mammals so far
was conducted by Landgraf et al. (Landgraf et al. 2007). They cloned and sequenced
small RNA sequences from 26 different organs and cell types from humans, mice and
rats. This effort was able to confirm expression of 300-400 different miRNAs in each
species with at least 70 different mature miRNAs expressed in each given cell type.
Deep-sequencing of HeLa cells was able to identify more than 200 expressed miRNAs in
this single cell type (Friedlander et al. 2008). However, approximately half of these
miRNAs were expressed at fairly low levels that might not have a physiological
significance. Landgraf et al. found several miRNAs to be expressed ubiquitously across
the tested cell types while other miRNAs showed more specific expression patterns. A
third of the miRNAs were expressed with high tissue specificity while only a few were
restricted for certain cell type. The most ubiquitous and abundant miRNA turned out to
be miR-16 while the highest exclusivity was conferred by the miRNAs expressed solely
in embryo (Landgraf et al. 2007).
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The number of miRNA targets varies depending on the miRNA and the more
conserved miRNAs seem to have the highest number of targets (Lewis et al. 2003).
Computational predictions based on miRNA binding sites in the 3> UTRs of mRNAs
imply that an average vertebrate miRNA has more than 200 putative targets and, at least
in humans, more than 20% of the transcriptome could be regulated by miRNAs (Lewis et
al. 2003; Krek et al. 2005; Xie et al. 2005). Yet these predictions may be underestimates
as they do not take into consideration the evolutionary new, non-conserved binding sites.
On the other hand, many mRNAs and miRNAs might never interact with each other in
physiological conditions since they can be expressed in different tissues or developmental
stages. The predicted numbers of targets have received some validation from microarray
experiments monitoring the transcriptomes of cells overexpressing or depleted of
individual miRNAs (Krutzfeldt et al. 2005; Lim et al. 2005; Linsley et al. 2007).
Depletion of endogenous miR-122 from mouse liver by use of antagomirs induced
upregulation of 363 transcripts (Krutzfeldt et al. 2005). Consistent with direct miRNA-
mediated regulation, these transcripts were enriched for binding sites for miR-122 in their
3> UTRs. Similarly, transfection of miR-1 or miR-124 to HeLa cells led to
downregulation of 96 and 174 mRNAs, respectively (Lim et al. 2005). Consistently with
their specific endogenous expression in skeletal muscle (for miR-1) and in brain (for
miR-124), their transfection shifted the transcriptome of HeLa cells towards that of the
aforementioned tissues. That is to say that genes downregulated by miR-1 or mir-124 are
ones that are expressed at low levels in skeletal muscle or brain, respectively. This is in
keeping with the analyses of expression profiles of predicted miRNA targets (Farh et al.
2005; Stark et al. 2005; Sood et al. 2006). These analyses show that a miRNA and its
putative targets are often expressed in the same tissues but the levels of the target
mRNAs are very low compared to other tissues not expressing the miRNA. In addition,
the mRNAs that are expressed at high levels in a tissue with a given miRNA, especially
the ubiquitously expressed mRNAs of housekeeping genes, have evolved to avoid
miRNA binding sites in their 3 UTRs (Farh et al. 2005).

miRNAs recognize their target mRNAs by basepairing to the complementary
binding sites in the target mRNA. Several reports have described universal and conserved

rules for miRNA target recognition in animals (Doench and Sharp 2004; Kloosterman et
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al. 2004; Brennecke et al. 2005; Gaidatzis et al. 2007; Grimson et al. 2007). The binding
sites for miRNAs are usually located in the 3° UTRs of the target mRNAs but an
insertion of a binding site to the 5> UTR or even the coding sequence (CDS) is also
capable of inducing silencing. In the long 3> UTRs (> 1300-nt) the binding sites seem to
localize to the 5’ and 3’ends of the 3° UTR rather than the center. Still, the binding site
should be further than 15 nt from a stop codon. Number of miRNA binding sites appears
to be attributable to the extent of silencing observed and a close proximity of binding
sites in the 3> UTR seems to enhance the silencing. This is true for two binding sites for
the same miRNA as well as binding sites for two different miRNAs. In addition, miRNA
binding sites reside preferentially near AU-rich sequences supporting the idea of
interplay between miRNA regulation and regulatory proteins binding to AREs. While
siRNAs bind their targets with perfect complementarity, miRNAs show imperfect
basepairing. The computational analysis of microarray data as well as reporter gene
assays utilizing point mutations have demonstrated that the 5’ end of the miRNA is most
important for the miRNA:mRNA interaction. Especially the positions 2-8 of the miRNA
appear to be critical for efficient target repression. This region has been termed the seed
region of the miRNA. Yet, there are cases where imperfect base-pairing or weaker G-U
base-pairing at the seed can still stimulate effective silencing. This is usually due to an
increased base-pairing in the 3’ half of the miRNA, especially at the positions 13 to 16.

Defining rules for miRNA:mRNA interaction has been vital for generation of
different tools for predicting miRNA targets. Currently most prediction programs rely on
the presence and conservation of an intact complement for the seed sequence in the target
mRNA. In their proteome and transcriptome wide analysis of miRNA-mediated
regulation, Selbach et al. compared the accuracy of different prediction programs
(Selbach et al. 2008). This comparison, together with other aforementioned genome-wide
analyses, suggests that in general the seed sequence is the most critical determinant of
miRNA target recognition. But it is likely that many special cases exist where the seed
does not play a crucial role.

Many of the mature miRNAs are conserved across animal species, particularly at
their seed regions. In addition to their homologs in other species, the miRNAs can also

have multiple paralogous miRNAs expressed from within the same genome. These
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related miRNAs can derive from the same primary transcript or from separate transcripts
and have probably been generated through gene duplications during the evolution. The
miRNAs with similar sequences at their seed region as well as beyond it form miRNA
families. Members of miRNA families are often functionally redundant, meaning that
they can regulate the same target mRNAs and the removal of a single member of a family
is often not sufficient to cause major regulatory defects. This type of additive regulation
has been demonstrated for example by genetic studies of miRNA families in C. elegans
and mouse (Abbott et al. 2005; Miska et al. 2007; Ventura et al. 2008). The redundancy
between miRNAs allows multicellular organisms an additional level of regulation by
altering the number of miRNA family members expressed in a given tissue but further

complicates our effort to understand the miRNA-mediated regulation.

2.3 Biological role of miRNAs in animals
Gene ontology (GO) analysis of predicted miRNA targets revealed gene categories

related to developmental processes as the most significant categories under miRNA
control in the tissues of Drosophila (Stark et al. 2005). This prediction is now supported
across the animal kingdom by vast body of literature that relies on different approaches
from complete depletion of miRNAs to analysis of effects of single miRNAs. miRNAs
appear to fine-tune and support the transition from one transcriptional program to another
during development. Still, miRNAs have biological functions beyond just development
and they have been implicated in processes as variable as immune defense and
metabolism (Esau et al. 2006; Vigorito et al. 2007). In the following chapters (2.3.1 and
2.3.2) I will focus on few main biological roles of miRNAs that are also interconnected,

their function in cell cycle and in development.

2.3.1 miRNA:s in proliferation and cell cycle control
Proliferation is a critical part of successful development and defects in differentiation can

often be attributed to malfunctioning cell cycle control. During differentiation from a
stem cell or a progenitor to a terminally differentiated cell type, the cells usually have to
orchestrate an exit from the cell cycle, and occasionally, re-enter it. miRNAs are known
to be necessary for proliferation and proper cell cycle control in many species. Grishok

and Sharp studied the nuclear divisions in C. elegans intestine and discovered that knock-
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down (KD) of Argonaute proteins of C. elegans (ALG-1 and ALG-2) or Dicer (DCR-1)
resulted in slight increase in the number of divisions (Grishok and Sharp 2005). And
when these KDs were carried out in the absence of LIN-35 (C. elegans homolog of
retinoblastoma (RB) protein), the increase was even greater than that in Lin35 knock-out
alone. One of the reasons for increased divisions was found to be upregulation of cyclin E
expression. These data suggest a synergistic function of RNAi pathway and RB pathway
in the control of cell cycle, although miRNAs were not directly implicated. Similarly, the
analysis of germ-line stem cells (GSCs) in D. melanogaster showed that loss of DCR-1,
the Drosophila Dicer required for miRNA processing, triggered a delay in G1- to S-phase
transition (Hatfield et al. 2005). This delay was found to be specific for stem cells. Also
here the phenotype was accompanied by increased cyclin E expression that interestingly
depended on upregulation of cyclin-dependent kinase inhibitor Dacapo (Dap, homolog of
mammalian cyclin-dependent kinase inhibitors CDKNIA/CDKNI1B or p21/p27). The
role of miRNAs in cell cycle control is not a specialty of invertebrates. Loss of Dicer and
miRNAs in both mouse ESCs as well as mouse chondrocytes leads to drastically
decreased growth rate (Kanellopoulou et al. 2005; Murchison et al. 2005; Kobayashi et al.
2008). Very similar proliferation defect was observed also in mouse ESCs lacking
DGCRS, arguing that this defect is due to loss of Drosha and Dicer generated miRNAs
(Wang et al. 2007). Consistent with these observations, inducible human HEK293 Dicer-
and AGO2-KD cells lines show significantly decreased growth rate upon loss of Dicer or
AGO2 (Schmitter et al., unpublished results). Reduced cell division is also true for
chicken-human DT40 hybrid cells that have been depleted for Dicer (Fukagawa et al.
2004). These cells accumulate in the G2/M-phase of the cell cycle but in this case the
growth defect was suggested to be due to premature sister chromatid separation in mitosis,
possibly caused by improper heterochromatin formation.

Since loss of miRNAs seems to cause decreased proliferation in so many different
cell types and species, it is tempting to speculate that there are miRNAs that can inhibit
some conserved pathways responsible for stalling the cell cycle progression. Indeed, such
miRNAs have been described. One of the first miRNAs to have a function described to
was bantam miRNA of D. melanogaster. bantam null mutants are lethal and Brennecke

et al. showed that bantam was necessary for growth of imaginal discs through regulation
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of cell proliferation (Brennecke et al. 2003). Consistently, cells overexpressing bantam
show a strong increase in growth rate (Thompson and Cohen 2006). In addition, bantam
has also some anti-apoptotic activity. The above discussed growth defect involving Dap
(CDKN1A/CDKN1B homolog) overexpression upon loss of miRNAs in D. melanogaster
has been further dissected in human cells. Several groups have shown that two miRNAs
with the same seed sequence, miR-221 and miR-222, are able to induce proliferation of
human cancer cells by repressing the translation of human CDKN1B (Galardi et al. 2007;
Gillies and Lorimer 2007; le Sage et al. 2007). The repression happens through two miR-
221/222 binding sites in the 3’ UTR of the Cdknlb mRNA and removal of miR-221 and
miR-222 or points mutations in their binding sites were sufficient to reduce the growth
rate of the cells. Another similar case of miRNA-mediated proliferation control comes
from investigation of role of miR-21 in cancer cells in vivo and in vitro (Si et al. 2007).
miR-21 was found to be necessary for fast proliferation and inhibition of miR-21 using
antagomirs led to slower growth rate. The observation was reproduced by many groups
and several targets mediating the activity of miR-21 have been identified (Frankel et al.
2008). One of the best studied miRNA clusters with a role in cell cycle control in
mammals is that of miR-17-92. miR-17-92 is overexpressed in many rapidly dividing
cancers and its overexpression has been shown to induce faster proliferation also in other
cells (Hayashita et al. 2005; He et al. 2005; Lu et al. 2007). In fact, miR-17-92 is also
called Oncomir-1. Expression of miR-17-92 is regulated by c-Myc, a transcription factor
equally upregulated in many human cancers (O'Donnell et al. 2005). It gives rise to 6
mature miRNAs and has two paralogs, miR-106a-363 cluster and miR-106b-25 cluster,
which transcribe additional 9 mature miRNAs. miR-17-92 and miR-106b-25 are
expressed fairly ubiquitously with highest expression in embryos and ESCs while tissues
expressing miR-106a-363 are unknown (Ventura et al. 2008). Experiments with mice
lacking these miRNAs suggest that they play important roles in many biological
processes in a redundant manner (Ventura et al. 2008). The mature miRNAs from these
clusters can be divided into four miRNA families based on their seed sequence. Most
functional data on these miRNAs deals with the six miRNAs forming the miRNA family
that shares a common seed sequence AAAGUGC, namely miR-17, miR-20a, miR-20b,
miR-106a, miR-106b, and miR-93. Recent reports have identified some targets for these
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miRNAs and elucidated the mechanisms that allow them to accelerate the cell cycle.
miR-17 and miR-20a can silence mRNAs encoding transcription factors E2F1, E2F2 and
E2F3 (O'Donnell et al. 2005; Sylvestre et al. 2007). All of these transcription factors were
found to regulate the expression of miR-17-92, creating a self-regulatory loop. In addition,
the members of this miRNA family were discovered to control the translation of mRNAs
encoding for RBL2 (or p130) in different tissues (Lu et al. 2007; Wang et al. 2008). This
is interesting since RBL2 is a transcriptional repressor that represses expression of E2F
target genes by binding to some E2F proteins at the target gene promoters during G1-
phase of the cell cycle and, in this way, regulates the decision between cell cycling and
cell cycle exit (Litovchick et al. 2007). Finally, miR-106b was lately found to inhibit
translation of CDKNI1A, a cyclin-dependent kinase inhibitor related to CDKN1B and D.
melanogaster Dap and an upstream regulator of RB pathway (Ivanovska et al. 2008). In
addition to proliferation control, the AAAGUGC-seeded miRNAs are known to have
anti-apoptotic activity and this activity is at least in part mediated through inhibition of
proapoptotic factor BIM (Matsubara et al. 2007; Ventura et al. 2008). Some human
miRNAs have also been implicated as oncogenes in testicular germ cell tumors
(Voorhoeve et al. 2006). Both human miR-372 and miR-373 can induce proliferation and
tumorigenesis of primary human cells. Remarkably, these miRNAs have the same core
hexamer (AAGUGC) in their seed sequence as miR-17 and the related miRNAs
discussed above, suggesting further redundancy.

As we have seen, many miRNAs can increase cell proliferation and act as
oncogenes, and the net outcome of total loss of miRNAs appears to be slower growth rate.
But there are also some miRNAs that can do the opposite i.e. inhibit cell cycle
progression and in this way function as tumor suppressors rather than oncogenes. One of
the first miRNAs to be identified as a potential growth repressor was also one of the first
known miRNAs: let-7 and miR-84, a member of let-7 miRNA family, were shown to
regulate protein levels of RAS, a kinase signaling protein and a known oncogene, both in
C. elegans and in humans (Johnson et al. 2005). RAS and let-7 showed inverse
expression patterns in lung cancer cells, and consistently, increased expression of let-7
was sufficient to decrease proliferation of these cells. Lee et al. were able to reproduce

the effect on lung cancer proliferation and proposed HMGA?2 as another oncogene that is
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a primary target of let-7 and could contribute to the phenotype (Lee and Dutta 2007).
Further follow-up of the original discovery of RAS regulation in lung cancer showed that
also proliferation of human liver cancer cells could be reduced by let-7 expression and
that any of the let-7 family members could trigger this reduction (Johnson et al. 2007).
The growth defect was suggested to be mediated by delaying G1- to S-phase transtition.
This work was accompanied by microarray analysis to identify transcripts targeted by let-
7 in both types of cancer cells and found a number of cell cycle regulators to be inhibited
by let-7. These included for example cyclin-dependent kinase 6 and cyclin D. Although
well studied, let-7 is not the only miRNA to restrain cell cycle progression. Linsley et al.
screened 24 miRNAs for transcriptomic changes induced by their overexpression
(Linsley et al. 2007). They found that miRNAs sharing similar seed sequences were
causing similar transcriptomic changes. For one miRNA family (formed by miR-15,
miR-16 and miR-103) a significant enrichment for cell cycle regulating genes was found
among the downregulated transcripts. miR-16 was confirmed to be able to cause
accumulation of cells to G0/Gl-phase of the cell cycle and this phenotype could be
reversed by using anti-miR-16 oligonucleotides. Several primary miR-16 targets were
tested by siRNA induced KDs and were found to be able to partially phenocopy miR-16
overexpression. But it is likely that the strong effect of miR-16 on cell cycle comes, as
often with miRNAs, from synergistic effect of inhibiting several different targets.

In some cases miRNAs have been described as an important part of signaling
cascades. TP53 (Tumor protein p53) is a DNA-binding transcription factor that responds
to various cellular stress conditions such as DNA damage by activation of numerous
target genes that can, for example, induce apoptosis and stall cell cycle progression.
Several laboratories have reported miRNAs of the miRNA family of miR-34 to be
conserved target genes of TP53 (Bommer et al. 2007; Chang et al. 2007; He et al. 2007;
Raver-Shapira et al. 2007). There are two primary transcripts giving rise to miR-34
miRNAs, one for miR-34a and one for miR-34b and miR-34c. TP53 was shown to bind
to conserved binding sites in the promoters of both of these miRNA genes and upregulate
their transcription. Increased expression of miR-34 miRNAs was leading to altered
expression of various genes functionally related to TP53 target genes (cell cycle,

apoptosis, DNA repair etc.). Importantly, blocking of miR-34a function by anti-miR-34a
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was sufficient to significantly reduce apoptotic response to TP53 activation, arguing that
miR-34a mediates a major fraction of TP53 signaling and, together with miR-34b-c, is an
important tumor suppressor.

As apparent from aforementioned instances, many of the examples for miRNA
controlled proliferation come from study of cancer cells. This is reasonable since it is
cancer where the miRNAs are often misregulated, making pinpointing of their role in cell
cycle much easier. In fact, miRNA expression analysis has become increasingly useful
diagnostic tool for classification of tumours (Rosenfeld et al. 2008). And the
misexpression of miRNAs is often a major contributer to the abnormal behaviour of a
cancerous cell: miRNA genes are repeatedly located at fragile genomic sites that undergo
amplifications or deletions in different cancers (Calin et al. 2004). For example, miR-21
and miR-17-92 cluster are amplified in neuroblastoma and follicular lymphoma,
respectively, while many let-7 family members, miR-34a and miR15a/miR-16 cluster
have been deleted in diverse cancers. The significance of miRNA-mediated regulation for
cancer simply highlights the importance of miRNAs in control of endogenous processes,
coordinating the balance between proliferation and differentiation, and allowing normal

development of an organism.

2.3.2 miRNAs in development and differentiation
The development from one totipotent cell to a functioning, multicellular organism

requires numerous coordinated cell divisions that are followed by differentiation from
one cell type to another. At molecular level the difference between the various cell types
is determined by the transcriptome and the proteome expressed by the cells. And any
failure in accomplishing this specific expression profile can challenge the normal
development. It has now become clear that miRNAs are needed to adjust these expression
profiles and to support the transcriptional regulation in a range of developmental
processes in all studied animal species. Below 1 will discuss a few examples where
miRNAs are known to contribute to regulation of development

Clear evidence for the importance of miRNAs for development comes from
animals lacking the protein components indispensable for miRNA biogenesis. Screens for
RNAi-resistant mutants in C. elegans demonstrated that deletion of dcr-1 or the

Argonaute genes alg-1 and alg-2 leads to several defects in larval development including
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a classical loss of let-7 phenotype, burst vulva. (Grishok et al. 2001; Ketting et al. 2001;
Knight and Bass 2001). In D. melanogaster, AGO1 and AGO2 are known to have
overlapping functions and double, but not single, mutations of agol and ago2 as well as
of agol and dcr-1 lead to segmentation defects in the embryo (Meyer et al. 2006). For
zebrafish the loss of Dicer is leading to a growth arrest one week after fertilization and by
two weeks most fish die (Wienholds et al. 2003). The relatively long survival time was
shown to be due to presence of maternal Dicer in the embryos and later Giraldez et al.
created zebrafish depleted of both maternal and zygotic Dicer (Giraldez et al. 2005). Also
in these fully Dicer-deficient fish many parts of the early development were unaffected
but processes like gastrulation and heart and brain development were strongly perturbed.
Interestingly, another family of miRNAs with an AAGUGC-sequence in their seed region,
the miR-430 family of zebrafish, was found to be able to rescue large part of the brain
development defect. In mouse the loss of Dicer or loss of Ago2 are embryonic lethal but
the details of the phenotype vary between reports (Bernstein et al. 2003; Liu et al. 2004;
Yang et al. 2005; Morita et al. 2007). Bernstein et al. reported that Dicer knock-out mice
show morphological abnormalities by embryonic day 7.5, die already before embryonic
day 8.5 and the embryos do not have stem cells. Yang et al. created Dicer knock-out mice
that survived somewhat longer until embryonic day 12.5 and the death was accompanied
by impaired blood vessel formation. Similarly to Dicer-depleted mice of Bernstein et al.,
Ago2-deficient mice produced by Morita et al. are dying by embryonic day 7.5 but many
developmental markers absent in Dicer knock-outs were present after the loss of Ago2.
Again the phenotype of another Ago2 knock-out was less severe and embryos survived 3
days longer (Liu et al. 2004). It is curious that depletion of AGO2 is embryonic lethal
although at least AGO1 and AGO3 are expressed in embryos and should be able to
compensate for AGO2. It is possible that AGO2 is normally expressed at very high levels
and other AGOs can not match this expression level. Another possibility is that, since
AGO2 is the only mammalian Argonaute able to cleave its target mRNA, some
developmental processes require this cleavage activity for example to degrade targets of
endo-siRNAs (Liu et al. 2004).

miRNAs are also important for proper germ cell development and meiosis. As

mentioned above, dcr-1 null C. elegans are sterile, and their oocytes are abnormal and
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divide (Ketting et al. 2001). The fertility of these worms can be restored by expression of
transgenic dcr-1. In D. melanogaster, Loquacious, a dsRNA-binding partner of Dicer
required for pre-miRNA processing, was shown to be necessary for oogenesis and
fertility (Forstemann et al. 2005). The mutant flies had small ovaries and appeared to be
unable to maintain GSCs. This is reminiscent of the results of Hatfield et al. that were
discussed above and suggested a role for miRNAs in proliferation control of GSCs
(Hatfield et al. 2005). Indeed, analysis GSCs in agol mutant flies further confirmed that
miRNAs are needed for division and self-renewal, rather than survival of GSCs in D.
melanogaster (Yang et al. 2007). In mice the miRNAs with AAGUGC-seed sequence are
highly expressed in primordial germ cells and conditional deletion of Dicer from these
cells, similarly to D. melanogaster, causes defective proliferation and leads to an early
arrest in spermatogenesis (Hayashi et al. 2008). Interestingly, conditional knock-out of
Ago2 does not show a similar defect. Furthermore, conditional Dicer knock-out oocytes
have been described (Murchison et al. 2007; Tang et al. 2007). They arrest in meiosis due
to spindle formation defects that prevent normal chromosome segregation. It is unclear
whether this defect is a result of loss of miRNAs or some other function of Dicer. Tang et
al. observed similar fault in Dicer knock-out oocytes’ spindle formation and additionally
reported that maternal miRNAs of the oocyte are present in the zygote still after
fertilization, suggesting that they have a role in the first moments of the embryonic
development (Tang et al. 2007). Indeed, mice lacking maternal miRNAs are infertile and
unable to proceed through the first cell divisions.

Another conserved function for miRNAs in early embryonic development has
been described in D. melanogaster and zebrafish. When zygotic transcription takes place
soon after fertilization, many of the maternally contributed mRNAs get degraded fairly
rapidly in order to make way for establishment of a new transcriptional profile. Giraldez
et al. demonstrated that miR-430, a miRNA family expressed at high levels in zebrafish
development after the onset of zygotic transcription, is needed for degradation of many of
the maternal mRNAs (Giraldez et al. 2006). Similarly, miRNAs of miR-309 cluster, also
expressed after the onset of zygotic transcription, are necessary for maternal mRNA

degradation in D. melanogaster (Bushati et al. 2008). Interestingly, miRNAs of the miR-
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309 cluster of D. melanogaster are not related to the miR-430 family of zebrafish in their
sequence.

One of the extensively studied processes of cell differentiation and lineage
commitment in mammals is that of hematopoiesis where hematopoietic stem cells give
rise to a variety of progenitor cells that further differentiate to mature blood cells.
Hematopoiesis also serves as a valuable model system for studying miRNAs in
differentiation. Hematopoietic cells express more than one hundred different miRNAs,
five of which are fairly specific for the hematopoietic cells (Chen et al. 2004; Landgraf et
al. 2007; Neilson et al. 2007). These are miR-142, -144, -150, -155 and -223. In addition,
miR-181 is expressed at very high levels in these cells. Detailed analysis of miRNA
expression during T-lymphocyte development shows that expression of most of these as
well as many other miRNAs, such as members of miR-17-92 cluster, varies between
differentiation stages (Neilson et al. 2007). A change in expression of certain miRNAs
like miR-181 was accompanied by altered levels of mRNAs that have their 3> UTRs
enriched for sequences complementary to the seed sequence of the respective miRNA.
Targets of miR-181 included for example the mRNA for T-cell receptor-a. miR-181 has
arole in lineage selection as overexpression of miR-181 in hematopoietic progenitors can
increase the number of cells differentiating to B-lymphocyte lineage (Chen et al. 2004).
In contrast, overexpression of miR-142 or miR-223 can lead to an increase in cells that
differentiate to T-lymphocytes. Similarly, overexpression of miR-150 in hematopoietic
stem cells can block the differentiation of B-lymphocytes without affecting development
of other lineages (Zhou et al. 2007). The importance of miRNAs for T-cell differentiation
has been substantiated by conditional deletion of Dicer at different stages of T-
lymphocyte development (Cobb et al. 2005; Muljo et al. 2005; Neilson et al. 2007). The
loss of Dicer and the subsequent loss of miRNAs affect different aspects of T-cell
biology and cause a decrease in the number of differentiated T-cells, at least in part,
through an increase in apoptosis.

Several miRNAs might contribute to the apoptosis control in lymphocytes. miR-
181 was shown to inhibit pro-apoptotic protein B-cell CLL/lymphoma 2 (BCL2).
Another pro-apoptotic protein, BCL2-like 11 or BCL2-interacting protein (BIM), is
repressed by members of miR-17-92 cluster (Ventura et al. 2008). Consistently, deletion
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of miR-17-92 cluster from hematopoietic cells leads to significant reduction in the
number of B-cells and increased apoptosis of early B-cell progenitors. The necessity of
miRNAs for B-lymphocyte development is further supported by the effects of Ago2
deletion in bone marrow progenitor cells, which impairs differentiation beyond pro-B cell
stage (O'Carroll et al. 2007). In addition, Ago2-deficient bone marrow cells are unable to
produce functional red blood cells implying that miRNAs are essential also for
erythropoiesis. Remarkably, the slicing activity of AGO2 is not vital for the
abovementioned processes.

Another developmental process where miRNAs, and especially the miR-17-92
cluster, have a fundamental function is lung development. Mice with conditional deletion
of Dicer in their lungs show defects in lung branching and increased cell death in lung
epithelium (Harris et al. 2006). Overexpression of miR-17-92 cluster in lung epithelium
increases the proliferation of the epithelial progenitor cells and inhibits their
differentiation (Lu et al. 2007). Consistently, the mice lacking miR-17-92 cluster die
immediately after birth, largely due to underdeveloped lungs (Ventura et al. 2008). It
remains to be seen whether also other miRNAs, in addition to miR-17-92 cluster,
contribute to the lung development.

In order to find out whether miRNAs regulate morphogenesis or patterning of
vertebrate limbs, Harfe et al. created a conditional deletion of Dicer in mouse limb
mesoderm (Harfe et al. 2005). The limbs of the knock-out mice showed impaired
morphogenesis and were smaller than those of the control mice. The morphogenesis
defect was accompanied by increased cell death. Interestingly, the differentiation of the
limb cells was not affected as all normal limb cell types could be found in the Dicer
knock-out mice. A specific role for miRNAs in limb development has been described by
Hornstein and collegues (Hornstein et al. 2005). Expression of the signaling gene Shh
(Sonic hedgehog) is an important determinant of anterior-posterior polarity of fore- and
hindlimbs in mice. The forelimb-specific induction of Shh is mediated by Hox protein
HOXB8 (Homeobox B8). Hornstein et al. demonstrated that the inhibition of Shh
induction in hindlimbs is due to specific expression of miR-196, which in turn can
regulate HOXBS levels by mediating cleavage of its mRNA (Yekta et al. 2004; Hornstein
et al. 2005).
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In addition to the aforementioned examples, miRNAs are now known to be
important for many other developmental processes such as skin morphogenesis, hair
follicle formation and development of heart and muscle in mice (Zhao et al. 2005; Andl
et al. 2006; Yi et al. 2008). And without a doubt a plethora of additional functions for
miRNAs will be discovered in the coming years. miRNAs seem to contribute to
development by regulating the balance between proliferation and differentiation, by
suppressing cell death and by serving as switches for lineage selection. Also they are
needed for maintaining the potential of stem cells and progenitors to differentiate into a
variety of cell types. In fact, one of the key questions for understanding developmental
processes is to determine how this pluripotency (of stem cells) or multipotency (of

progenitors) is maintained and how it is lost in a controlled manner during differentiation.

2.4 Epigenetics of embryonic stem cells and their differentiation
ESCs are derived from the inner cell mass of blastocysts and are capable of

differentiating into any type of cell or tissue of an organism i.e. they are pluripotent
(Figure 2) (reviewed in (Smith 2001). They can be maintained in culture in their
undifferentiated state for prolonged periods under appropriate culturing conditions, either
in the presence of so called feeder cells or in the presence of a cytokine produced by
these cells called leukemia inhibitor factor (LIF). LIF acts via gp130 receptor to induce
JAK/STAT (Janus kinase/Signal transducer and transcription activator) signaling cascade
that enforces the ESCs into continuous self-renewal. Upon removal of LIF the cells will
continue to proliferate but begin to differentiate. This differentiation can be directed into
a desired cell type by addition of further factors like retinoic acid (RA). Understanding
the molecular basis of pluripotency and differentiation is of great interest. Research of
recent years has started to recognize that ESCs are epigenetically very unique and the

correct epigenetic regulation could be underlying the “stemness” of ESCs.

2.4.1 Transcriptional core circuitry of ESCs
In addition to the external signaling initiated by LIF, intrinsic regulation of self-renewal

also takes place. Several transcription factors have been discovered to contribute or to be
essential for pluripotency and self-renewal of ESCs. The best characterized of these

factors is OCT-4. Deletion of Oct-4 prohibits the development of pluripotent stem cells in
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Figure 2. ESCs are pluripotent cells isolated from blastocyst stage embryo.

After 3.5 days of mouse development or 5 days of human development, the fertilized oocyte or zygote has
developed into a blastocyst. The cells in the inner cell mass (ICM) of the blastocyst are considered
pluripotent as they have the potential to give rise to all three primary germ layers: ectoderm, mesoderm and
endoderm. These in turn develop into the tissues and organs of the body. ESCs are isolated from the ICM
and can be cultured indefinitely in vitro or differentiated into variety of cell types by using correct culturing

condition. Modified from (Guasch and Fuchs 2005).

mouse blastocyst and KD of OCT-4 in mouse or human ESCs leads to their
differentiation (Nichols et al. 1998; Hay et al. 2004). The exact level of OCT-4
expression 1is critical since already a mild overexpression of OCT-4 can induce
differentiation towards endoderm and mesoderm (Niwa et al. 2000). Similarly, depletion
of another transcription factor, NANOG (“Tir Na Nog” or “land of the ever young” in
Celtic mythology), induces ESC differentiation (Chambers et al. 2003; Mitsui et al. 2003).
The strength of the intrinsic self-renewal pathway is reflected by the fact that
overexpression of NANOG is sufficient to maintain ESC self-renewal in the absence of
LIF induced external signals. Due to their specific expression in pluripotent cells,

transcription factors like OCT-4 and NANOG are often used as markers for pluripotency
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of ESCs. OCT-4 and NANOG can both repress and activate their target genes which they
regulate through binding to the DNA at the target gene promoters. The decision between
activation and repression depends on the interacting transcription factors at the promoter.
One of the interacting partners of OCT-4 is SOX-2 (SRY box-2) that heterodimerizes
with OCT-4 to regulate common target genes (Yuan et al. 1995).

In order to understand the means by which OCT-4, NANOG and SOX-2 can
confer pluripotency and to identify their target genes, Boyer et al. performed chromatin
immunoprecipitation of these factors coupled to microarray analysis (ChIP-chip) of
thousands of promoters in human ESCs (Boyer et al. 2005). Each factor was found to be
associated with hundreds of promoters of both active and inactive genes. Interestingly,
over 90 % of promoters occupied by OCT-4 and SOX-2 were also occupied by NANOG.
Many active genes among the targets were previously associated with pluripotent state
while the inactive targets included many genes driving developmental processes. OCT-4,
NANOG and SOX2 were suggested to form a core transcriptional network that can drive
self-renewal of ESCs and inhibit their differentiation. Also, the three transcription factors
were all shown to regulate their own expression, forming an autoregulatory circuit that
can enforce the pluripotent status as well as to allow its rapid silencing.

Although critical for stemness of ESCs, OCT-4, NANOG and SOX-2 are not the
only important regulators and many other transcription factors have been implicated. For
example, Kriippel-like factors KLF-2, KLF-4 and KLF-5 were recently shown to be
essential for maintenance of pluripotent status (Jiang et al. 2008). Depletion of all three
factors induces differentiation and misregulation of Nanog expression. In addition, many
targets of KLFs are also targeted by NANOG. The reason that KLFs were not previously
found to be critical for ESC maintenance is mainly due to the fact they are redundant and
a loss of a single factor is not sufficient to induce a phenotype.

The most promising application of the knowledge concerning the transcriptional
circuitry governing ESC pluripotency is the reprogramming of differentiated cells back to
the pluripotent status. The first successful reprogramming by using simple expression of
critical transcription factors was performed by Takahashi and Yamanaka who
reprogrammd mouse fibroblasts to pluripotent cells by ectopically expressing Klf-4, Oct-

4, Sox-2, and c-Myc (Takahashi and Yamanaka 2006). Also other combinations of
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transgenes (such as OCT-4, SOX-2, NANOG and LIN28) have been able to reprogram
human somatic cells into pluripotent cells (Yu et al. 2007). This further underlines the
importance of these few regulators for ESC self-renewal.

The proper silencing of the self-renewal promoting transcriptional network and its
components such as Oct-4 and Nanog is one of the key steps in successful differentiation.
It is initiated by activation of transcriptional repressors, such as GCNF (Germ cell nuclear
factor), that target Oct-4, Nanog, and other genes (Gu et al. 2005). This leads to complete
silencing of the targeted genes by formation of condensed chromatin structure as well as
methylation of the promoter DNA. In the chapters 2.4.2 and 2.4.3 I will shortly discuss
the details of these processes in ESCs before discussing the roles of miRNAs in ESCs in
chapter 2.4.4.

2.4.2 Histone modifications in ESCs
Nuclear eukaryotic DNA is packaged and wrapped around protein structures called

nucleosomes that are formed by an equimolar octamer of four histone proteins: histones
H2A, H2B, H3 and H4. The level of packaging of DNA into this chromatin structure is
known to be affected by post-translational covalent modifications of these histones.
Addition and removal of histone modifications are catalyzed by a number of enzymes
specific for a given modification and position. By modulating the packaging of DNA, the
histone modifications can affect the accessibility of DNA for replication, transcription
and DNA repair. In addition to altering the accessibility of DNA through changes in the
interaction between DNA and the nucleosome, histone modifications can serve as binding
sites for many regulatory proteins, such as transcriptional activators and repressors.
Different combinations of histone modifications have been suggested to form a so called
histone code, which can be interpreted by different histone-interacting proteins, leading
to a correct output, e.g. decreased transcription (Jenuwein and Allis 2001). For example,
trimethylation of histone H3 at lysine 9 of its N-terminal tail (H3K9me3) by histone
methyltransferase (HMT) SUV39H1 (Suppressor of variegation 3-9 homolog 1) can
serve as a binding site for HP1 (Heterochromatin protein-1). HP1 can recruit further
SUV39H1 proteins to induce the same modification in the surrounding nucleosomes,
allowing additional HP1 proteins to bind. These HP1 proteins can then dimerize in order

to form silenced and condensed heterochromatin. Many different histone modifications
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have been identified, including methylation, acetylation, phosphorylation, and
ubiquitination (Turner 2002; Kouzarides 2007). And each modification can take place at
many different positions of each histone. Most modifications take place at the N-terminal
tails of H3 and H4 but also H2AB has several sites for covalent modifications. Generally,
acetylation of a histone is associated with accessible and open euchromatin that is
transcriptionally active while methylation of many lysine residues is linked to both
transcriptional activity as well as to inaccessible and condensed heterochromatin that is
transcriptionally silent (also depending on whether mono-, di-, or trimethylation is taking
place). As notable modifications related to transcriptional activity, di-, and trimethylation
of H3K4 and H3K79, and of H3K36 are known to occur at the transcription start sites
(TSS) and at the body of highly transcribed genes, respectively (Shilatifard 2008; Steger
et al. 2008). Similarly, methylation of arginine residues has been implicated with
transcriptional activity (Bauer et al. 2002).

Chromatin in ESCs is different from that in somatic and differentiated cells. In
ESCs heterochromatin is localized only in few large domains and is less condensed than
in differentiated cells (Kobayakawa et al. 2007). Differentiation leads to an increase in
smaller, highly condensed foci that vary from one cell type to another. This increase in
heterochromatin condensation can also be observed by ChIP analysis of specific
repressive histone modifications. RA-induced differentiation of mouse ESCs is
accompanied by a notable change in the modifications of histones at various repetitive
regions (Martens et al. 2005). While the undifferentiated cells do not carry any
methylation of H3K9, H3K27 or H4K20 at their transposons, satellite repeats, or
ribosomal DNA, methylation of all these residues accumulates soon after the beginning
of differentiation (with exception of methylation of H3K9 at satellite repeats where it is
constantly present). Although ESCs are lacking most repressive histone modifications,
they are very abundant in the markers of open chromatin structure such as acetylation of
H4 and H3K9 as well as methylation of H3K4 (Azuara et al. 2006). Also, the number of
late-replicating genes is lower in ESCs than in lineage-committed cells. This is consistent
with the open chromatin structure of ESCs since late-replication timing is usually
associated with condensed, more difficully accessible chromatin (Schubeler et al. 2002).

It has been suggested that the ESC genome is in a permissive default state from where it

28



can differentiate into any given cell type through selective silencing of different parts of
the genome (see for example (Niwa 2007)). The evidence for accessible chromatin
structure of ESCs has been further substantiated by Efroni et al. (Efroni et al. 2008). They
compared ESCs and neuronal precursor cells (NPCs) using several approaches and could
confirm the more relaxed chromatin organization and higher levels of transcription
associated histone modifications in ESCs. Intruigingly, the open chromatin structure was
also accompanied by significantly higher global transcription levels, including
transcription of genomic regions not usually expressed. The transcriptional hyperactivity
was also coupled with higher expression of general transcription factors.

Is the lack of repressive histone modifications essential for pluripotency and self-
renewal of ESC? Recent reports suggest this indeed could be the case. Loh and collegues
demonstrated that OCT-4 controls the expression of two histone demethylases, JIMJD1A
and JMJD2C (Jumonji-containing proteins), and allows their high expression on mouse
ESCs (Loh et al. 2007). JMJDIA and JMJD2C catalyze the removal of di- and
trimethylation of H3K9 at promoters of many ESC specific genes, respectively. Thus,
these enzymes are contributing to the active chromatin structure of ESCs. Importantly,
KD of JMJDIA and JMJD2C induces differentiation and loss of ESC pluripotency
through misregulation of expression of transcription factors such as NANOG.

Methylation of H3K4 is found at the promoters of almost all active genes (Kim et
al. 2005) Interestingly, many lineage specific genes and developmental transcription
factors are not expressed in ESCs at any significant levels despite having high levels of
H3K4 methylation at their promoter regions. Their expression is repressed by the
presence of another histone modification, methylation of H3K27 (Azuara et al. 2006;
Bernstein et al. 2006). These promoters are considered to have a so called bivalent state
and are silent in ESCs but have the potential to become active in response to correct
development cues. The methylation of H3K27 is catalyzed by a multiprotein complex
called Polycomb group repressive complex 2 (PRC2) (Cao et al. 2002; Muller et al. 2002;
Kirmizis et al. 2004). In D. melanogaster PRC2 identifies its target genes through
binding to a Polycomb response element (PRE) at the DNA adjacent to the target gene
but how PRC2 selects its targets in mammals it is still not fully understood. The

trimethylated H3K27 (H3K27me3) in turn serves as a binding site for another complex
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named Polycomb group repressive complex 1 (PRC1) that induces repression of the
target gene through compaction of chromatin that blocks the access for chromatin
remodeling complexes (Shao et al. 2000; Francis et al. 2004).

Upon differentiation of ESCs many lineage-specific genes loose their H3K27
methylation, gain H3K4 methylation, increase their RNA Pol II occupancy and become
transcriptionally active (Boyer et al. 2006). Simultaneously, most pluripotency genes
such as Oct-4 or Nanog are epigenetically targeted for silencing that is accompanied by
loss of H3K4 methylation and loss of RNA Pol II occupancy as well as increase in
methylation of histone H3 at positions H3K9 and H3K27 (Mikkelsen et al. 2007; Pan et
al. 2007; Mohn et al. 2008). One of the better studied examples is silencing of Oct-4
during differentiation of ESCs. In undifferentiated ESCs Oct-4 promoter, like much of
the ESC genome, is marked for high transcriptional activity by histone modifications like
acetylation of H3 and H4 as well as methylation of H3K4 (Hattori et al. 2004; Feldman et
al. 2006). Within few days of differentiation these modification are completely lost at the
promoter and are replaced by high levels of methylation of H3K9 and H3K27 (Feldman
et al. 2006; Pan et al. 2007; Mohn et al. 2008). Following methylation of H3K9 by two
days of RA-induced differentiation, HP1 is recruited to the promoter to facilitate
condensation of the chromatin. While at many other loci like centromeric satellite regions
H3K9 methylation is catalyzed by SUV39HI, at Oct-4 promoter H3K9 methylation is
catalyzed by another HMT called G9a. Although the more condensed chromatin structure
created by these local changes in histone modifications can largely repress Oct-4
expression they are not sufficient to maintain it. Subsequent methylation of DNA at the
Oct-4 promoter by de novo DNA methyltransferases is needed for irreversible silencing

of the gene.
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2.4.3 DNA methylation in ESCs
Around 5 % of mammalian cytosines are methylated at CpG-dinucleotides. DNA

methylation is usually considered to be associated with silent chromatin structure and is
thought to mediate repression either via blocking of transcription factor binding or
recruitment of proteins carrying methylated DNA binding (MDB) domains (Watt and
Molloy 1988; Nan et al. 1997; Hendrich and Bird 1998).

DNA methylation is established by enzymes called DNA methyltransferases
(DNMTs). Five DNMTs have been identified in mammals. These are DNMT1, DNMT?2,
DNMT3A, DNMT3B and DNMT3L. Lately it has been shown that DNMT?2 is in fact
methylating RNA, not DNA, in vivo (Jurkowski et al. 2008). The remaining four DNMTs
can be divided into two functional classes. DNMTT localizes at the DNA replication foci
and is necessary for copying the methylation patterns during DNA replication from the
old DNA strand into the new DNA strand (Leonhardt et al. 1992). Thus, DNMT]1 is
maintaining the DNA methylation through cell divisions. Dnmtl knock-out mice are
embryonic lethal but the ESCs are viable and, although reduced in DNA methylation, still
exhibit some DNA methylation (Li et al. 1992). This is because the DNMT3 enzymes
also possess some maintenance activity and co-operate with DNMT1 to achieve an
efficient maintanance of DNA methylation (Liang et al. 2002; Chen et al. 2003). On the
contrary, DNMT1 is unable to induce new DNA methylation de novo. Instead, de novo
DNA methylation of previously unmethylated CpGs is established by DNMT3 enzymes
(Okano et al. 1999). Function of DNMT3A and DNMT3B is necessary for normal
development as well as for differentiation of ESCs (Okano et al. 1999; Li et al. 2007).
Unlike 3A and 3B, DNMT3L does not have a catalytic domain and is dispensible for
normal development with the exception of germline development. Instead DNMT3L is
known to enhance the activity of 3A and 3B and interacts with them to form a functional
complex in ESCs (Chedin et al. 2002; Li et al. 2007; Ooi et al. 2007). DNMT3L can
recognize nucleosomes with unmethylated H3K4 and recruit the other DNMT3 enzymes
to exercise their catalytic activity. Both DNMT3A and DNMT3B are mutually
stimulative and needed for robust DNA methylation of target gene promoters (Li et al.

2007).
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Consistently with its function, Dnmtl is expressed in all proliferating cells,
especially in rapidly dividing cells of embryos and in ESCs. Similarly, Dnmt3b (more
specifically the splicing variants 3bl and 3b6) and Dnmt3L have highest expression
levels in undifferentiated ESCs and during the early phases of differentiation. Dnmt3a
has two major transcriptional variants: Dnmt3al is expressed ubiquitously at low levels
while Dnmt3a2 has similar expression pattern to Dnmt3L with specific expression at high
levels in ESCs and germ cells (Chen et al. 2002; Su et al. 2002). Upon differentiation of
ESCs Dnmt3a2/3b/3L are initially upregulated, which is later followed by strong
downregulation of all three enzymes. At least Dnmtl and Dnmt3b are also fluctuating
during cell cycle with their expression peaking during the S-phase (Robertson et al. 2000).

Most DNA methylation in primary cells is taking place outside of regulatory
DNA regions at intergenic DNA and repetitive sequences (Weber et al. 2005). At these
regions, DNA methylation is needed, for example, for repression of retrotransposon
expression and maintenance of genomic integrity (Walsh et al. 1998; Karpf and Matsui
2005). Still, DNA methylation can also take place at regulatory DNA elements like
promoters. Level of promoter methylation and its functional impact seems to depend on
the CpG density of the promoter (Weber et al. 2007). Most mammalian genes have dense
CpG islands in their promoters that appear to avoid DNA methylation. The few CpG
islands that are methylated are usually transcriptionally inactive. In contrast, the
promoters with only a few CpG-dinucleotides are often methylated but this methylation
does not correlate with expression. Importantly, some promoters contain an intermediate
number of CpGs. Usually these promoters carry methylated DNA and this methylation is
mostly associated with low levels of expression. Especially germ-line specific genes
appear to be silenced via DNA methylation.

In ESCs, only a small number of promoters is methylated in the undifferentiated
state (Mohn et al. 2008). But upon differentiation into neuronal precursors more than 300
promoters gain de novo DNA methylation which is accompanied by transcriptional
silencing of the respective genes. The promoters gaining DNA methylation are highly
enriched for genes like Oct-4 and Nanog that are required for pluripotency. As mentioned
before, DNA methylation seems to be required rather for maintenance of transcriptional

silencing. For example, silencing of Oct-4 upon differentiation can be reversed in
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Dnmt3a/3b double knock-out ESCs by returning the cells to pluripotent culturing
conditions (Feldman et al. 2006). Further experiments have shown that silencing of Oct-4
in ESCs lacking DNMT3 enzymes is incomplete and can become reversed even when the
cells are kept in the differentiation inducing conditions (Li et al. 2007). Another target
gene, Nanog, is known to behave in the same manner. Similarly, silencing and
heterochromatinization of an integrated reporter transgene can take place independently
of CpG-dinucleotides but maintenance of this silencing requires the presence of
methylated CpGs (Feng et al. 2006). These observations suggest that DNA methylation
serves as an epigenetic memory that prevents accidental reactivation of targeted genes

later in development where it could be detrimental for the organism.

2.4.4 miRNAs in ESCs

As mentioned already in previous chapters, miRNAs are important for normal function of
mouse ESCs. Depletion of all miRNAs from ESCs by knock-out of Dicer or Dgcr8 leads
to several different defects. The knock-out cells are viable and continue to self-renew but
their growth rate is significantly slower that that of wild-type or heterozygous control
cells (Kanellopoulou et al. 2005; Murchison et al. 2005; Wang et al. 2007). The cells
exhibit features of pluripotent ESCs such as colony formation and expression of
pluripotency markers like Oct-4 and Nanog. But the cells fail to differentiate in vivo and
in vitro showing that, in fact, they are not pluripotent. The initiation of differentiation
occurs normally in miRNA depleted ESCs but many pluripotency markers do not become
fully silenced while different lineage-specific genes fail to become activated or are
delayed in their expression. In addition, Dicer-deficient ESCs show increased expression
of centromeric transcripts, suggesting that Dicer would be necessary for silencing of
these repetitive sequences. The phenotypes of Dicer knock-out and Dgcr8 knock-out
ESCs are very similar arguing that loss of miRNAs is the major cause for these defects.
Many miRNAs have been found to be expressed in ESCs and some of them
appear to be specific for ESCs and embryonic development. Houbaviy et al. described
expression of miRNAs of the miR-290 cluster in mouse ESCs (Houbaviy et al. 2003).
The miR-290 cluster consists of six homologous miRNA hairpins, produced from a
single primary transcript of 2.2 kb in length, and which is expressed specifically in ESCs

and preimplantation embryos. For most of the miR-290 cluster miRNAs the mature
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miRNA comes from the descending strand (-3p) of the hairpin except of miR-290 where
the ascending strand (-5p) is dominant. The mature miR-290 miRNAs become strongly
downregulated upon ESC differentiation and their expression has not been detected in
other tested tissues. Curiously, the downregulation of miR-290 cluster miRNAs during
RA induced differentiation has been shown to depend on GCNF mediated repression of
Oct-4 and Nanog (Gu et al. 2008). Recently it has been reported that, in addition to ESCs,
miR-290 miRNAs are also expressed in primordial germ cells (Hayashi et al. 2008). The
follow-up experiments by Houbaviy et al. showed that the pri-miR-290 transcript is
spliced, capped and polyadenylated as any mRNA and is under the regulation by a
conserved TATA-box in its promoter (Houbaviy et al. 2005). Additionally, they predicted
in silico the existence of homologous miRNA clusters in other eutherians. In human
ESCs, the expression of the miR-371 cluster has been confirmed to be ESC specific
similarly to the murine miR-290 cluster (Suh et al. 2004). Also another related miRNA
cluster, the miR-302 cluster, is highly expressed in human ESCs and to a lesser extent in
mouse ESCs. Still, the miR-302 clusters appear to have slightly less restricted expression
patterns than miR-290/miR-371 clusters. Since all of these miRNA clusters have specific
embryonal expression profile, further analysis of their transcriptional regulation would be
of interest. Curiously, genome-wide ChIP analysis has suggested that the miR-302 cluster
in mouse might be under the control of transcription factors OCT-4 and NANOG (Loh et
al. 2006).

The very intriguing feature of all of these ESC specifc miRNAs is that they are
very highly related, especially in their seed sequence, to each other as well as to some
members of miR-17-92, miR-106a-363 and miR-106b-25 clusters, suggesting functional
redundancy between these miRNAs (Figure 3). All of the miRNAs share the common
hexamer AAGUGC within their seed sequence. Recently, deep sequencing aimed to
identify all miRNAs expressed in mouse ESCs described 126 different mature miRNAs
expressed at least at the level of 50 molecules per cell (Calabrese et al. 2007). Still, 40 %
of all mature miRNA molecules in these cells originated from miR-290 and miR-17-92
clusters, indicating that they might play an important role in maintaining the pluripotency

of ESCs. Other highly expressed miRNAs included for example miR-15/16 and miR-21.
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In contrast to downregulation of ESC specific miRNAs, several miRNAs also
become upregulated upon differentiation. In later stages of neuronal differentiation,
brain-specific miR-124 and miR-9 are robustly upregulated and contribute to
neurogenesis (Krichevsky et al. 2006). Curiously, NANOG was found to bind in the
proximity of genomic loci encoding both of these miRNAs, suggesting that they could be
under NANOG-mediated repression in ESCs (Loh et al. 2006). Another miRNA that
becomes upregulated upon RA-induced differentiation is miR-134 (Tay et al. 2008).
Overexpression of miR-134 in mouse ESCs was found to be sufficient to induce

differentiation and miR-134 was suggested to exhibit its activity by directly targeting
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Figure 3. Many related miRNAs are highly expressed in mouse ESCs.

Most of the mature miRNAs from ESC specific miRNA clusters miR-290 and miR-302, miR-467* as well
as many members of miR-17/106a/106b clusters are highly related. The sequence alignment reveals that all
of the miRNAs share a common AAGUGC hexamer within their 5° most nucleotides. On top of this, many
members of miR-290 and miR-17/106a/106b clusters have a common adenosine in the beginning of their

seed sequence. In addition, most of the miRNAs have shared GU-dinucleotides in their 3’ half.

transcription factors such as NANOG and LRHI (Liver receptor homolog 1).
Interestingly, mature let-7 is not expressed in ESCs but becomes upregulated upon
differentiation while the precursor of let-7 is constantly expressed also in ESCs (Newman
et al. 