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Abstract Zusammenfassung

This thesis analyses micrometeorological measure-
ments carried out from June 2004 until October
2006 in the framework of the INTERREG IIIa
Project Nr. 3c.10 ”Impacts of climate change on veg-
etation in the Upper Rhine Valley”.

The study addresses the exchange processes of
carbon, water and energy of a rain-fed field un-
der maize-fallow rotation. Measurements with an
ultrasonic anemometer-thermometer, an open-path
CO2/H2O infra-red gas analyser and of the meteo-
rological drivers such as photosynthetic photon flux
density (PPFD), temperature and precipitation give
insight in the interaction between atmosphere, soil
and vegetation.

Energy balance considerations show similar patterns
of the energy flux densities for vegetation periods
and bare field conditions. Energy balance closure is
80 % and 52 %, respectively. A closer look shows a
clear diurnal pattern with bad closure during night-
time and an increasing closure fraction during day-
time, in fact resulting in an overshooting in late af-
ternoon.

Evapotranspiration shows a clear seasonal pattern
with maximum values of ∼3.5 mm d−1 reached in
mid-July. The total water need for the three subse-
quent years is 321, 397, and 422 mm per kg kernels
(yield). The water use efficiency shows a strong re-
lationship with PPFD and the amount of biomass.

The focus of the study is on carbon balance. During
the three subsequent vegetation periods 930, 785,
and 841 g C m−2 are sequestered, respectively. The
yield is 455, 417, and 340 g C m−2. About 40 %
of the biomass remaining on the field at harvest are
decomposed during the dormant season. The result-
ing numbers for the carbon balance show a ”yearly”
sink of this agroecosystem of ∼250 g C m−2. Be-
sides unlimited photosynthetic active radiation the
combination of the optimal temperature range with
the needed precipitation amount corresponding to
the need of the actual growth stage are essential for
optimal maize growth.

Diese Arbeit analysiert mikrometeorologische Mes-
sungen, welche von Juni 2004 bis Oktober 2006
im Rahmen des INTERREG IIIa Projekts Nr.
3c.10 ”Auswirkungen von Klimaänderungen auf
Pflanzenbestände am Oberrhein” durchgeführt wur-
den.

Die Studie behandelt die Austauschprozesse von
Kohlenstoff, Wasser und Energie eines nicht
bewässerten Feldes mit Mais-Brache-Rotation. Die
Messungen mit einem Ultrasonic Anemometer-
Thermometer und einem open-path CO2/H2O
Infrarotgasanalysator und von meteorologischen
Steuergrössen wie der photosynthetisch aktiven
Strahlung (PAR), der Temperatur und des Nieder-
schlag ermöglichen Einblicke in das Zusammenspiel
von Atmosphäre, Boden und Vegetation.

Die Energiebilanz zeigt ein ähnliches Muster für die
Vegetationsperiode und die Brache. Die Schliessung
der Energiebilanz beträgt 80 % resp. 52 %. Eine
nähere Betrachtung zeigt einen eindeutigen Tages-
gang mit einer schlechten Schliessung während der
Nacht und einer steigenden Schliessung während
des Tages, welche am späten Nachmittag sogar in
einer Überschliessung resultiert.

Die Verdunstung zeigt einen eindeutigen saisonalen
Verlauf mit den Maximalwerten von ∼3.5 mm d−1

Mitte Juli. Der Wasserverbrauch in den drei Jahren
ist 321, 397 und 422 mm pro kg Mais. Die Wasser-
nutzungseffizienz zeigt einen starken Zusammen-
hang mit der PAR und der vorhandenen Biomasse.

Der Schwerpunkt der Studie ist die Kohlenstoffbi-
lanz. In den drei Vegetationsperioden werden 930,
785 und 841 g C m−2 gebunden. Der Ernteertrag
beträgt 455, 417 und 340 g C m−2. Gegen 40 % der
bei der Ernte auf dem Feld verbleibenden Biomasse
werden während der Brache abgebaut. Die resul-
tierenden Werte der Kohlenstoffbilanz zeigen eine
jährliche Senke von ∼250 g C m−2. Neben der PAR
ist die Kombination der optimalen Temperatur und
der benötigten Niederschlagsmenge entsprechend
der aktuellen Wachstumsphase grundlegend für ein
optimales Wachstum.
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1 Introduction

The Fourth Assessment Report of the Intergovern-
mental Panel on Climate Change (IPCC) concludes
that global climate change is a given fact and that
human activities since the industrialisation influ-
ence the global warming with very high confidence
(IPCC, 2007). The most important anthropogenic
greenhouse gas is carbon dioxide (CO2). The atmo-
spheric CO2 concentration has increased substan-
tially from a pre-industrial level of about 280 ppm
to 381 ppm in 2006 (WMO, 2007). The main source
of this increase is combustion of fossil fuel (75 %)
and the remainder originates from land use changes
(IPCC, 2007).

Land and ocean carbon cycles and their processes
lead to a massive exchange of CO2 between land
and atmosphere (∼120·109 t C yr−1) as well as ocean
and atmosphere (∼90·109 t C yr−1) and they miti-
gate CO2 induced climate change. About 40 % of
the anthropogenic CO2 emissions in the 1990s re-
mained in the atmosphere, about 30 % have been
taken up by oceans, and another 25 % by terrestrial
ecosystems. As estimates of CO2 uptake by oceans
show little change in the carbon sink, the processes
in the terrestrial ecosystems dominate the variabil-
ity in the growth rate of atmospheric CO2 concen-
tration. However, the related processes are sensi-
tive to changes in climate, i.e. terrestrial ecosystem
photosynthetic productivity changes in response to
changes in temperature, precipitation, CO2 concen-
tration and nutrients (Denman et al., 2007).

Agriculture claims about one third of the global land
area and is a main contributor to anthropogenic in-
duced emission of greenhouse gases. It accounts for
25 % of the carbon dioxide, 50 % of the methane
and 70 % of the nitrous oxide emissions (Hutchin-
son et al., 2007). The Kyoto protocol of the United
Nations Framework Convention on Climate Change
(UNFCCC) has risen the interest in the potential
of agroecosystems to sequester carbon and thus, to
attenuate the greenhouse effect (Vleeshouwers and
Verhagen, 2002). On a global scale the major crop
is maize with a yield of approximately 700·106 t
in 2006 (data from the FAOSTAT data base of the
FAO, www.fao.org). Therefore, the quantification of

carbon sequestration by this type of agroecosystem
as well as the determination of the underlying pro-
cesses and their interactions to environmental con-
ditions and the management practice are important,
but not yet fully understood.

State of current research

The scientific and political discussion about climate
change and its impact on ecosystems has pushed the
efforts to improve the knowledge about the carbon
dioxide cycle and its dynamics (Houghton et al.,
1990). For example to know in detail future de-
mands on profitable crop varieties.

There are several methods to determine the car-
bon cycle and the related processes with specific
strengths and weaknesses. For example, at large
scales satellite data provide information derived
from radiative measurements. Isotope analysis can
be used to allocate different carbon sources. At
smaller scales biomass survey or eddy covariance
technique estimate carbon fluxes (Baldocchi et al.,
2001).

Eddy covariance is a micrometeorological technique
providing a direct measure of carbon, water and en-
ergy flux densities between the surface and the atmo-
sphere. The idea of a direct measurement of turbu-
lent flux densities was developed more than 50 years
ago by Montgomery (1948), Obukhov (1951) and
Swinbank (1951) (cited in Foken, 2006). First stud-
ies of CO2 exchange were made in the 1960s apply-
ing the flux-gradient method. Technical difficulties
arising from instrumentation and data collection de-
layed a routine use of the eddy covariance method to
the 1980s (e.g. Desjardins, 1985; Verma et al., 1986,
1989). These studies were limited to short time pe-
riods, mainly carried out during the vegetation pe-
riod. Further improvement, in instrumentation and
in computer technology, made long-term, continu-
ous measurements feasible in the early 1990s (e.g.
Wofsy et al., 1993; Black et al., 1996; Goulden et al.,
1996; Greco and Baldocchi, 1996).
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Results of these observations showed the potential
of the eddy covariance method to clarify the basic
processes of terrestrial ecosystems and their role in
the global carbon cycle. In the mid 1990s an ini-
tiative was started to establish a continuous, long-
term measurement network (Baldocchi et al., 1996).
The first systematic study, the EUROFLUX project,
started in 1996 and focused on different types of
forests under different climate regimes considering
the important role of forests in the global carbon
cycle. This project aimed at a standardisation of
equipment (Grelle and Lindroth, 1996; Moncrieff
et al., 1997) and methodology (Aubinet et al., 2000).
As eddy covariance measurements became techni-
cally more feasible they emerged as the state-of-the-
art technique to determine the net CO2 flux den-
sity directly. During the following years several
other regional networks (e.g. AmeriFlux, OzFlux,
AsiaFlux) were established and consolidated in the
global network FLUXNET. The number of sites in-
creased rapidly to over 400 towers today covering a
broad range of terrestrial ecosystems including e.g.
grasslands and agricultural crops (Baldocchi et al.,
2001). But still most of the studies particularly in
Europe focus on forests. As mentioned above, agri-
cultural ecosystems strongly influence the local CO2
budget. The cultivated crop and the applied man-
agement practice cause a large diversity in the CO2
flux densities of the agroecosystems (Schimel et al.,
2000; Baldocchi et al., 2001).

Some of the first studies using the eddy covariance
technique over maize were deployed by Desjardins
et al. (1978) and Desjardins (1985). The aim of
the research did not change since those days: on
the one hand to quantify the net CO2 flux density
(net ecosystem exchange, NEE) and on the other
hand to detect the key environmental and physiolog-
ical factors controlling NEE. An advantage of the
eddy covariance method is that the derived informa-
tion about CO2 flux densities is an integrated signal
over a given area of a canopy. This is noteworthy
because plant physiological studies are often tech-
nically restricted to leaf scale, and an extrapolation
to canopy scale is not straightforward (Baldocchi,
1994). The first studies were limited to very short
time periods (Desjardins et al., 1978) or were not
continuous and values had to be interpolated (Des-
jardins, 1985). Further studies determined the CO2
flux densities by the use of the Bowen-ratio method
and/or chamber measurements (Held et al., 1990;

McGinn and King, 1990). Technical and instrumen-
tal progress enabled continuous measurements by
the use of a sonic anemometer-thermometer (here-
after sonic) and an infra-red gas analyser (hereafter
IRGA) (studies over maize e.g. by Baldocchi, 1994;
Steduto and Hsiao, 1998a,b; Suyker et al., 2004,
2005; Verma et al., 2005).

With these continuous measurements the derivation
of annual sums of NEE or the integration over a veg-
etation period became possible and the new chal-
lenge to fill missing or rejected data has risen. Stan-
dardised methods have been proposed e.g. by Aubi-
net et al. (2000) and Papale et al. (2006) for data
treatment, by Mauder and Foken (2004) and Mon-
crieff et al. (1996) for quality control and by Falge
et al. (2001b) and Moffat et al. (2007) for differ-
ent gap-filling methods. This common strategy en-
sures the comparability between different sites and
enables an up scaling on regional and global scale or
provides an essential basis for modellers interested
e.g. in crop development or biogeochemical cycles
(Baldocchi et al., 2001; Suyker et al., 2005).

Particularly, gap-filling techniques are based on a
broad range of approaches. Very common is the use
of a regression analysis of NEE with key environ-
mental factors like photosynthetic active radiation
for daytime assimilation (e.g. a Michaelis-Menten
function cited in Falge et al., 2001b) or soil tem-
perature for night-time respiration (e.g. Lloyd and
Taylor, 1994). Simple interpolation or look-up ta-
bles are applied (Falge et al., 2001b) and more re-
cently, artificial neural networks (Papale et al., 2006)
or process-based models (Gove and Hollinger, 2006;
Stauch and Jarvis, 2006) are under consideration.
Special attention is also given to night-time situa-
tions with low turbulence intensity because the eddy
covariance method often fails under these conditions
(Falge et al., 2001b; Gu et al., 2005; van Gorsel
et al., 2007) as well as to advective transport pro-
cesses, in particular in tall canopies (e.g. Aubinet
et al., 2003; Finnigan et al., 2003; Feigenwinter
et al., 2004; Heinesch et al., 2007; Feigenwinter
et al., 2008).
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Framework

The present thesis is embedded in the INTERREG
IIIa Project Nr. 3c.10 ”Impacts of climate change on
vegetation in the Upper Rhine Valley”, a collabora-
tion of the universities of Freiburg i.Br. (Germany),
Strasbourg (France) and Basel (Switzerland). The
project was funded by the European Union and the
Swiss State Secretariat for Economic Affairs (seco).

The climate of the Upper Rhine Valley is charac-
terised by high temperatures and low precipitation.
Thus, in-situ measurements of future climate condi-
tions in other parts of Europe can be carried out. The
project investigates the interactions between soil,
vegetation and atmosphere in more detail, with fo-
cus on carbon and water balance. Different types
of vegetation (maize, winter wheat and pine) with
differences in the water demand and the type of
photosynthesis were chosen. Besides long-term mi-
crometeorological measurements, short-term studies
on plant physiology (in particular isotope measure-
ments) were carried out.

The present thesis covers the micrometeorological
measurements in the maize canopy.

Objectives

The main objective of this study is the determination
of the carbon balance. As mentioned above most
of the studies about ecosystem carbon exchange de-
rived from eddy covariance measurements focus on
forests. Accordingly, the common methodology is
developed and verified mostly for this type of land
use. The assumptions, the methodology and their
applicability are tested at a site under maize-fallow
rotation and with limited fetch conditions.

A focus of this thesis is on general aspects of eddy
flux calculations like quality control and flux cor-
rections. By the goal of a long-term, e.g. yearly car-
bon budget the challenge of an appropriate gap fill-
ing technique arises as the eddy covariance method
and the sensors used fail under some conditions. As
maize with a different way of photosynthesis as well
as bare field conditions differ significantly from a
forest, the wide-spread approaches are investigated.
An other topic is the determination of all terms of the
mass conservation equation. In most studies, par-

ticularly in short canopies, the advective terms are
neglected. To verify this assumption a short-term
advection study was carried out. Besides, some con-
siderations about the energy and water balance are
made.
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2 Theory

2.1 Net ecosystem exchange

This section gives a short overview about the bio-
logical behaviour relevant for processes involved in
NEE. If not mentioned otherwise it is based on the
textbooks by Larcher (1994), Barbour et al. (1999),
Ehleringer and Cerling (2001) and Bonan (2002).

2.1.1 Definitions

Net CO2 flux density of an ecosystem (net ecosys-
tem exchange NEE) is the result of two processes:
the sequestration of organic carbon by photosynthe-
sis (gross primary production GPP) and the release
of organic carbon by autotrophic and heterotrophic
respiration (total ecosystem respiration TER). Any
sinks and sources of inorganic CO2 (e.g. precipi-
tation or dissolution of carbonates) are included in
eddy covariance measurements of NEE, but accord-
ing to Lovett et al. (2006) they are important in
oceans only. Therefore, NEE can be assumed to be
the same as −NEP (net ecosystem production, the
more common term in biology). The different sign is
given by the widespread sign convention in microm-
eteorology: an uptake of CO2 by the ecosystem is
negative, a loss of CO2 is positive. These definitions
are summarised in Eq. 2.1 and Fig. 2.1.

−NEP = NEE = GPP − TER (2.1)

2.1.2 C4 photosynthesis

Photosynthesis is the process of fixing carbon
from atmospheric CO2 into stable organic products.
Three main processes are involved: (i) absorption
of electromagnetic energy of the photosynthetic ac-
tive radiation (PAR) by pigments (mainly chloro-
phyll and carotins), (ii) conversion of the electro-
magnetic energy to chemical energy by the light re-
actions, and (iii) fixation of carbon by the dark re-
actions. The diffusion of CO2 into leaves is reg-
ulated by the stomata. Contrary to the C3 path-

gross primary
production

GPP

total ecosystem
respiration TER

autotrophic
respiration

heterotrophic
respiration

Figure 2.1: Overview of the CO2 fluxes resulting in net ecosys-
tem exchange NEE.

way, the light reactions and the dark reactions in
the C4 pathway of photosynthesis are spatially sep-
arated. The light reactions take place in the meso-
phyll cells, where a very efficient enzyme (phospho-
enolpyruvate PEP) effects the fixation of CO2 in a
C4 acid (oxaloacetate), thus electromagnetic energy
is converted to chemical energy. This acid diffuses
to the inner bundle-sheath cells, where it is decar-
boxylated and refixed in the C3 pathway of photo-
synthesis (dark reactions). The CO2 concentration
within these cells is about 1000 ppm and thereby in
the saturation range of the C3 pathway. Hence, the
C4 pathway is a CO2 concentration process within
the cells. The nomenclature C3 and C4 originates
from the first stable product formed in the photosyn-
thesis pathway, an acid with a skeleton of three or
four atoms of carbon.

Simultaneously to photosynthesis photorespiration
occurs. Rubisco, an essential enzyme for the dark
reactions, is oxidised by oxygen (O2) resulting
among others in CO2. The intensity of this process is
negatively correlated to the ratio of CO2 to O2 within
the cells. Since C4 plants show a high value for this
ratio, photorespiration in C4 plants is low or inhib-
ited, whereas C3 plants lose from 20 % up to 50 %
of the CO2 they fix. Additionally, the spatial separa-
tion of light reactions and dark reactions reduces the
loss of water vapour via the stomata.
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The energy used by photosynthesis is given by the
energy used by the chemical processes. About
479 kJ are required per mole of CO2 fixed by photo-
synthesis.

2.1.3 Respiration

Autotrophic respiration is the complementary pro-
cess to photosynthesis, i.e. organic products are ox-
idised to gain energy needed to maintain living cells
and for growth of new plant tissues. Hence, respira-
tion is a different process than the above mentioned
photorespiration which occurs simultaneously with
photosynthesis within leaf cells. Heterotrophic res-
piration arises primarily from the decomposition of
dead organic matter mainly by soil micro-organisms.
This process is strongly related to soil temperature
and soil moisture.

2.1.4 Controlling factors

Plants are optimising the ratio of CO2 uptake and
water loss by constantly adapting the stomatal resis-
tance in response to changing environmental condi-
tions such as sunlight, temperature or water avail-
ability. Biotic factors like growth form, photosyn-
thetic pathway and growth stage modify the ex-
change of CO2 between biosphere and atmosphere
as well.

Sunlight — For photosynthesis not the radiative
energy but the number of photons is important. Ev-
ery photon, independent of its wavelength, has the
same effect on photosynthesis. But only radia-
tion with wavelengths between 400 nm and 700 nm
(PAR) is used, the rest is reflected to prevent over-
heating. Compared to C3 plants, C4 plants show lit-
tle light saturation, i.e. higher radiative input leads
to a higher photosynthetic activity under conditions
without any other limitation in water or nutrients.
Consequently, the quantum yield or light-use effi-
ciency (LUE), defined as the amount of fixed CO2
per unit of absorbed PAR, of C4 plants is generally
higher than of C3 plants.

The attenuation of sunlight by the canopy is defined
by its architecture. For a maize canopy, particu-
larly growth and orientation of the leaves, which

are strongly affected by plant density, are essen-
tial (Maddonni et al., 2001). Figure 2.2 shows the
light attenuation within a maize canopy. The erec-
tophile leaves enable sunlight to pass deep into the
canopy. Generally, shaded leaves have lower photo-
synthetic capacity than sunlit leaves. Under cloudy
conditions, notably high clouds, more diffuse radi-
ation, which penetrates deeper into the canopy, is
available for photosynthesis. Several studies show
an increase of CO2 uptake under these conditions
(Hollinger et al., 1994; Fan et al., 1995; Goulden
et al., 1997; Freedman et al., 2001; Suyker et al.,
2004).

Figure 2.2: Light attenuation within a maize canopy (from
Allen et al. 1964, cited in Larcher 1994).

Temperature — Temperature is an important
driving factor both for assimilation and respiration.
Optimum temperatures for photosynthesis of C4
plants are higher than for C3 plants, for maize they
range from 22 ◦C to 28 ◦C. Crafts-Brandner and
Salvucci (2002) show in their study that the inhibi-
tion of net photosynthesis by heat stress is not as-
sociated with stomatal closure but with inactivation
of rubisco. By the higher CO2 concentration in the
bundle-sheath cells of C4 plants this inactivation is
partially compensated. However, above 40 ◦C pho-
tosynthesis is stopped and above 50 ◦C fatal damage
of leaf cells occurs. The lower limits are 10 ◦C and
0 ◦C, respectively (Schulze et al., 2002).

Temperature dominates auto- and heterotrophic res-
piration (Lloyd and Taylor, 1994; Goulden et al.,
1996; Janssens et al., 2001; Law et al., 2001). The
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temperature sensitivity of ecosystem respiration can
be described by the Q10 coefficient describing the
magnitude of change in respiration rate for a 10 K
change in soil temperature:

Q10 =

(
TERT

TERre f

)( 10
T−Tre f

)
, (2.2)

where TERT is the respiration rate at temperature
T and TERre f denotes the respiration at reference
temperature Tre f .

Generally, Q10 declines with increasing temperature
and decreasing soil moisture (e.g. Tjoelker et al.,
2001; Janssens and Pilegaard, 2003; Xu and Bal-
docchi, 2004). A mean value of Q10 for ecosys-
tems is ∼2. Besides, soil respiration depends on
the amount of organic material (e.g. litter or the
remainder of cultivated plants after harvest) avail-
able for decomposition (Larionova et al., 2007), on
soil moisture, microbial activity and the amount of
respiring biomass.

Water supply — Evapotranspiration rises with in-
creasing temperature and is driven by the gradient in
water vapour concentration between the atmosphere
and the air within the leaves and the soil, respec-
tively. With an ample water supply the influence of
soil moisture and water vapour pressure on carbon
assimilation is only of minor importance. Deficits
have a negative impact on physiological processes
as stomatal closure is induced to reduce evapotran-
spiration. At the same time the uptake of CO2 is
reduced. Because C4 plants have a much higher
CO2 concentration within the leaves and a more ef-
ficient enzyme fixing CO2 in the mesophyll cells,
some stomatal closure can occur without any ef-
fect on assimilation. Thus, the water-use efficiency
(WUE), defined as the slope of the relationship of
GPP and transpiration, is generally higher for C4
plants (Larcher, 1994; Young and Long, 2000). In
water limited conditions maize is able to develop a
ramified and deep root system to improve water up-
take (Sharp and Davies, 1985; Larcher, 1994).

Atmospheric CO2 concentration — Given the
special pathway of C4 plants their photosynthe-
sis saturates at atmospheric CO2 concentrations of
about 400 ppm. Consequently, current atmospheric

CO2 concentrations are near this value and varia-
tions have little impact on photosynthetic capacity
(Young and Long, 2000; Bonan, 2002). In accor-
dance, a FACE (free-air concentration enrichment)
experiment showed that an elevated CO2 concen-
tration (550 ppm) did not stimulate photosynthe-
sis, biomass production or yield in the absence of
drought (Leakey et al., 2004, 2006).

Growth stage — The NEE over a whole vege-
tation period changes with the amount of photo-
synthetic active biomass and with the development
stage of the plants. The CO2 assimilation capacity
varies throughout the vegetation period, e.g. it is sig-
nificantly reduced in senescent leaves (Smart, 1994).

Different growth stages can be distinguished. Emer-
gence of the plants from the soil surface takes place
about ten days after germination. The subsequent
vegetative stages are defined according to the num-
ber of unfolded leaves. The last vegetative stage is
the emergence of the tassel (cf. Fig. 2.3). With the
appearance of silk at the ear and the pollen shed-
ding the reproductive stages begin. They are divided
by the development of the kernels, i.e. mainly the
ratio of sugar to starch. Physiological maturity is at-
tained when a black layer is visible at the base of the
kernels. Afterwards the kernels dry out (from about
35 %) to reach biological maturity (senescence). For
final storage grain moisture should be below ∼15 %
to avoid evolution of aflatoxins.

Figure 2.3: Mature maize plant.
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2.2 Atmospheric boundary layer

The atmospheric boundary layer or planetary bound-
ary layer is defined as the part of the atmosphere
which reacts to and interacts with changes at the
earth’s surface within several hours (Stull, 1988).
The state of the atmosphere depends on the follow-
ing variables: the wind vector U with its longitu-
dinal, lateral and vertical component (u, v, w), air
temperature Ta, specific humidity q, pressure p and
density ρ. The manner how these variables depend
on time (t) and space (x, y, z) can be described with
the equation of state (ideal gas law) and the conser-
vation equations for mass (continuity equation), mo-
mentum (Navier-Stokes’ equations), moisture, and
heat (first law of thermodynamics). However, the
set of equations as a whole is so complex that no
analytical solution can be found for boundary layer
conditions. Depending on the scale of interest and
on the order of magnitude, terms may be neglected
or need to be parametrised.

The characteristics and the evolution of the atmo-
spheric boundary layer show a daily pattern. In in-
teraction to radiative gain or loss the surface warms
or cools which forces changes in the boundary layer
via transport processes. The transport of atmo-
spheric properties like energy, mass and momen-
tum within this layer is dominated in the horizontal
by the mean wind and in the vertical by turbulent
motions. The height of the atmospheric boundary
layer grows as the air of the convective mixed layer
entrains the free atmosphere above. During night-
time radiative cooling generates a shallow, statically
stable layer with weak and sporadic turbulence, the
nocturnal boundary layer. The flow aloft can be de-
coupled from the surface. Basically, the atmospheric
boundary layer can be divided in an outer layer, an
inner layer and a laminar boundary layer (Fig. 2.4).
Their main properties are described below.

If not mentioned otherwise this and the following
section are based on Oke (1987), Arya (1988), Stull
(1988), Kaimal and Finnigan (1994), and Malhi
et al. (2004).

Figure 2.4: Scheme of the structure of the atmosphere without
the lowest laminar boundary layer. The vertical extension of the
individual layers is not scaled.

2.2.1 Outer layer

Within the outer layer the influence of friction in-
creases with decreasing height, but turbulence is as-
sumed to be independent of surface roughness. Be-
sides the influence of earth’s rotation diminishes
and thus, the wind field gets more and more sub-
geostrophic. As these conditions change with height
the vertical transport of momentum, heat and mass
vary with height as well. Generally, they increase
with decreasing height. During daytime a convec-
tive mixed layer driven by surface heating and char-
acterised by strong convection is developed.

2.2.2 Inner layer

Within the lowest 10 % of the atmospheric bound-
ary layer the influence of earth’s rotation can be
neglected and the flow is determined primarily by
surface friction. In this inner layer (surface layer)
strong gradients control the turbulent exchange of
heat, mass and momentum at the surface and thereby
the state of the whole boundary layer. Shear stress
and vertical fluxes within this layer vary only little
with height and are considered constant. The inner
layer above a rough surface is further divided into an
inertial sublayer and a roughness sublayer.
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Inertial sublayer — Within the inertial sub-
layer (constant flux layer) the turbulence shows the
above mentioned characteristics. Here the Monin-
Obukhov similarity theory (MOST) is valid, i.e. the
turbulence in the constant flux layer is taken to be
driven by only four parameters:

• the height above the surface z (above rough sur-
faces the displacement height d has to be taken
into account),

• the surface kinematic momentum flux u′w′,

• the surface kinematic heat flux w′θ′ and

• the buoyancy parameter g/θ.

θ is the virtual acoustic temperature and g is the
acceleration due to gravity. An overbar denotes a
mean value, a prime denotes the fluctuation from the
mean.

MOST states that a mean or turbulent property of
the flow normalised by an appropriate variable is a
universal function of the stability parameter ζ (e.g.
Businger-Dyer functions in Panofsky and Dutton,
1984; Kaimal and Finnigan, 1994). The stability pa-
rameter ζ results from a non-dimensionalisation of
the above mentioned parameters and is given by:

ζ =
z − d

L
, (2.3)

where L is the Monin-Obukhov length which is de-
fined as:

L = −
u3
∗

k g
θ w′θ′

, (2.4)

where u∗ is the friction velocity and k is the von Kar-
man constant (taken as 0.4).

The scaling variables for wind velocity and for tem-
perature are the friction velocity u∗ (Eq. 2.5) and the
scaling temperature θ∗ (Eq. 2.6), respectively:

u∗ =

(
τ

ρ

)(1/2)

=
(
−u′w′

)(1/2)
, (2.5)

where τ is the shear stress and

θ∗ =
−w′θ′

u∗
. (2.6)

Roughness sublayer — Within the roughness
sublayer the flow is directly affected by individual
roughness elements and the flow has to be treated
as three dimensional. Thus, the flow is not in local
equilibrium and local advection and horizontal tur-
bulent transport processes are not negligible. The
depth of the roughness sublayer is about twice the
mean obstacle height depending on the size and the
allocation of the roughness elements. The upper
limit is given by the blending height where the in-
fluences from single roughness elements vanish.

The layer from the surface up to the mean obstacle
height, hc, is referred to as canopy layer. Most stud-
ies focusing on turbulence characteristics within and
above plant canopies are carried out in forests, but a
comparison by Kaimal and Finnigan (1994) shows a
similar behaviour in maize (a study by Shaw et al.
(1974)). Finnigan (2000) gives an overview of the
turbulence within plant canopies which is charac-
terised by intermittency and an extreme vertical in-
homogeneity.

A feature in plant canopies is a strong inflection
point in the mean velocity profile near canopy top.
This inflection induces a turbulent shear flow which
is characterised by intermittent coherent structures
of the same scale as the canopy height (Högström
and Bergström, 1996; Finnigan, 2000). The typi-
cal inflection-point profile, with a logarithmic profile
above and an exponential profile within the canopy,
develops because the canopy absorbs momentum
not only at one surface but over the whole canopy
height.

Momentum transport within and just above the
canopy is dominated by sweeps, i.e. fast, downward
moving gusts (u′ > 0 and w′ < 0), followed by
ejections, i.e. relatively slow, upward moving air
(u′ < 0 and w′ > 0). These structures can lead to
counter-gradient transport. Jacobs et al. (2001) anal-
ysed two daily cycles of turbulence characteristics
within and above a maize canopy. They concluded
that during daytime the turbulence within and above
the canopy is dominated by sweeps. During night-
time they found ”plumes of relatively warm air occa-
sionally rising from the warm canopy floor followed
by relatively long periods of slow descending cold
air”. This illustrates that the exchange mechanism
within and above the canopy in the roughness sub-
layer show a daily pattern mainly given by changing

9
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atmospheric stability.

The characteristic properties of the roughness sub-
layer are similar to the flow in a plane mixing layer
(Raupach, 1989). Raupach et al. (1996) proposed
that the strength of shear at z = hc can be described
by canopy shear scale Ls:

Ls =
ū(hc)
∂ū
∂z |z=hc

. (2.7)

They observed that Ls normalised by hc is indepen-
dent of wind velocity and thus, a function of canopy
density and its aerodynamic drag only.

Eddies work against this aerodynamic drag.
Thereby turbulent kinetic energy of large eddies is
directly converted into fine-scale wake turbulence,
where it is rapidly dissipated because of abounding
intense shear layers of very fine scale in the foliage.
Thus, the inertial eddy-cascade is bypassed and a
spectral short cut results.

10



Theory / Eddy covariance method

2.3 Eddy covariance method

Turbulent flows, induced by shear stress and buoy-
ancy, consist of many different size turbulence el-
ements, the eddies. They act as ”means of con-
veyance” for physical properties such as momentum
or CO2. Thus, the vertical flux density at a given
point in space can be determined as the product of
the vertical wind component and the property of in-
terest. As turbulence is highly variable and chaotic
in space and time, it can be treated as a stochastic
process. Hence, to get a reliable estimate of the ver-
tical flux density an ensemble average should be cal-
culated. In practice it is neither possible to make an
average over many situations under identical condi-
tions at one given point nor to carry out measure-
ments at any point in a horizontal plane at a given
height. Fortunately, the ergodic hypothesis can be
made, i.e. spatial and time average converge over
an appropriate time interval to the ensemble aver-
age. Taylor hypothesis of ”frozen turbulence” al-
lows time series measured at a single point to be
interpreted as spatial variations, providing that the
time series contains all information about the size
distribution of the eddies.

Horizontal homogeneity simplifies the determina-
tion of vertical flux densities, because advective
terms can be ignored. Hence, the statistical char-
acteristics only vary in the vertical. Homogeneity is
given if an adequate fetch is present and therefore
the flow can be considered as adapted to the surface.

If the turbulent characteristics do not vary with time
the time series are statistically stationary. Under this
condition Reynolds decomposition can be applied to
separate the instantaneous value of a variable x in its
mean value (denoted by an overbar) and its fluctua-
tion from the mean (denoted by a prime):

x(t) = x + x′(t). (2.8)

Applying the ergodic hypothesis and the assumption
of homogeneity the vertical flux density can be cal-
culated as the covariance between the vertical wind
component w and a property of interest x:

covariance(w, x) =
1
N

N∑
i=1

(wi − w)(xi − x). (2.9)

The Reynolds averaging conditions simplify the cal-

culation of the vertical flux density. They can be
summarised as: (i) all fluctuating quantities average
to zero, (ii) correlations between fluctuating and av-
erage quantities vanish, and (iii) the average of an
average equals the same average. Applying these
assumptions and assuming that the average vertical
wind component equals zero, the vertical flux den-
sity F becomes:

F = covariance(w, x) =
1
N

N∑
i=1

w′i x′i = w′x′.

(2.10)

Accordingly, the vertical turbulent flux densities of
sensible heat QH , latent heat QE and carbon dioxide
Fc are calculated as:

QH = ρ cp w′θ′, (2.11)

QE = lv w′q′, (2.12)

Fc = w′c′ (2.13)

where cp is specific heat of moist air at constant
pressure, lv is the latent heat of vaporisation and c
denotes the CO2 concentration.

Limitations — To meet all the required condi-
tions for a strict application of the eddy covariance
method the measurements have to be carried out
in the inertial sublayer over flat terrain and over a
canopy with a sufficient fetch. These requirements
are often not fulfilled. Possible reasons are:
◦ Over tall canopies it is often not possible to install
a tower reaching into the inertial sublayer.
◦ A limited fetch restricts the measurement height
within which the source area is within the canopy
under consideration.
◦ Given the roughness elements and the daily evo-
lution of the atmospheric boundary layer the inertial
sublayer probably shrinks or even vanishes.
◦ During stable night-time conditions turbulence is
mostly weak and non-turbulent transport processes
can become significant. Thus the vertical flux densi-
ties are often underestimated.

Therefore, to determine the NEE additional terms of
the mass conservation equation have to be consid-
ered. Neglecting terms like storage, flux divergence

11
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and advection can cause systematic error, which is
particularly important when measurements are in-
tegrated over longer periods, e.g. if annual sums
are calculated (Moncrieff et al., 1996; Massman and
Lee, 2002).

12



Theory / Mass conservation equation

2.4 Mass conservation equation

The conservation equation of mass is used to derive
the exchange of CO2 at the height of the eddy co-
variance measurements zm. The instantaneous mass
balance (Eq. 2.14) states that the CO2 produced or
absorbed by the physiological source/sink (term I)
is either stored in the air (term II) or removed by
flux divergence in all directions (term III).

S B(t, x, y, z)︸        ︷︷        ︸
I

=
∂c
∂t︸︷︷︸
II

+
∂uc
∂x

+
∂vc
∂y

+
∂wc
∂z︸                 ︷︷                 ︸

III

.

(2.14)

The integration over a control volume and time of
Eq. 2.14 has been discussed in detail by Finnigan
(1999), Finnigan et al. (2003) and Feigenwinter et al.
(2004). Applying Reynolds averaging, assuming
continuity and a horizontally homogeneous concen-
tration gradient and making the simplifications that
horizontal turbulent flux divergence terms and hori-
zontal variation of the vertical flux densities can be
neglected the integration of Eq. 2.14 can be reduced
to:

zm∫
0

S B(t, z)dz

︸         ︷︷         ︸
I

=

zm∫
0

∂c(z)
∂t

dz

︸       ︷︷       ︸
II

+

zm∫
0

∂w′c′

∂z
dz

︸        ︷︷        ︸
III

+

zm∫
0

w(z)
∂c(z)
∂z

dz

︸             ︷︷             ︸
IV

+

zm∫
0

(
u(z)

∂c(z)
∂x

+ v(z)
∂c(z)
∂y

)
dz

︸                                ︷︷                                ︸
V

.

(2.15)

Term I of Eq. 2.15 equals the NEE resulting from
the change in storage of CO2 (term II), the turbulent
vertical flux density of CO2 (term III) and the ver-
tical and horizontal advection of CO2 (term IV and
V).

If the flow and the scalar fields are horizontally ho-
mogeneous the advective terms of Eq. 2.15 can be
neglected. The storage term under steady conditions
or over longer periods can be neglected as well (the

CO2 stored during stable conditions at night is de-
pleted in the morning with the onset of turbulence).
In most studies sufficient homogeneity is assumed
but the non-zero storage term under non-steady con-
ditions is taken into account. NEE is then calculated
as the sum of the turbulent vertical flux density of
CO2, Fc, and the storage term, S c, and the determi-
nation of the NEE is reduced to a 1D-problem:

NEE = Fc + S c. (2.16)

This supposition is particularly critical during sta-
ble night-time conditions because in these situations
most of the assumptions like stationarity for the eddy
covariance method are not fulfilled (cf. section 2.3).
Accordingly, numerous studies report an underesti-
mation of night-time NEE by the use of Eq. 2.16
(e.g. Black et al., 1996; Goulden et al., 1996; Bal-
docchi et al., 1997; Aubinet et al., 2000). This in-
accuracy is pronounced under low turbulence condi-
tions as there are no ecological reasons to expect that
respiration should be remarkably reduced compared
to conditions at higher levels of turbulence. As this
error is predominantly restricted to stable, noctur-
nal periods, it operates as a ”selective systematic er-
ror” (Moncrieff et al., 1996) and leads to an overesti-
mation of the carbon sequestration of an ecosystem.
Several investigations about this problem and the po-
tential reasons have given evidence that it is not pri-
marily associated with measurement errors but with
the neglected non-turbulent transport processes, i.e.
the horizontal and vertical advection, which become
significant under these conditions (Lee, 1998; Bal-
docchi et al., 2000; Paw U et al., 2000; Aubinet et al.,
2002; Lee and Hu, 2002; Massman and Lee, 2002;
Aubinet et al., 2003). The advective transport can
be induced by an uneven topography, heterogeneity
of the canopy or low turbulence conditions. A main
limitation for the determination of the horizontal ad-
vective terms is that they can not be derived from
single-tower measurements.

A common method to correct for the underestima-
tion of night-time flux densities is the u∗-correction
(Falge et al., 2001b). This correction is based on
extrapolating the NEE during windy and turbulent
to calm and low-turbulent night-time conditions be-
cause it is assumed that the advective transport pro-
cesses are minor under windy conditions. For fur-
ther details refer to section 3.4.2.
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Storage term — The storage of CO2 below the
measurement height is often estimated from a time-
averaged concentration profile (e.g. Finnigan et al.,
2003, term II in Eq. 2.15). Finnigan (2006) points
out that calculating S c from single tower measure-
ments results in an irreducible error of about 50 %
because the use of instantaneous profiles contains a
given random error and time-averaged vertical pro-
files imply a certain loss of high frequency informa-
tion.

In the absence of profile measurements the stor-
age term is often estimated from changes in the
CO2 concentration (∆c) measured above the canopy
(Aubinet et al., 2000):

S c = −
∆c
∆t

zm. (2.17)

Advection — The effect of a non-zero mean ver-
tical velocity component w and thus an estimation
of the vertical advection term FVA (term III in Eq.
2.15) was first suggested by Lee (1998):

FVA = w (czm − 〈c〉) , (2.18)

where czm is the mean CO2 concentration at the mea-
surement height and 〈c〉 is the mean CO2 concentra-
tion in the layer below the measurement height.

The determination of the mean vertical velocity
component w is a crucial task. The measured value
has to be cleansed of topographical and sensor mis-
alignment effects, i.e. an appropriate tilt correction
has to be carried out. In this study, the planar fit
method according to Wilczak et al. (2001) is applied
(cf. section 3.3.1). A comparison of w derived from
two adjacent instruments shows that the uncertainty
in w is of the same magnitude as the velocity itself
(Heinesch et al., 2007). In a reply to Lee (1998)
Finnigan (1999) points out that the horizontal advec-
tion terms can not be neglected as assumed by Lee
(1998) and e.g. calculated by Baldocchi et al. (2000)
and Paw U et al. (2000). In recent budget consider-
ations both horizontal and vertical advective fluxes
are taken into account (Aubinet et al., 2003; Feigen-
winter et al., 2004; Aubinet et al., 2005; Feigenwin-
ter et al., 2008).
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3 Methods

3.1 Site description

The experimental site is located in the plains of the
Southern Upper Rhine Valley on the northern edge
of Eimeldingen (Germany, 47◦ 38′ 21′′ N, 7◦ 35′

58′′ E, 277 m a.s.l., WGS–84), a village about 10 km
North of the city of Basel, Switzerland (Fig. 3.1).
The surrounding is a flat, small patched, agricul-
turally used area (mainly crops and some fruit or-
chards). The field measures about 320 m x 210 m.
Maize was also cultivated on the adjacent fields in
eastern direction, providing a fetch of uniform crop
of ∼100 m at minimum (Fig. 3.2). The prevailing
winds from NNW, ESE, and WSW (Fig. 4.2) are in
accordance with the regional flow pattern modified
by the local topography, i.e. the orientation of the
Southern Upper Rhine Valley and the High Rhine
Valley as well as the ”Burgunderpforte” in the West
(Kaufmann and Weber, 1996).

Data analysed in this study were collected during al-
most continuous measurements from June 2004 un-
til October 2006 at this site.
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Figure 3.1: Map of the surrounding of the experimental site
(red area) in Eimeldingen, Germany. (Base map data from swis-
stopo.)

Maize — Every year the field was seeded to maize
(zea mays L.) in April at ∼9 plants per square meter
with a row spacing of ∼0.7 m and an East-West row
orientation. Growth of the plants was strongly de-

Figure 3.2: Aerial view of the site southbound (photograph by
R. Vogt).

pendent on meteorological conditions, particularly
temperature and precipitation (cf. section 2.1). Be-
cause the field is not irrigated both amount and tem-
poral distribution of rain events are important. Final
canopy height was reached in the beginning of Au-
gust and differed from year to year: 2.5 m in 2004
and ∼2.3 m in 2005 and 2006 (Fig. 3.3). Due to
the growing maize and the increasing cover fraction
albedo changed from 15 % to 20 % during vegeta-
tion period (Fig. 4.1e). The cobs were harvested be-
gin of October, respectively November in 2005. The
remainder of the plants was chopped in small pieces,
which lay on the ground for some weeks before be-
ing ploughed in. The yield in the three subsequent
years was 107, 98, and 80 kg are−1. The field lay fal-
low from harvest in autumn until emergence in May.
Prior to the initiation of the study, the site had more
than 30 years of history in maize cultivation.

Figure 3.3: Development of canopy height from emergence in
May until final canopy height is reached in August for vegeta-
tion periods 2004, 2005 and 2006.
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Table 3.1: Soil carbon content.

depth (cm) carbon content (%)
2004/06/30 2006/08/10

0 – 5 1.06 1.23
5 – 15 0.98 1.09
25 – 35 0.90 1.06

As a quality control of the calculated NEE by the
eddy covariance method the above-ground biomass
was determined. Destructive plant sampling was
done approximately once a week during vegetation
periods 2005 and 2006. A plant in a 50 m radius
of the meteorological tower was selected randomly,
dried at 105 ◦C and weighted afterwards. The car-
bon content of the dry matter is taken to be 50 %.

Soil — The soil is a silt loam (US-taxonomy). It
contains 32 % sand, 55 % silt and 13 % clay. Soil
sampling was conducted in three layers (0–5 cm,
5–15 cm, and 25–35 cm). Within each layer three
samples were collected and the samples were com-
bined into one composite sample per depth. Soil tex-
ture is rather homogeneous within this layer because
of periodic ploughing. There is even a plough sole
formed in a depth of ∼30 cm. Particle size distri-
bution was determined twice during the study (June
06, 2004 and August 10, 2006).

Carbon and nitrogen content were determined from
the composite samples by a CHN-analysis (1000-
CHN-Analysator, Leco Corporation, St. Joseph, MI,
USA). Inorganic carbon content is below measure-
ment limit (≤0.1 %). Carbon content is low (about
1 %) and decreases slightly with depth (Tab. 3.1).
The difference in the absolute number between the
two samples of ∼15 % is primarily a consequence
of a different state of decomposition of the biomass
from the previous year and is not a clear indication
for an increase of soil carbon stock. Nitrogen con-
tent did not change over time, is constant with depth
and its value is 0.11±0.01 % . The ratio of carbon
and nitrogen, as an indicator for microbial decom-
position, is about 10±0.6, a typical value for fertile
agricultural soils (Scheffer et al., 1998).
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Methods / Instrumentation

3.2 Instrumentation

Long term measurements were carried out to get a
reliable estimate of the natural variability of the NEE
of a maize canopy. The measurements started in
June 2004 and lasted until October 2006, thus in-
cluding almost three vegetation periods. In 2006 an
advection experiment was carried out, to verify the
overall assumption that advective processes in short
canopies are negligible. Table 3.2 gives an overview
on the array of sensors, which is described in the
subsequent sections.

3.2.1 Long-term measurements

A triangular lattice tower of six meter height and an
edge length of 0.3 m was set up (Fig. 3.4). The tower
had to be put down due to tillage in spring every
year to ensure regrowth close to the tower and due
to harvest. In autumn 2004 the tower was left in
the field and the harvest was made manually but the
tower was almost knocked over by the harvester.

2m

4m

6m

Sonic

IRGA

Radiation balance

PPFD

Psychrometer

Soil heat flux

Soil temperature

Soil moisture

1 m

Figure 3.4: Schematic view of the main tower in Eimeldingen.

Turbulence — Carbon dioxide (CO2) and water
vapour (H2O) concentration, the longitudinal u, lat-
eral v and vertical w wind component as well as vir-
tual acoustic temperature θ were continuously mea-
sured using the eddy covariance technique. The flux

system consisted of a sonic (CSAT3) and an open-
path CO2/H2O IRGA (Li7500). The instruments
were aligned towards NNW to allow optimal mea-
surements in the predominant wind directions. Due
to the limited field size the height of the flux system
had to be adjusted to canopy height (zm/hc ∼ 2) to
have sufficient fetch in all directions representative
of the cropping system. Turbulence raw data (sam-
pling frequency 20 Hz) were collected via SDM with
a CR5000 data logger (CSI).

Radiation — The tower was equipped with quan-
tum sensors (Li190SB) to measure photosynthetic
photon flux density (PPFD). Two levels were within
the canopy and a third at the top of the tower, where
also the reflected PPFD was measured. All compo-
nents of the radiation balance, i.e. incoming short-
wave radiation Rsd, outgoing short-wave radiation
Rsu, incoming long-wave radiation Rld and outgoing
long-wave radiation Rlu, were acquired at tower top
by a net radiometer (CNR1). To prevent dew fall the
sensor was ventilated from August 25, 2005 on.

Soil — Soil measurements included a five level
temperature profile (-5, -10, -20, -30, -50 cm,
CS107b), soil moisture measurements (-10, -30 cm,
CS616) and three soil heat flux plates (Rimco HFP-
CN3) at 5 cm depth, which were used to measure
the average soil heat flux in the neighbourhood of
the tower. The temperature profile, the upper soil
moisture sensor as well as two heat flux plates were
buried below the maize, the remaining sensors were
placed in a furrow.

Others — In addition, air temperature and wet
bulb temperature were collected via ventilated psy-
chrometers (type Frankenberger). One instrument
was mounted at 0.5 m, the other at the same height
as the flux system. This sensor was not mounted
during vegetation period 2006 because of presum-
able disturbance of the other measurements during
the advection experiment. Precipitation was regis-
tered within the field above the canopy using a rain
gauge.

Slow data were collected every five seconds and
stored as 1 minute average values with a data log-
ger (CR5000, CR10X, and CR10, CSI).
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Table 3.2: Overview of the instrumentation at the Eimeldingen site.
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radiation balance CNR1a 6.0 5′′ 1′

photon flux density of PAR Li190SBb 2x 6.0 (albedo) 5′′ 1′

2x within canopy

air temperature & psychrometer 0.5 & variable 5′′ 1′

wet bulb temperature type Frankenbergerc

wind vector components & CSAT3d variable 60 Hz 20 Hz
virtual acoustic temperature USA-1e 4x (0.75, 2.0) 40 Hz 20 Hz

Gill R2f 0.75 166.6 Hz 20 Hz

wind speed A101Mg 0.4, 0.6, 1.25, 5′′ 1′

1.95, 2.55, 3.25

H2O, CO2 IRGA Li7500b variable 100 Hz 20 Hz
IRGA Li6262b 4x (0.5, 1.75) 5′

1x (0.5, variable)

precipitation Hellmann rain gaugeh above canopy 5′′ 1′

soil temperature CS107bd -0.05, -0.1, -0.2, 5′′ 1′

-0.3, -0.5

soil heat flux Rimco HFP-CN3i 3x -0.05 5′′ 1′

soil moisture CS616d -0.1, -0.3 5′′ 1′

a Kipp and Zonen, Delft, NL
b LiCor Inc., Lincoln, NE, USA
c Institute of Meteorology, Climatology and Remote Sensing, University of Basel, CH
d Campbell Scientific Inc., Logan, UT, USA
e Metek GmbH, Elmshorn, D
f Gill Instruments Ltd., Lymington, UK
g Vector Instruments, Rhyl, UK
h Franz Ketterer Feinmechanik, Sölden, D
i McVan Instruments, Mulgrave, AUS
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3.2.2 Advection experiment

During the vegetation period 2006 (from June 26 to
October 9) an advection experiment was carried out.
Four additional pylon towers of three meter height
were erected in a distance of ∼18.5 m from the main
tower in a north-, east-, south- and westward direc-
tion, resulting in a square of an edge length of ∼26 m
(Fig. 3.5).

27.4m

25.0m

25.6m

26.1m

18.0m 18.6m
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17.4m
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W

Figure 3.5: Schematic top view of the advection set-up. The
triangle stands for the main tower, the grey circles denote the
additional advection towers and the horizontal lines indicate the
maize rows (from Lietzke, 2008).

On each tower two sonics (USA-1) were mounted,
one at 0.75 m and one at 2 m (Fig. 3.6). The in-
struments were placed in the middle of two maize
rows and were orientated towards North. The se-
rial output data was continuously monitored and
collected using an industrial PC (PIP 6, MPL,
Dättwil, Switzerland) equipped with a LabView-
based software (developed by A. Christen). As from
2006/09/22 1530 hours (CET) the lower sonic on the
West tower had to be replaced by a Gill R2.

Air was sucked through 40 m long tubes to a closed
path CO2/H2O IRGA (Li6262). The ten inlets
(Acro R© 50 Vent Device with 1 µm PTFE membrane,
PALL Gelman Laboratory, Ann Arbor, MI, USA)
were mounted below the sensor head of the sonics
at a height of 0.5 m and 1.75 m. The upper level at
the main tower was at the same height as the open-
path IRGA. The gas analyser was operated in dif-

ferential mode, i.e. measuring continuously a zero
gas (N2) in the reference cell. Each inlet/channel
was sampled for 30 s. The first 10 s after switch-
ing were discarded and mean values computed over
the remaining 20 s were stored. The mean CO2 and
H2O concentrations were stored as five minute val-
ues with a CR21X data logger (CSI). The IRGA was
calibrated every second/third day with a CO2 gas of
known concentration. The system was adapted from
Vogt et al. (2006).

Additionally, a total of six cup anemometers
(A101M) were mounted at the main tower at heights
0.4, 0.6, 1.25, 1.95, 2.55 and 3.25 m (Fig. 3.6).

Figure 3.6: Photo of the southern advection tower on the left
and the main tower with the cup profile on the right.

19



stratus

3.3 Data processing

3.3.1 Turbulence measurements

Averaging time — The length of the integration
period has to be chosen long enough to ensure
that all significant flux-carrying wavelengths are in-
cluded (e.g. Lenschow et al., 1994; Finnigan et al.,
2003). A wrong averaging time would result in an
underestimation of the fluxes. As a test, the cumula-
tive Fc for the period July/August of all three years
was calculated based on values with time intervals
of 30, 60, and 120 minutes. The half hourly covari-
ance values were determined by the eddy covariance
method (cf. section 2.3) and afterwards aggregated
to the other time intervals according to:

w′c′N =
1
N

N∑
i=1

(
w′c′

)
i

+
1
N

N∑
i=1

(wi − w) (ci − c) .

(3.1)
A variation of less than 4 % in the cumulative flux
was found. Thus, half hourly intervals were used for
further calculations.

Sonic coordinate rotation — In practice the coor-
dinate system of a sonic and the surface will not be
perfectly aligned, such that fluctuations in the lon-
gitudinal components of the wind appear as vertical
velocity fluctuations, and vice versa. Therefore, a
tilt correction for these small deviations of the sonic
coordinates is needed. If the normalised mean verti-
cal wind component w∗, i.e. the ratio of the mean
vertical wind component and the mean horizontal
wind speed, above a plane surface shows a sinu-
soidal function of wind direction then the sonic is
tilted (Fig. 3.7a).

There are mainly three methods to determine the ori-
entation of a sonic relative to a Cartesian coordinate
system aligned along the mean wind: double rota-
tion (v = 0 and w = 0, according to Kaimal and
Finnigan 1994), triple rotation (additionally w′v′ =

0, McMillen 1988) and planar fit (v = 0 and nor-
mally w , 0, Wilczak et al. 2001).

The third rotation can introduce additional uncer-
tainty in the flux (Wilczak et al., 2001). There-
fore, only double rotation and the planar fit method
were compared. The main difference between the

Figure 3.7: Wind direction vs normalised mean vertical wind
component w∗ for time period June to November 2005 (a) be-
fore and (b) after the coordinate rotation.

two methods is the time period to calculate the ro-
tation angles. For double rotation these angles are
calculated for each single run, which is equivalent
to high-pass filtering, while for the planar fit method
they are always the same (as long as the tilt of the
sonic is constant). During periods of assimilation
the carbon fluxes differ by only a few percent (fluxes
determined by planar fit are 3 % smaller). During
bare field conditions unrealistic high values result
from double rotation whereas planar fit shows sig-
nificantly smaller values (Fig. 3.8). Additionally, the
planar fit method is less susceptible to sampling er-
rors because many data runs are used to determine
the rotation angles.

Thus, the planar fit method according to Wilczak
et al. (2001) is applied for this study and is described
briefly in the following. The plane of the new co-
ordinate system is defined by the horizontal wind
components placed parallel to the surface and the
u-component aligned to streamlines of the flow. The
orientation of the plane can be determined by a least-
squares fit of the wind data to the equation:

wm = b0 + b1um + b2vm, (3.2)

where b0, b1 and b2 are regression coefficients and
um, vm and wm are components of the mean wind
vector in the instrument coordinate system. The re-
gression coefficients are used to determine the rota-
tion angle α about the v–axis, the roll angle β about
the intermediate u–axis and the yaw angle γ about
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Figure 3.8: Comparison of w′c′ (mmol m−2 s−1) derived from
double rotation and planar fit method for vegetation periods
(from July to September) with black and for bare field condi-
tions (from November to March) with grey circles.

the new z–axis (Fig. 3.9, Tab. 3.3). As the topog-
raphy is almost flat no dependency of the rotation
angles on wind direction is given and the angles are
generally small.

By multiplying the measured data (subscript m) with
the matrices given in Eq. 3.3, the data are rotated
into the new coordinate system (subscript rot).


urot

vrot

wrot

 = BCD


um

vm

wm

 ,
where

B =


cos γ − sin γ 0

sin γ cos γ 0

0 0 1

 ,
C =


1 0 0

0 cos β − sin β

0 sin β cos β

 ,
D =


cosα 0 sinα

0 1 0

− sinα 0 cosα

 .

(3.3)

Figure 3.7b shows the data after applying the planar
fit. The sinusoidal shape is removed and the mean

Table 3.3: Rotation angle α and roll angle β for planar fit with
the number of values for their determination for different time
periods. The yaw angle γ is always zero in this study.

time period α (◦) β (◦) number
2004/06/01 – 2004/10/30 0.11 -1.19 6791
2004/11/01 – 2005/02/28 -0.75 -0.10 4869
2005/03/01 – 2005/05/31 -0.13 -0.30 2359
2005/06/01 – 2005/11/30 -0.63 -0.80 7028
2005/12/01 – 2006/02/28 -0.66 -0.06 3745
2006/03/01 – 2006/06/30 -0.64 -0.05 4670
2006/07/01 – 2006/10/09 0.14 -0.36 3704

Figure 3.9: Definitions of the tilt angles α, β and γ for the xyz
convention. The original axes are x, y and z, the intermediate
axes are xI , yI and zI , and the final axes are x′, y′ and z′ (from
Wilczak et al., 2001).

value of w∗ is shifted from -0.03 to +0.006.

3.3.2 Quality control of turbulence measure-
ments

A first quality control is carried out on raw data.
The diagnostic flags from the instruments as well as
the automatic gain control of the open-path IRGA
(valid range: 50–63 %) are checked. Additionally,
values beyond a given range are rejected (Tab. 3.4)
and spikes are removed. For spike removal windows
of a length of ten minutes are used. The mean and
the standard deviation are calculated and any data
point that differs more than eight times the stan-
dard deviation from the mean is considered a spike.
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Table 3.4: Applied limits to fast data.

variable lower limit upper limit unit
u, v -25 +25 m s−1

w -5 +5 m s−1

θ -20 +50 ◦C
CO2 0 50 mmol m−3

H2O 0 25 g m−3

The process is repeated until no spikes are detected
any more. The choice of the window length and
the threshold value (±8 σ) are based on visual in-
spection. This method is adapted from Vickers and
Mahrt (1997). Flagged values are discarded, i.e. no
interpolation is carried out. The statistics are cal-
culated if 30000 out of 36000 values per half hour
are given. The resulting data availability for sonic
data is ∼80 % and for the open-path IRGA 60.5 %
and 54.8 % for H2O and CO2 concentration, respec-
tively. Gaps are mainly caused by rain or dew on
the sensors and the fact that the tower had to be put
down for tillage.

Steady state and integral turbulence character-
istic test — The stationarity of a data series can
be tested by dividing a single record (e.g.

(
w′θ′

)
30

of a time interval of 30 minutes) into equal time in-
tervals (e.g.

(
w′θ′

)
i

of a time interval of 5 minutes)
and testing the subsequence for underlying trends or
variations other than those due to expected sampling
variations (Bendat and Piersol, 1986). Foken and
Wichura (1996) proposed this test as follows:

RNcov =

∣∣∣∣∣∣∣∣
1
N

N
i=1

∑(
w′x′

)
i
−

(
w′x′

)
30(

w′x′
)
30

∣∣∣∣∣∣∣∣ . (3.4)

For high quality data the difference between the two
averaging intervals (RNcov) has to be less than 30 %.

MOST states that the ratio of σw/u∗ in the inertial
sublayer is a function only of ζ. Empirical fits of this
ratio are given e.g. by Panofsky and Dutton (1984)
and Kaimal and Finnigan (1994):

(
σw

u∗

)
l
=

 1.25 (1 + 3|ζ |)
1
3 if ζ < 0

1.25 (1 + 0.2ζ) if ζ > 0.
(3.5)

The integral turbulence test by Foken and Wichura
(1996) compares these parametrisations (subscript l)

with the measurements (subscript m):

ITCσ =

∣∣∣∣∣∣∣∣
(
σw
u∗

)
l
−

(
σw
u∗

)
m(

σw
u∗

)
l

∣∣∣∣∣∣∣∣ . (3.6)

For high quality data the difference (ITCσ) has to be
less than 30 %.

The flag system according to the Spoleto agreement
is chosen (Mauder and Foken, 2004). High qual-
ity data results in final flag 0. Final flag 1 denotes
moderate quality data, i.e. they can be used for flux
estimates without restriction. With final flag 2, i.e.
RNcov > 1 and ITCσ > 1, data with low data qual-
ity are classified which have to be discarded. In the
present study there is no need for rejecting any data,
consequently all data is further used for calculation
of vertical flux densities.

Spatial representativeness — One important as-
pect is the representativeness of the measurements
at a single tower for the real ecosystem fluxes. The
measurements are influenced by surface elements
within a given area in upwind distance, the source
area. This region can be estimated by different ap-
proaches (for an overview see e.g. Schmid, 2002).
In this study a simple analytical model by Schuepp
et al. (1990) for the cross-wind integrated flux foot-
print is used. This model assumes constant wind
speed with height and atmospheric stability is taken
into account by Businger-Dyer functions for Φm

(Eq. 3.7 Panofsky and Dutton, 1984).

Φm =

 (1 + 16ζ)−
1
4 if ζ < 0

1 + 5ζ if ζ > 0.
(3.7)

The position of the peak of the footprint xmax is cal-
culated by:

xmax =
U Φm

u∗

(zm − d)
2k

. (3.8)

The extent of the footprint is estimated according to
Wilson and Swaters (1991):

U
(zm − d)
σw

< x < U
(zm − d) Φm

ku∗
, (3.9)

where x is the upwind distance and U is the wind
velocity.

Figure 3.10 displays the mean footprint during veg-
etation periods (2004 to 2006). During unstable
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conditions the source area of the measurements lies
within the maize field. For stable conditions the xmax

estimates are located near the edge of the field. But
fortunately maize was also cultivated on the adjacent
fields in the main nocturnal wind direction (ESE).

Figure 3.10: Mean of the footprint during vegetation periods
for unstable (left) and stable (right) conditions. The black line
indicates xmax according to Eq. 3.8 and the grey lines display
the extent of the footprint according to Eq. 3.9.

This approach generally underestimates the extent
of the footprint. This is also shown by a comparison
with the method according to Kljun et al. (2004):
for daytime values during vegetation periods xmax

is located in a distance of ∼50 m and 90 % of the
source area are within ∼140 m in along-wind dis-
tance. For night-time situations the number of val-
ues is too small for a general estimation as the crite-
ria of a minimum u∗ of 0.2 m s−1 has to be fulfilled.

Energy balance closure — According to the first
law of thermodynamics the energy balance of a sur-
face should be in balance, i.e. the available energy
should be partitioned in the turbulent flux densities
of sensible heat QH and latent heat QE (Eq. 3.10).
Available energy includes net radiation Rn, soil heat
flux density G, energy used by photosynthesis QP

and storage of sensible and latent heat in the layer
below the sensors ∆S :

Rn + G + QP + ∆S = QH + QE . (3.10)

The closure of the energy balance is often used as an
indicator for data quality (e.g. Aubinet et al., 2000).
The closure fraction (CF) is defined as:

CF =
QH + QE

Rn + G + QP + ∆S
. (3.11)

As shown in Fig. 3.11, the energy balance is not
closed. During vegetation periods the closure frac-
tion is 0.8, during bare field conditions the closure

is worse (52 %) mainly given by the very small tur-
bulent fluxes during night-time. These results cor-
respond to other studies (e.g. Wilson et al., 2002;
Oncley et al., 2007; Barr et al., 2006). The energy
balance is discussed in more detail in section 4.2.

Figure 3.11: Available energy vs turbulent heat flux densities
during vegetation periods. The linear regression forced through
zero results in y = 0.81x.

3.3.3 Corrections of turbulent flux densities

Flow distortion correction — The wind vector
measured by a sonic may be influenced by the sonic
itself, its mounting devices, and the mast (Wieringa,
1980; Wyngaard, 1981, 1988). If the wind blows
exactly along a sonic path, the wake behind the
transducer induces an error, known as transducer
shadow effect. The influence of the flow distortion
can be determined experimentally by wind tunnel
studies (Wyngaard, 1981). All sonics in the present
study have inclined paths and therefore the trans-
ducer shadow is reduced. However, to minimize er-
rors all sonics used have been checked in the wind
tunnel at ETH Zurich, Switzerland by the Institute
of Meteorology, Climatology and Remote Sensing,
University of Basel in 2004. Correction matrices
were determined for 4◦ classes according to Vogt
(1995). Tower shadowing is minimal by the align-
ment of the sonic to NNW into a mean wind direc-
tion and the small number of winds from SSE (Fig.
4.2). Correspondingly, the ratio of σw to u∗ is almost
consistent as a function of wind direction.

Spectral loss correction — Measuring and
analysing turbulence data leads to a spectral atten-
uation both at high and low frequencies. The bias
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results from physical limitations of the sensors and
the experimental set-up which act as a low-pass filter
and the data analysis which acts as a high-pass filter
(Massman, 2000). The resulting spectral attenuation
is additionally dependent on measurement height,
wind speed and atmospheric stability. There are two
main approaches to correct this underestimation: the
transfer function approach (e.g. Moore, 1986; Horst,
1997; Massman, 2000) and in-situ methods (e.g.
Laubach and McNaughton, 1998). Here the transfer
function approach is applied. Each effect causing a
loss in flux density can be described by a frequency-
dependent transfer function and the error of a turbu-
lent flux density can be expressed as:

(
w′x′

)
m

w′x′
=

∞∫
0

T ( f ) Cowx( f ) d f

∞∫
0

Cowx( f ) d f
, (3.12)

where subscript m stands for measured, f is the
normalised frequency, T ( f ) denotes the product of
all appropriate transfer functions for high and low
frequency spectral attenuation and Cowx( f ) is the
cospectrum.

For the present study a transfer function approach
based on Moore (1986) is applied. The assumed
cospectra Cowx are simplifications of the Kansas
spectra (Kaimal et al., 1972). For the existing instru-
mentation and data acquisition system the following
transfer functions have to be considered: the trans-
fer functions for block-averaging over a finite time
period Tb (Kaimal et al., 1989):

Tb( f ) = 1 −
sin2 (π f ∆t)

(π f ∆t)2 , (3.13)

where ∆t is the averaging time period and the trans-
fer function for path length averaging for vertical
wind Tw and a scalar Tp:

Tw( f ) =
2
π f

1 +
e−2π f

2
−

3
(
1 − e−2π f

)
4π f

 , (3.14)

Tp( f ) =
1

2π f

3 + e−2π f − 4

(
1 − e−2π f

)
2π f

 . (3.15)

Equations 3.14 and 3.15 are simplifications of more
complex transfer functions (Moore, 1986).

The impact of spectral loss correction depends on
the scalar flux and the corresponding necessary

Table 3.5: Average impact of spectral loss correction to QH ,
QE , and Fc for stable and unstable conditions. Statistics are
calculated for situations with |QH | or |QE | > 10 W m−2 and
|Fc| > 1 µmol m−2 s−1.

flux stability
−2 < ζ < 0 0 < ζ < 2

QH +1.7 % +2.5 %
QE +0.9 % +1.0 %
Fc +0.7 % +1.6 %

transfer functions. Path length averaging and block
averaging cause just a minor correction. Generally,
the correction factor is smaller under unstable con-
ditions and during the vegetation period. Table 3.5
gives an overview of the impact on the scalar fluxes.

A transfer function for sensor separation was not ap-
plied because the covariance between vertical wind
component w and the concentrations of H2O and
CO2 was maximised in advance. For each half-
hourly run, the measured time lag was determined
by maximizing the covariance within a frame of ±60
values. This increased the corresponding covari-
ances on average by 4.0 % and 4.4 %.

Humidity correction — The temperature deter-
mined with a sonic is derived from the temperature
dependent speed of sound c which is inversely pro-
portional to the sum of the transit times between the
transducers. Additionally, c depends on humidity:

c2 =
γ<

m
Ta (1 + 0.51q) , (3.16)

where γ is the adiabatic index, < is the universal
gas constant, and m is the molar mass of air. Due
to its similarity to the virtual temperature the term
Ta (1 + 0.51q) is called acoustic virtual temperature
θ, which is the temperature measured by a sonic. Ac-
cording to Schotanus et al. (1983) the covariance of
θ and w have to be corrected for humidity influence
as follows:

w′T ′a = w′θ′ − 0.51Ta w′q′. (3.17)

Schotanus et al. (1983) added an additional term for
cross-wind error for which the sonics used correct
internally.
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Webb-Pearman-Leuning correction — Webb
et al. (1980) pointed out that fluctuations in an air
constituents density ρ′s can result from fluctuations
in water vapour density and temperature which are
not associated with the net transport of s. Their key
assumption is a zero mean vertical mass flow of air.
But, turbulent motion consists of warmer, ascending
and colder, descending air parcels which have dif-
ferent densities. In order to maintain the zero mean
vertical mass flow the mean vertical velocity is un-
equal zero. By applying the eddy covariance method
(cf. section 2.3) the mean vertical flux of an air con-
stituent s (w ρs) is neglected. Hence, the estimates
of the turbulent flux densities by the eddy covariance
method have to be corrected according to Webb et al.
(1980):

w′ρ′scorr = w′ρ′suncorr +
ma

mv

ρs

ρa
w′ρ′v

+

(
1 +

ma

mv

ρv

ρa

)
ρs

Ta
w′T ′a,

(3.18)

where subscripts s, v and a of m and ρ denote water
vapour or CO2, water vapour, and dry air, respec-
tively.

This approach was supported e.g. by Leuning (2004)
and Massman and Tuovinen (2006) and extended to
three-dimensional flow (e.g. Paw U et al., 2000; Le-
uning, 2004). Recently, Leuning (2007) showed that
with the key assumption of no source or sink of dry
air within the layer below the measurement height
the theory of Webb et al. (1980) to calculate the
turbulent fluxes is correct for both steady and non-
steady, horizontally homogeneous flows.

As can be seen from Eqs. 3.17 and 3.18 w′T ′a is an
input for the density correction and w′q′ is input for
the humidity correction. Thus, the corrected covari-
ances were calculated iteratively until the difference
from one step to the next was less than 0.1 %. The
resulting impact on the turbulent fluxes densities are
given in Tab. 3.6.

Measurements in low ambient temperatures have
shown that the measurements of the open-path
IRGA Li7500 can result in a carbon uptake as the
sensor is warmer than the surrounding air (given by
the heating of the electronics). That induces a small
internal boundary layer with less dense air as in the
surrounding. According to Burba et al. (2006) an

Table 3.6: Average impact of humidity and density correction
on QH , QE , and Fc for stable and unstable conditions. Statistics
are calculated for situations with |QH | or |QE | > 10 W m−2 and
|Fc| > 1 µmol m−2 s−1.

flux stability
−2 < ζ < 0 0 < ζ < 2

QH -7.2 % +1.2 %
QE +4.7 % -0.8 %
Fc +12.5 % -10.7 %

additional term in Eq. 3.18 can reduce this error, but
their experiment was carried out with a vertically
orientated instrument. In the present study the in-
strument was tilted inducing a wind direction depen-
dency of the internal boundary layers and besides
the impact of the can and the ball become also im-
portant. Therefore, this correction could not be ap-
plied and unrealistic carbon uptake values (e.g. dur-
ing bare field conditions) were simply rejected from
further analysis.

The applied spectral, humidity and density correc-
tion result for w′T ′a in a mean reduction of 5.2 %.
w′q′ and w′c′ are increased by 6.5 % and 12.2 %,
respectively.

3.3.4 CO2 storage term

As described in section 2.4 there are two main meth-
ods to estimate the CO2 storage term. For the present
study profile measurements were available from the
advection experiment only (from June 26 to October
9, 2006). Therefore, the CO2 storage term had to
be determined by the concentration changes above
the canopy, from the measurements of the open-path
IRGA.

A comparison of the two methods for the overlap-
ping time period was carried out. Assuming that the
profile measurements lead to a better estimate of the
CO2 storage term the comparison shows that the ap-
plied single-level method generally underestimates
the storage term by a factor of 2 (Fig. 3.12) which is
in accordance with findings from Finnigan (2006).
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Figure 3.12: Comparison of estimates of the CO2 storage term
by the profile method and single-level method. The linear re-
gression forced through zero results in y = 0.50x.

3.3.5 Radiation measurements

The net radiometer CNR1 was checked against ref-
erence instruments (Tab. 3.7, Fig. 3.13) during a
field comparison from 2004 June 4 to June 8. Most
of the reference instruments were calibrated by the
World Radiation Centre (WRC) in Davos, Switzer-
land. The pyrgeometer PIR was further modified
with three dome thermistors according to Philipona
et al. (1995).

Figure 3.13: Set-up for the radiation comparison.

Figure 3.14 shows the analysis of the sensor com-
parison. Rsd is corrected by +2.5 %. The hysteresis
indicates that one or the other sensor is not perfectly
levelled. Rsu values are multiplied by 1.2. Rld shows
a clear dependency on Rsd, supposing a leak in the
filter or a temperature effect. This influence (2.5 %)
as well as the temperature sensitivity are corrected,
resulting in a remarkable reduction in the difference
between the two sensors. Uncorrected Rn derived
from measurments by the CNR1 has an offset of
about −30 W m−2 to net radiation estimates from
the sensor combination. By the described correc-

tions this offset reduces to 3 W m−2.

The comparison was carried out before the CNR1
was ventilated which is assumed to reduce the tem-
perature effect and therefore the difference in Rn.
Based on this fact and the good correlation between
uncorrected Rn of the CNR1 and the sensor combi-
nation no correction was carried out. The offset of
30 W m−2 is taken as a reliable estimate for the un-
certainty in Rn.

Periods with dew fall on the CNR1 were detected
visually using the difference between dew point
temperature and case temperature. Resulting gaps
shorter than two hours were linearly interpolated.
For longer gaps a linear regression with data from
a nearby meteorological station of the Institute of
Meteorology, Climatology and Remote Sensing of
the University of Basel (station Basel, Lange-Erlen)
was applied. This problem no longer occurred after
the sensor was ventilated from August 25, 2005 on.

For a reference measurement the PPFD sensors were
operated parallel to a newly manufacturer calibrated
sensor. Measurements took place on the roof of the
institute for 12 days prior to the field measurements
(Fig. 3.15).

Figure 3.15: Set-up for the comparison of the PPFD sensors.

3.3.6 Soil measurements

To calculate the soil heat flux density at the soil sur-
face G the values of the heat flux plates Gz which
were buried at a given depth z (here -0.05 m) have to
be adjusted for the heat storage in the layer between
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Figure 3.14: Signal of the reference sensor vs the difference between the CNR1 and the reference sensor for: (a) Rsd, (b) Rsu, (c) Rld,
(d) Rlu and (e) Rn. In graph (f) Rn of the sensor combination vs Rn of the CNR1 are displayed. Black values are the measured values,
grey values are the corrected values. The comparison is based on minute values from a clear sky day (June, 7 2004 1200 hours to June,
8 2004 1200 hours.)
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Table 3.7: Instrumentation during radiation comparison.

variable manufacturer instrument serial no. calibration
Rsd, Rsu, Rld, Rlu Kipp and Zonen, Delft, NL CNR1 020419 manufacturer
Rsd Kipp and Zonen, Delft, NL CM21 910004 WRC
Rsu Kipp and Zonen, Delft, NL CM21 950239 WRC
Rld Kipp and Zonen, Delft, NL CG4 040724 manufacturer
Rlu Eppley Laboratory Inc., Newport, USA PIR 31207F3 WRC

the soil surface and the sensor ∆z. This additional
term depends on the temperature change ∆Ts at the
same depth z over time period ∆t and the volumet-
ric heat capacity of the soil cv (Fuchs and Tanner,
1968):

G = Gz + cv

∆Ts

∆t

 ∆z. (3.19)

The average heat capacity of the soil is given by its
relative content of minerals xmin, organic matter xorg,
water xw and air xp and their typical values of heat
capacity, 2.1, 2.5, 4.2 and 0.0013 MJ m−3 K−1, re-
spectively (van Wijk and de Vries, 1963; Scheffer
et al., 1998):

cv = cminxmin + corgxorg + cwxw + cpxp. (3.20)

The content of organic matter is assumed to be 2 %
according to the soil analysis and the one of miner-
als to be 40 %. The volumetric content of water is
measured and the remainder is assumed to be air.

The mean of the three adjusted measurements is fur-
ther used as soil heat flux density G.

3.3.7 Temperature / humidity sensors

The psychrometers were constructed by the Insti-
tute of Meteorology, Climatology and Remote Sens-
ing of the University of Basel using Pt100 resistors.
The instruments were calibrated in the range from
-3 ◦C to +40 ◦C in the laboratory after the field mea-
surements in May 2007. Further details about in-
strumental design and the calibration procedure are
given in Vogt and Reber (1992). In the field the psy-
chrometers were ventilated to minimize radiation er-
rors.

3.3.8 Closed-path gas analyser

Above a cell temperature of about 51 ◦C the closed-
path IRGA Li6262 does not work properly, i.e. the
values drop to∼200 ppm. These time periods as well
as calibration periods are removed visually. Final
data availability is 76 %.

A span (Eq. 3.21) and zero (Eq. 3.22) adjustment
according to the application note 123 of LiCor Inc.
(Lincoln, NE, USA) is applied to the raw data:

c = c′ +
(
cs − c′s

) c′Yc (c′)
c′sYc (c′s)

, (3.21)

c = c′ − cz Rc, (3.22)

where c is the corrected CO2 concentration, c′ is the
original measurement, cs is the true span concentra-
tion, c′s is the measured span concentration, and cz

is zero reading. cs and cz are acquired by manual
calibration every second/third day.

The function Yc (c) is defined as:

Yc (c) =
α + β c1.5

α + c1.5 + γ c
, (3.23)

where α = 6606.6, β = 1.4306 and γ = 2.2464·10−4.

Rc is the ratio of the slope of the calibration curve
where the measurement is to be corrected and the
slope of the calibration curve at 0 ppm. It is deter-
mined by the data as Rc = 1.0881 + 0.0016 c′.

3.3.9 Advective terms

A brief overview of the methods to determine the
horizontal and vertical advective terms is given in
section 2.4. The applied method is described in de-
tail in Feigenwinter et al. (2008). A crucial task is
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the interpolation of the measured data to a three-
dimensional grid of CO2 gradients, wind speed and
wind direction. In this study, the determination of
the vertical wind profile bases on the work of Liet-
zke (2008).

Vertical wind profile — Basically, the six-level
cup anemometer profile is used to derive a mean
shape of the vertical wind profile and the generated
mean shape is then adjusted to the sonic data (Fig.
3.16).

The canopy influenced wind profile can be split in
an upper and a lower part (e.g. Kaimal and Finnigan,
1994). In the upper part a logarithmic wind profile
is assumed, penetrating into the canopy down to the
height z0 + d, where z0 is the roughness length. Li-
etzke (2008) showed that the rule-of-thumb values
of z0 = 0.1hc and d = 0.6hc are reliable estimates
at this site. In the lower part, within the canopy, the
wind is strongly retarded in the area of high leaf den-
sity and less in the ”stem-space”, where a local sec-
ond maximum is expected (in analogy to the ”trunk
space” in forest canopies, Shaw (1977)). The verti-
cal interpolation within the canopy is done by fitting
a cubic spline to the mean cup-profile (wind speed at
the surface is set to zero). As wind speed is generally
low, particularly within the canopy, the mechanical
threshold value of 0.14 m s−1 of the cup anemome-
ters used becomes important. All lower values are
set to this threshold value. The type of sensors used
shows no over speeding. The data from the sonics is
considered to be more reliable. Although, the sonics
of type METEK show troubles in the measurement
of low wind speeds (for details cf. Lietzke (2008)).
Finally, the mean shape is linearly corrected to fit the
averaged sonic wind speed. Due to different canopy
heights at the advection towers the mean shape is
derived for a normalised canopy height.

The resulting mean shape is adjusted to the half-
hourly sonic data at each advection tower. The mea-
surements above the canopy of the sonic at the main
tower are assumed to be representative for all four
sites. Given by the above mentioned problems of
the sonics at low wind speeds data from the lowest
level is not regarded to derive the instantaneous pro-
files. Wind direction is linearly interpolated between
the above-canopy and the 2 m level and is then kept
constant to the ground.

Figure 3.16: Final mean vertical wind profile (black line). The
original shape (dashed line) is derived from cup anemometer
measurements (N) and linearly adapted to mean sonic measure-
ments (_). 4 are the adapted cup values. Data is based on mea-
surements from August 01 to October 09 during neutral condi-
tions, its statistics are shown in boxplots. Adapted from Lietzke
(2008).

Vertical CO2 concentration profile — An artifi-
cial vertical CO2 concentration profile with 40 layers
is derived by linear interpolation between the three
measurement heights. Again, the value from the up-
permost level from the main tower is used for all four
profiles. Given by the lack of information about the
CO2 concentration at ground level it is assumed that
the concentration gradient from the lowest level to
the ground is twice the concentration gradient be-
tween 0.5 m and 1.75 m (Feigenwinter et al., 2008).

Vertical advection — This term is determined as
described in Eq. 2.18 (Lee, 1998). The mean CO2
concentration below the sensor is derived from all
interpolated concentration profiles within the control
volume.

Horizontal advection — The horizontal grid is
defined by 10 x 10 rectangular boxes with an edge
length of 3.67 m x 3.70 m. For each level a minimum
curvature surface function was used for interpola-
tion. From this grid the local CO2 gradient is calcu-
lated as described in Feigenwinter et al. (2008). For
each rectangle the gradients between the four cor-
ners are averaged resulting in a mean gradient in x
and y direction, assumed to be valid in the centre of
the box. With these values a similar grid, shifted by
half an edge, of the horizontal CO2 gradient is de-
rived. Afterwards the same method was applied for
the u- and v-component of the wind. With the result-
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ing values term V of Eq. 2.15 can be calculated by
multiplying the CO2 gradients with the correspond-
ing wind components. The direction of the advective
flow is bound to the direction of the wind flow and
is positive if the gradient is positive in the same di-
rection and negative if the gradient is negative.
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3.4 Gap filling

Data coverage of the measured data for NEE is
54.8 %. On the one hand data are mainly missed due
to sensor/logger malfunction or because the tower
was put down for tillage. On the other hand data
have to be rejected by quality control. For example
under stable conditions the eddy covariance method
often underestimates the flux densities and the re-
spective measured values have to be rejected (Mon-
crieff et al., 1996) which has not been done yet. To
end up with a carbon balance over a given time pe-
riod a complete data series is needed. Thus, missing
data has to be reconstructed. Therefore, the known
relationship of NEE with environmental factors (cf.
section 2.1) is used to derive parametrised equa-
tions which are afterwards used to fill missing NEE
values. Recently, Moffat et al. (2007) presented
a comparison of several gap-filling techniques like
interpolation, probabilistic filling, look-up tables,
non-linear regression (including artificial neural net-
works) and process-based models. In this study dif-
ferent non-linear regressions are applied which are
described in the following subsections. Gap filling
is based on NEE values calculated according to Eq.
2.16, i.e. the storage term is taken into account to
avoid double counting (Aubinet et al., 2000).

3.4.1 Periods of assimilation

An often used method to fill gaps during daytime
during vegetation periods is the application of a
Michaelis-Menten function (1913, in Falge et al.,
2001b). This approach uses a rectangular hyper-
bola to quantify the relationship between NEE and
PPFDnet (Eq. 3.24). Thus, at a given level of
PPFDnet the value of NEE gets saturated.

NEE =
a′ PPFDnet GPPsat

GPPsat + a′ PPFDnet
− TERday, (3.24)

where a′ denotes the quantum yield, GPPsat is the
gross primary production under saturated light con-
ditions and TERday is the total ecosystem respiration
during daytime.

In a first attempt, this relationship is used to model
missing data. Considering the dependency of photo-
synthesis and respiration on temperature and on the
different growth stages (assumed to be represented

by vegetation height) the data series is split in nu-
merous categories. They are different for each veg-
etation period (Tab. 3.8). As in other studies (e.g
Suyker et al., 2004) no significant effect of soil wa-
ter content on NEE is found, indicating that under
the given soil moisture conditions the plants have
never been under severe water stress. The partition-
ing is done visually, requiring a given number of
data points and a threshold for correlation coefficient
for each class. As mentioned in section 2.1 maize
never reaches light saturation. Accordingly, GPPsat

reaches unrealistic high values. For some categories
even the values of the quantum yield are high with
>0.05 µmol µmol−1. However, the modelled values
are within 10 % of the measured values (R2 = 0.91).

Nevertheless, a different approach is tested. As the
relationship between NEE and PPFDnet is linear for
maize, the quantum yield during vegetation periods
is determined by a linear regression at light levels
above the light compensation point (i.e. NEE ≤ 0,
Baker et al., 1989; Baldocchi, 1994). To capture the
current environmental conditions (air temperature,
actual water supply) and the current stage of plant
development an interval of one day is chosen. Fig-
ure 3.17 illustrates the changing quantum yield dur-
ing vegetation period 2005. A comparison of the re-
sulting artificial data series of NEE to the measured
data shows a consistence within 10 % (R2 = 0.88,
Fig. 3.18).

Figure 3.17: PPFDnet vs NEE for some days representing dif-
ferent growth stages (from youngest to senescence) during veg-
etation period 2005.

To replace missing data of NEE a complete data se-
ries of PPFDnet is necessary. Thereto a stepwise
modelling is carried out using the relationship be-
tween global radiation Rsd and incoming PPFD as
well as the PPFD albedo. First, a regression of Rsd
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Table 3.8: Parameter for Michaelis-Menten equation (Eq. 3.24) to fill daytime data gaps during vegetation periods 2004–2006.

year hc Ta a′ GPPsat Rday R2

(m) (◦C) (µmol µmol−1) (µmol m−2 s−1) (µmol m−2 s−1)
2004 0.0 – 0.4 0 – 22 0.010 40.5 0.6 0.95

22 – 40 0.011 160.8 2.6 0.89
0.4 – 0.8 0 – 40 0.023 182.8 1.7 0.79
0.8 – 1.2 0 – 40 0.029 597.1 3.1 0.96
1.2 – 1.6 0 – 40 0.058 108.7 7.1 0.92
1.6 – 2.0 0 – 40 0.091 94.9 11.8 0.85
2.0 – 2.4 0 – 22 0.052 186.4 5.6 0.94

22 – 40 0.057 139.4 10.4 0.90
>2.4 0 – 40 0.035 221.1 3.0 0.86

2005 0.0 – 0.4 0 – 22 0.016 41.2 2.7 0.70
22 – 40 0.020 39.9 3.3 0.79

0.4 – 0.8 0 – 40 0.036 35.7 3.9 0.75
0.8 – 1.2 0 – 40 0.041 79.8 2.1 0.90
1.2 – 1.6 0 – 40 0.042 132.3 7.9 0.77
1.6 – 2.0 0 – 40 0.068 88.9 6.6 0.86
2.0 – 2.3 0 – 40 0.061 107.1 5.9 0.87
>2.3 0 – 16 – – – –

16 – 22 0.030 625.6 3.5 0.81
22 – 40 0.037 204.0 6.6 0.87

2006 0.0 – 0.6 0 – 22 0.010 194.2 2.2 0.63
22 – 40 0.022 69.2 4.7 0.71

0.6 – 1.0 0 – 40 0.042 47.1 2.7 0.81
1.0 – 2.2 0 – 40 0.048 109.6 5.8 0.85
>2.2 0 – 22 0.053 124.6 4.0 0.86

22 – 40 0.051 99.8 6.8 0.82
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Figure 3.18: Measured vs modelled daytime NEE during veg-
etation periods. y = -0.98+0.92x, R2 = 0.88.

and incoming PPFD is calculated for the existing
data. Secondly, on a daily basis the PPFD albedo
is calculated and missing values are linearly inter-
polated. Thirdly, Rsd data from the nearby rural me-
teorological station Basel, Lange-Erlen are used to
determine a regression with the Rsd values at the site
and to replace missing Rsd values. This data series
is finally used to calculate a complete data series of
PPFDnet by the use of the previously determined re-
lationship of Rsd and incoming PPFD as well as the
PPFD albedo.

The difference between the hyperbolic and the lin-
ear approach is small (within 4 %). Still, the for-
mer method is susceptible to visual decisions and
does not regard the special behaviour of C4 photo-
synthesis and therefore underestimates higher values
of NEE. The latter method allows a better consider-
ation of the current conditions for growth. Thus, the
latter method is finally applied.

3.4.2 Periods of respiration

During night-time, turbulence intensity is often
weak and therefore the eddy covariance method un-
derestimates the NEE (Goulden et al., 1996; Mon-
crieff et al., 1996). A widespread way to overcome
this problem is to replace rejected data by modelled
NEE values which are estimated by a temperature
function derived from measurements during well-
mixed conditions.

A threshold value of u∗ is used to distinguish be-
tween calm and well-mixed conditions (Aubinet
et al., 2000; Falge et al., 2001a; Massman and Lee,

2002; Baldocchi, 2003). There are two principal
methods to determine the threshold value of u∗:
one is based on visual inspection of the data (Falge
et al., 2001a) and the other uses a moving point
test (for details of the latter method refer to Gu
et al., 2005). For the former method the NEE val-
ues are normalised with a simulated flux (a first
guess according to Eq. 3.25) to eliminate correla-
tions between u∗ and temperature and the values are
grouped for u∗ intervals of 0.01 m s−1 to reduce the
scatter. Afterwards, for each u∗-class the median
of this normalised respiration is calculated. This
value increases as long as turbulence is insufficient.
Both methods are tested with time windows of dif-
ferent size. The variation over time and different
conditions (vegetation period/fallow and vegetation
height) is small, but for many situations no thresh-
old value can be defined by either method. Thus,
all situations are handled in one run. The method
according to Gu et al. (2005) results in a threshold
value of 0.03 m s−1, the visual inspection in a value
of 0.05 m s−1. But the scatter in the data is high, par-
ticularly under low u∗-conditions. To be on the safe
side, the latter value is chosen. By this criteria, 24 %
of the measured night-time data are rejected. Com-
pared to other studies (e.g. the above mentioned) this
threshold is rather low. But short canopies show
generally lower u∗ values than forested sites.

Soil temperature is the dominant environmental fac-
tor for respiration and most approaches to fill miss-
ing values are based on this relationship. In this
study, a method according to van’t Hoff (in Falge
et al., 2001a) is applied, a non-linear least squares
fit to the exponential function:

TER = a (b Ts), (3.25)

where a and b are fitted coefficients and Ts is the
mean soil temperature at a depth of -0.05 m. As
shown e.g. by Xu and Baldocchi (2004) or Reich-
stein et al. (2005) this regression changes over time
given by the changing phenology as well as by the
amount of active biomass and litter in the upper layer
of the soil. Thus, the data series is split in windows
of 400 given night-time values. If no fit can be deter-
mined for one of these windows the temporal near-
est fit is applied. Night-time situations and bare field
conditions show the same relationship with soil tem-
perature. However, there is large scatter in the data
and the correlation between modelled and measured
respiration values is low (R2 = 0.47, Fig. 3.19). Par-
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ticularly, high respiration values are underestimated
by the parametrisation.

Figure 3.19: Measured vs modelled respiration during night-
time or bare field conditions. y = 0.69+0.47x, R2 = 0.47.

3.4.3 Long gaps

Long gaps are mainly given because the tower had to
be put down for tillage. A different approach is fol-
lowed for these time periods as the conditions dif-
fer from the above derived relationships. For ex-
ample after harvest of the kernels the remainder of
the plants keep lying on the ground resulting in in-
creased respiration rates. Therefore an artificial neu-
ral network (ANN, Neuralyst V1.4, Cheshire Engi-
neering Corporation, Pasadena, USA) is used. The
use of an ANN is also a standard method in the
FLUXNET data base (Papale and Valentini, 2003).

An ANN is also an empirical non-linear regression
model, but the dependencies of NEE on the input
variables are not predefined. The architecture of an
ANN is a model neuron with multiple inputs and a
single output. Similar to the hitherto applied gap-
filling methods air temperature, PPFDnet, absolute
humidity, vegetation height and soil temperature are
defined as dependent input variables. Each input
is modified by a weight. The associated output is
the measured NEE value. The ANN used applies
a back-propagation algorithm for training. From
the differences between the network output and the
measured NEE, the error is determined and propa-
gated backward through the network. By adjusting
the weights of the input variables an optimal approx-
imation of NEE is aimed. Afterwards the resulting
ANN is used to estimate missing NEE values. As
final ANN output the mean over ten runs is calcu-
lated.

The input data series have to be complete. Thereto,
gaps are filled by the use of data from the same
nearby meteorological station already used before.
Air temperature and absolute humidity are gapfilled
by a simple linear regression. For soil temperature
the regression bases on the gapfilled air temperature
data series. A daily time interval is chosen because
variation between the two sites is smaller than on a
shorter interval. Additionally, runs of the ANN with
half hourly values show strong side effects and the
series has to be split in smaller pieces of different
length as results over longer time periods are unrea-
sonable.

Daily values of NEE based on the measurements are
almost limited to vegetation periods (i.e. to 105 out
of a total of 861 days). Consequently, the output of
the ANN matches the measured values during this
time, but changing conditions in spring and autumn
are badly represented. Particularly harvest induces
a strong signal in the data series which should be
represented by the ANN and carbon uptake should
not begin before emergence of the plants. But tem-
perature seems to be the main agent for the ANN
resulting in a decrease of carbon uptake according
to the temperature decrease in autumn and resulting
in a carbon uptake as soon as temperature increases
in March. Additionally, respiration during winter is
almost constant with about 2 g C m−2 d−1. There-
fore, the ANN is run with the gapfilled NEE data
series, increasing the number of given data points to
709. Runs with the whole measurement period show
a good reproduction of the values during vegetation
periods and bare field conditions, but the output for
changing conditions is still not reliable. Thus, the
data series is split in three time periods: vegetation
period, bare field conditions and changing condi-
tions. Figure 3.20 shows the resulting relationship
(R2 = 0.94) between gapfilled daily sums of NEE
and the output of the ANN.

3.4.4 Examples

In Fig. 3.21 to 3.23 three examples are given to il-
lustrate the applied gapfilling methods.

The first two diagrams picture the applied parametri-
sations for assimilation and respiration periods
based on a half hourly interval in comparison with
the measured data. Figure 3.21 shows the begin-
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Figure 3.20: Daily sums of NEE: Measured or gapfilled by
parametrisation vs modelled with an ANN for the whole mea-
surement period. y = -0.15+0.94x, R2 = 0.94.

ning of vegetation period 2005, the months of June
and July. Figure 3.22 displays the comparison for
bare field conditions, from December 2005 to Jan-
uary 2006. Generally, the parametrisations smooth
the data series and extreme values are not repro-
duced which is pronounced during night-time and
bare field conditions. The artificial data series cap-
ture the development during daytime situations with
increasing assimilation values as well as the modifi-
cations by meteorological conditions.

In Fig. 3.23 the courses of both, the ANN and the
measured/parametrised data series are illustrated for
the whole measurement period, based on a daily in-
terval. During vegetation periods the differences be-
tween the series is larger than during bare field con-
ditions, but except the maximum values in summer
2004 the NEE is well represented by the ANN, cap-
turing the growth stage of the plants as well as the
variability given by the meteorological conditions.
The ANN shows also reliable results for the strong
decrease at harvest and for the time after emergence.
This is of special interest because the data avail-
ability is rather low for this important time period
of changing conditions, when the net sink of CO2
changes to a net source of CO2 or vice versa. Wrong
estimates would have a strong negative impact on
the reliability of the CO2 budget. Values of the ANN
during bare field conditions are slightly lower than
the measurements.

3.4.5 Error estimation

The uncertainty associated with the gapfilling meth-
ods is estimated by evaluating the difference be-
tween the measured/observed data points and the
modelled/predicted values by calculating the abso-
lute and relative root mean square error (aRSME,
Eq. 3.26; rRSME, Eq. 3.27) and the mean absolute
error (MAE, Eq. 3.28):

aRSME =

√√√
1
N

N∑
i=1

(pi − oi)2, (3.26)

rRSME =

√∑N
i=1 (pi − oi)2∑

(oi)2 , (3.27)

MAE =
1
N

N∑
i=1

|pi − oi| , (3.28)

where o denotes observed values and p predicted
values.

These parameters are listed in Tab. 3.9 and are deter-
mined from half hourly values for assimilation and
respiration and from daily values for the ANN. For
the calculation of the uncertainty of the ANN only
the measured daily sums are considered. During
periods of assimilation the rRSME for parametrisa-
tions and values by the ANN are 23.6 % and 18.4 %,
respectively. The uncertainty for night-time and bare
field conditions is more than twice as much.

The impact of the parametrisations on the sums over
a given period (∆Sum) can be estimated from the
bias error of the predicted NEE values (BE):

∆Sum = BE Np ∆t, (3.29)

where Np is the number of predicted values. For
daily values ∆t equals 1. The bias error is given by:

BE =
1
N

N∑
i=1

(pi − oi). (3.30)

The induced bias over the whole measurement pe-
riod by the parametrisation for assimilation periods
is 18.9 g C m−2, for respiration periods ∆Sum is
-67.2 g C m−2. About a third of the values are
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Table 3.9: Error estimation for the different gap-filling meth-
ods by the absolute and relative root mean square error (aR-
SME, rRSME), the mean absolute error (MAE) and the bias
error (BE). The unit of aRSME, MAE and BE for assimilation
and respiration periods is (µmol CO2 m−2 s−1), for ANN the
values are in (g C m−2 d−1), the unit for rRSME is (%).

aRSME rRSME MAE BE
assimilation 4.7 23.6 3.4 0.2
respiration 1.4 51.3 0.9 -0.4
ANN 1.6 18.4 1.2 0.5

parametrised resulting in a data coverage of ∼89 %
and ∼61 % for assimilation and respiration periods,
respectively. Regarding the whole measurement pe-
riod 71.5 % of the half hourly data are given.

Given by the large number of gaps (756) the induced
bias by the ANN on the total sum is 353.0 g C m−2.
Repeating the same calculations with the mea-
sured/parametrised data series the induced bias by
the ANN reduces to 1.8 g C m−2 for vegetation pe-
riods (52 gaps) and to -4.5 g C m−2 for bare field
conditions (100 gaps). The corresponding rRSME
is 21.0 % and 35.4 %, respectively. By the applica-
tion of the ANN values the NEE data series becomes
complete.

3.4.6 Gap filling of latent heat flux densities

To determine the total water need for maize growth
the gaps in the data series of QE have to be substi-
tuted. Assuming that growth stage, vegetation cov-
erage, soil moisture and air temperature are the prin-
cipal agents for evapotranspiration, look-up tables
for time windows of 10 days and temperature classes
of 2 K are used. Figure 3.24 shows a comparison
of measured and modelled values of latent heat flux
densities during vegetation periods. About a quar-
ter of the data is gapfilled. The induced bias over
all three vegetation periods is 0.9 mm. The result-
ing rRSME for evapotranspiration during vegetation
periods is 21.4 %. For bare field conditions daily
sums of evapotranspiration are correlated with daily
sums of incoming PPFD (R2 = 0.81). The resulting
rRSME for bare field conditions is 26.5 %. For the
whole measurement period the total bias is 23.7 %.

Figure 3.24: Measured vs modelled QE for vegetation periods.
y = 11.8 + 0.85x, R2 = 0.75.
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Figure 3.21: Course of NEE measured (red) and parametrised (black) from 2005/06/01 until 2005/08/02.

Figure 3.22: Course of NEE measured (red) and parametrised (black) from 2005/12/01 until 2006/02/01.

Figure 3.23: Course of daily totals of NEE for the whole measurement period: measured and parametrised values (red crosses) and
output by an ANN (black line). Times of harvest (H) and emergence (E) are indicated by arrows.
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4 Results and Discussion

4.1 Meteorological conditions

The processes of CO2 exchange between soil, vege-
tation and atmosphere depend strongly on the mete-
orological conditions. Therefore, they are presented
in more detail in this section.

Figure 4.1 gives an overview of the meteorological
conditions on a daily interval for the whole mea-
surement period from June 01, 2004 until October
10, 2006. In Tab. 4.1 the monthly values of mean
air temperature, total precipitation and total PPFDnet

are summed up. The data series are filled with
the use of data of the station Basel, Lange-Erlen.
The completion of the meteorological parameters
is achieved by regression analysis (cf. section 3.4)
when a strong relationship between the two sites can
be assumed (e.g. for Rsd, but not for vapour pres-
sure deficit). For soil moisture, the impact of a given
amount of precipitation is determined from the exist-
ing data and with this information and the completed
precipitation data series the course of soil moisture
during gaps shorter than seven days is estimated.

The annual pattern of air temperature exhibits sim-
ilar courses for each year. However, some differ-
ences are noteworthy. January 2006 is so cold that
the soil got frozen. August 2004, March 2005 and
July 2006 are much warmer than the corresponding
months in the other years. June and September are
the most variable months. Based on half hourly data
from the ventilated psychrometer the absolute min-
imum value of -13.3 ◦C is reached end of January
2005, the maximum value of 34.2 ◦C end of July
2006. The mean annual air temperature is 10.1 ◦C.

Precipitation shows great variability over the whole
measurement period. Months with mean values al-
ternate with wet months (e.g. October 2004 or Au-
gust 2006) and dry months (e.g. July 2004 and July
2006). The year 2006 is wet compared to the two
other years, except the month of July. Total pre-
cipitation from June until September, i.e. during the
vegetation period, for all three years is 209, 223 and
432 mm, respectively.

The input of PPFD is mainly given by the sun eleva-
tion and modified by the weather conditions. Ac-
cordingly, during months with high precipitation
amounts PPFDnet is reduced compared to the other
years (e.g. in the month of August) and maximum
values are reached in June/July. Maximum daily
sums of 60 mol m−2 d−1 are reached in June.

The albedo of short-wave radiation and PPFD during
bare field conditions are approximately constant at
15 and 11 %, respectively (snow cover is excluded in
these values). During vegetation periods the albedo
values show an inverse behaviour due to phenolog-
ical influences. The albedo of short-wave radia-
tion drops continuously from ∼20 % to a value of
15 %. With increasing plant coverage and biomass
the PPFD albedo drops below 5 % until July and in-
creases with ongoing senescence to ∼8 %.

Vapour pressure deficit (VPD) and soil moisture are
strongly related to precipitation. Whereas VPD re-
acts almost immediately to a rain event, soil mois-
ture has a given time delay. Small amounts of pre-
cipitation have no impact on soil moisture content in
the measured depths of -0.1 m and -0.3 m.

The wind rose (Fig. 4.2) is tripartite in accordance
with the dominant regional flow patterns from north-
ern, eastern and western directions (cf. section 3.1).
During night-time the predominant wind directions
are from ESE throughout the year. The prevalence
of this sector is given during daytime from Novem-
ber to February as well. But also the bough from
northern directions gets more pronounced. From
March to October the daytime wind rose shows all
three dominant sectors with changing dominance
of the northern and western boughs. Horizontal
wind speed is generally low. During night-time the
mean value is ∼1 m s−1, during the day it is about
twice this value. Situations with wind speeds above
4 m s−1 are rare (about 3 % of the measured data).
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Figure 4.1: Daily averages of (a) air temperature and soil temperature in 5 cm depth, (b) air temperature and VPD, (c) soil moisture in
10 cm depth and daily total of precipitation, (d) daily total of net PPFD and (e) daily mean albedo (1200 – 1300 hours) of short-wave
radiation (λ = 305 – 2800 nm) and PPFD (λ = 400 – 700 nm). Periods with snow cover are not shown in graph (e). Grey areas
indicate time periods when no daily values could be calculated from data series at the Eimeldingen site. If values are displayed these
are determined as described in the text mainly by regression analysis from data of a nearby meteorological station.
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Table 4.1: Monthly values for mean air temperature, total precipitation and total PPFDnet. Values are based on gapfilled data.

air temperature precipitation PPFDnet

(◦C) (mm) (mol m−2)
2004 2005 2006 2004 2005 2006 2004 2005 2006

January 1.8 -1.8 23 11 212 205
February 0.6 0.8 20 45 268 210
March 6.3 4.4 27 105 614 448
April 10.3 10.2 80 119 676 718
May 14.5 14.5 64 119 1001 854
June 17.1 19.1 18.7 65 30 79 1151 1179 1178
July 18.7 18.9 23.4 10 94 15 1177 1070 1410
August 19.2 16.9 16.2 101 60 197 910 994 720
September 15.7 16.0 17.7 33 39 141 720 700 630
October 12.1 12.5 177 80 370 470
November 5.0 4.7 26 39 190 277
December 1.4 0.5 68 32 130 118

Figure 4.2: Wind rose with 10◦ sectors of daytime situations
(Rsd > 10 W m−2) on the left and of night-time situations on
the right based on half hourly data from the whole measurement
period.
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4.2 Energy balance

Most of the components of the energy balance (Eq.
3.10) have a direct impact on the NEE. Thus, a
closer look on the general behaviour is of interest.
Additionally, in section 3.3.2 it was already shown
that the energy balance is not in equilibrium. The
general pattern of the closure fraction and some pos-
sible causes are discussed in section 4.2.2.

4.2.1 Energy balance components

The mean diurnal course for vegetation periods and
bare field conditions for each component are given
in Fig. 4.3a-f. Figure 4.3g illustrates the diurnal pat-
tern of available energy and turbulent flux densities
and Fig. 4.3h displays the diurnal development of
energy balance closure. The diagrams are discussed
in the following subsections.

Net radiation — Rn (Fig. 4.3a) is particularly de-
termined by Rsd and surface properties. The differ-
ence between vegetation periods and bare field con-
ditions in the course of Rn is mainly given by the dif-
ferent sun’s inclination. The mean daily maximum
for vegetation periods and bare field conditions is
reached around midday and the corresponding val-
ues are 360 and 175 W m−2, respectively. Night-
time values are about -50 W m−2. Rn is partitioned
into the other energy flux densities.

Soil heat flux density — G (Fig. 4.3b) depends
strongly on vegetation coverage, thus on the amount
of Rsd reaching the ground, and on soil properties,
particularly on soil moisture. The mean diurnal
course of G during vegetation periods is about a
factor 1.8 greater than during bare field conditions,
while Rn is more than doubled, thus illustrating the
impact of the vegetation cover. For both periods the
maximum value of -40 and -25 W m−2, respectively,
is reached around midday. Averaged over the whole
day G becomes almost zero. During vegetation pe-
riods G consumes about 11 % of Rn during daytime
and compensates 33 % of Rn during night-time. The
corresponding values for bare field conditions are
14 % and 23 %. Temporarily in this section daytime
and night-time values are defined as the means over

the time periods of 1000 to 1400 hours and 2200 to
0200 hours, respectively.

Storage term — ∆S (Fig. 4.3c) during vegetation
periods is small with values of less than 2 W m−2,
i.e. less than 1 % of Rn. Under turbulent conditions
in the afternoon ∆S becomes small. During bare
field conditions ∆S becomes negligible. Summed
up over 24 hours the storage term equals zero.

Energy used by photosynthesis — QP (Fig. 4.3d)
is often neglected in energy balance considerations.
Its pattern depends strongly on the course of Rn.
The maximum value of 13 W m−2, 3.5 % of Rn, is
reached around midday. Figure 4.4 shows the daily
sums during vegetation period 2005. Illustrating the
steep increase in QP with growth of the plants up to
daily sums of 350 J m−2. With ongoing senescence
QP decreases continuously.

Turbulent heat flux densities — The mean diur-
nal course of QH (Fig. 4.3e) is positive during day-
time and negative at night. QE is positive throughout
the day (Fig. 4.3f). Thus, the fluxes are of opposite
direction during night-time. The daily maximums
are reached around midday, a bit later during bare
field conditions, with values of 97 and 29 W m−2 for
QH and 172 and 70 W m−2 for QE , for vegetation
periods and bare field conditions respectively. Dur-
ing daytime QH of vegetation periods is about four
times the value of bare field conditions, for QE the
factor is ∼3. Bowen ratio β, defined as the ratio of
QH to QE , is 0.6 for daytime and -1.6 for night-time
values during vegetation periods. During bare field
conditions the relationship is similar with values of
0.4 and -1.3. Considering the fraction of Rn used by
QH and QE during daytime, values of 26 and 46 %
for vegetation periods and 15 and 38 % for bare field
conditions result, respectively.
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Figure 4.3: Mean diurnal course of the energy balance components for vegetation periods (black) and bare field conditions (grey)
based on half hourly values: (a) net radiation Rn, (b) soil heat flux density G, (c) storage term ∆S, (d) energy used by photosynthesis
QP, (e) sensible heat flux density QH , (f) latent heat flux density QE , (g) available energy (solid line) and turbulent heat flux densities
(dashed line) and (h) mean diurnal course of closure fraction (CF) when the absolute value of both available energy and turbulent flux
densities are ≥ 1 W m−2. Values greater than 1.5 at sunrise and sunset are not displayed.
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Figure 4.4: Daily sums of energy consumed by photosynthesis
during vegetation period 2005.

4.2.2 Energy balance closure

The gap of energy balance closure shows a clear di-
urnal pattern which is similar for vegetation periods
and bare field conditions (Fig. 4.3h). Daytime and
night-time are again defined as common by sunrise
and sunset. During night-time closure is poor with
about 5–10 %. QH and QE are small and of oppo-
site direction. A steep change in closure fraction
(CF, Eq. 3.11) is given when turbulence intensity
changes significantly at sunrise and at sunset. Dur-
ing daytime energy balance closure starts with good
values in the morning and drops during the subse-
quent hours before increasing again up to a com-
plete closure in the afternoon. The turnaround dur-
ing bare field conditions is around midday, during
vegetation periods it is about two hours earlier. The
zero-crossings of Rn, G and QH for vegetation peri-
ods as well as bare field conditions are within half
an hour. The maximum value of QE is delayed com-
pared to the other fluxes densities and QE decreases
slower in the early evening resulting in a better clo-
sure. In Fig. 4.3g where the diurnal pattern of avail-
able energy and the total of QH and QE are displayed
this delay is still visible and it is more pronounced
during bare field conditions.

The partitioning of Rn into the other energy flux den-
sities shows a diurnal pattern and is shown in Fig.
4.5 and described in the following for vegetation pe-
riods, but the pattern is similar for bare field con-
ditions. During night-time the partitioning is almost
constant: one third is consumed by G, about 15 % by
QH and QE is of opposite direction but the amount
is about 10 % of Rn. During daytime the patterns are

Figure 4.5: Mean diurnal pattern of the partitioning of Rn into
QH (�), QE (�) and G (4) during vegetation periods. The di-
rection of the fluxes is not taken into account.

different. G starts at ∼10 % and diminishes conti-
nously to ∼5 % at sunset. QH consumes at sunrise
about 10 %, increases to about a fourth around 1000
hours and remains at this level until 1600 hours and
decreases again to a level of 10 % around sunset. QE

starts at more than 100 % around sunrise and drops
to ∼40 % around 1000 hours. Afterwards the ratio of
QE/Rn increases again to more than 100 % around
sunset. The slope gets stronger when QH/Rn starts
to decrease. It is assumed that QE plays an important
role in the disequilibrium between available energy
and the turbulent heat flux densities.

In Fig. 4.6 the relationship between Bowen ratio and
closure fraction is shown for different conditions.
75 % of the values are −1 < β < +1. The smaller
the absolute value of β the better the closure fraction
is. The pattern during vegetation periods is more
clear. Above β = 1 the closure fraction remains ap-
proximately constant, the variability is assumed to
be given by the small number of cases. If β is of
negative sign, i.e. QH and QE are of opposite di-
rection, CF is poor but it increases with increasing
|QH |. Both conditions are mainly given in October
2005 when the maize was left in the field for drying
and most of the biomass was already inactive.

The dependence of the closure fraction on turbu-
lence intensity reflected by friction velocity is dis-
played in Fig. 4.7. Unstable and stable conditions
during vegetation periods and periods of bare field
conditions show a similar pattern with a better clo-
sure of the energy balance with increasing u∗. The
existence of vegetation causes a difference only dur-
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Figure 4.6: Bowen ratio (β) vs closure fraction (CF) for vegeta-
tion periods (black) and bare field conditions (grey), separated
for unstable (�) and stable (�) conditions. The values are the
median for β–classes of 0.1 for conditions when the absolute
values of the turbulent fluxes are ≥10 W m−2.

ing unstable conditions. The pattern for unstable
conditions during vegetation periods supports the
determined threshold value for the u∗-correction of
0.05 m s−1 as described in section 3.4.2. The ”per-
fect” threshold value would be ∼0.3 m s−1, but only
a small portion of the data (14 %) would remain and
the largest improvment in CF is from the lowest to
the next u∗–class.

The diurnal pattern of CF is found in different stud-
ies. In literature (e.g. Moncrieff et al., 1996; Mahrt,
1998; Wilson et al., 2002; Oncley et al., 2007) sev-
eral reasons are discussed. One source of error is
the inaccuracy of the sensors used and the given set-
up. The correspondingly applied corrections are de-
scribed in section 3.3 and therefore these reasons for
non-closure are assumed to be compensated. The
imbalance can also originate from different source
areas in the different terms of the energy balance
equation or from a heterogeneity within the source
areas, i.e. an insufficient fetch is given. As shown
in section 3.3.2 a large portion of the source area of
the turbulent flux densities, particularly under stable
conditions, is located outside of the maize field and
can therefore act as a source of error.

There is also an ongoing discussion about the im-
plications of the energy balance non-closure on CO2
flux densities as no equivalent quality test exists for
these measurements (Twine et al., 2000; Barr et al.,
2006). If the closure gap originates from inappropri-
ate assumptions such as neglecting advective terms

Figure 4.7: Friction velocity (u∗) vs closure fraction (CF) for
vegetation periods (black) and bare field conditions (grey), sep-
arated for unstable (�) and stable (�) conditions. The values are
the median for u∗–classes of 0.05 m s−1 for conditions when the
absolute values of the turbulent fluxes and the available energy
are ≥10 W m−2.

(cf. section 4.4.4) or an inappropriate averaging in-
terval the determined CO2 flux densities may con-
tain similar errors, based on the basic assumption of
similarity in the transport processes of the different
properties.
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4.3 Water balance

For agricultural considerations the water balance is
of special interest, particularly the total water need
for yield. Given by the definition of the water bal-
ance, precipitation equals the sum of evapotranspi-
ration, surface and subsurface runoff and storage. In
this study not all components are determined, runoff
and storage are missing. The course of precipita-
tion over the whole measurement period is already
shown in Fig. 4.1. The pattern of evapotranspiration
is depicted in Fig. 4.8. It is an important term for
energy, water and carbon balance. The cumulative
curves of both measured parameters for each veg-
etation period and period of bare field conditions,
respectively, are displayed in Fig. 4.9 and the corre-
sponding sums are listed in Tab. 4.2. For vegetation
period 2004, the missing first weeks are compen-
sated by an initial value, i.e. the mean sum of evap-
otranspiration of the other vegetation periods up to a
vegetation height of 0.2 m. The bias in the numbers
is ∼24 %.

Evapotranspiration shows a clear seasonal pattern,
mainly modified by radiation. Soil moisture content,
given by the amount and the temporal distribution
of precipitation and the active biomass influence the
evapotranspiration as well. During bare field condi-
tions evapotranspiration shows a strong correlation
with radiation and accordingly with air temperature.
For example, the second half of March 2005 and
March 2006 are characterised by relative high air
temperatures, compared to the precedent time period
(cf. Fig. 4.1), and evapotranspiration shows relative
high values as well. After emergence evapotranspi-
ration increases. With beginning of June air tem-
perature increases strongly and evapotranspiration
shows a slight break-in, independent of the precip-
itation pattern, before reaching the maximum daily
values of ∼3.5 mm in mid-July. From August, when
final canopy height is reached, evapotranspiration
starts to decrease continuously until harvest. This
behaviour is mainly given by the decrease of active
biomass and is most pronounced in October 2005.

Regarding mean daily values of precipitation for
vegetation periods and periods of bare field con-
ditions the variability is low and the value is
∼2 mm d−1. An exception is vegetation period 2006
when the value is almost doubled. Mean daily evap-
otranspiration values show a clear difference given

by radiation and the existence of biomass. Dur-
ing vegetation periods the value is about four times
greater than during bare field conditions (2.3 com-
pared to 0.6 mm d−1).

The ratio of the sum of evapotranspiration over the
whole vegetation period to the yield determines the
total water need. The values for the three subsequent
years are 321, 397 and 422 mm kg−1. Thus, for
1 g of kernels 3.1, 2.5 and 2.4 mm precipitation is
needed, respectively. For vegetation periods 2004
and 2005 total evapotranspiration is greater than to-
tal precipitation. Thus, a change in soil water storage
must take place which is qualitatively supported by
the measurements (cf. Fig. 4.1c).

Water use efficiency WUE is generally defined by
the relationship of GPP and transpiration. As nei-
ther GPP nor transpiration is measured directly by
the given set-up, WUE is defined in a slightly dif-
ferent way. Instead of GPP the values of NEE as a
measure for assimilation and instead of transpiration
the water vapour flux density, i.e. evapotranspiration
as a measure for transpiration are taken into rela-
tion. As NEE underestimates and QE overestimates
the terms the resulting values for WUE are lower
than by the common definition. The course of WUE
for every vegetation period is shown in Fig. 4.10. A
general increase of WUE with time after emergence
is given. Regarding half hourly values of WUE, its
maximum values decrease with increasing air tem-
perature and water vapour deficit. But below that
threshold WUE is relatively insensitive to both pa-
rameters as was also found by Baldocchi (1994) in a
short-term study. As transpiration is strongly corre-
lated with photosynthesis, WUE shows also a strong
relationship with PPFD and the amount of biomass.
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Figure 4.8: Daily sums of evapotranspiration for the whole measurement period. The arrows indicate harvest (H) and emergence (E)
of the plants.

Figure 4.9: Cumulative curves of evapotranspiration (black) and precipitation (grey) for each vegetation period and period of bare
field conditions, respectively. The arrows indicate harvest (H) and emergence (E) of the plants.

Table 4.2: Sums of the terms of the water balance for each vegetation period and period of bare field conditions, respectively.

precipitation evapotranspiration runoff+storage
(mm) (mm) (mm)

vegetation period 2004 211 343 -132
fallow 2004/05 418 123 +295
vegetation period 2005 368 389 -21
fallow 2005/06 351 108 +243
vegetation period 2006 613 338 +275

Figure 4.10: Pattern of the water use efficiency WUE over the whole measurement period.
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4.4 Carbon balance

In this section the results for the carbon balance are
presented. The balance is based on the NEE mea-
surements and information about the harvest. The
analysis is restricted to considerations of NEE ac-
cording to Eq. 2.16 (Fc + S c) as GPP and TER are
not estimated although they would provide more de-
tailed information about the ongoing processes in
carbon assimilation and respiration of the ecosys-
tem. The estimate of TER is usually done by extrap-
olating night-time NEE values, which are assumed
to equal TER, to daytime respiration values by the
application of a derived temperature response func-
tion (Reichstein et al., 2005). It is the same method
as used for gap filling of night-time data (section
3.4.2). This method is not applied because the relia-
bility of the derived relationship is low and a rather
high error is induced in the data. Additionally, there
is a given uncertainty from biological considerations
in the correctness of this approach, because the be-
haviour of the agents of evapotranspiration is prob-
ably different for daytime and night-time situations
(Davidson et al., 2006).

In the first subsection the overall picture with its sea-
sonal patterns and inter-annual variability is given.
Afterwards, the results are discussed in response to
the driving forces for NEE and in more detail for
some given time periods. Finally, some considera-
tions are made about the advective terms.

4.4.1 Seasonal pattern and inter-annual vari-
ability

Daily values of NEE for the whole measurement
period are shown in Fig. 4.11. Generally, the pat-
tern in all three years is similar. During the first
month after emergence the daily NEE values fluc-
tuate around zero. The absolute values are small and
in the range of daily values during bare field condi-
tions. As the proportion of bare soil is still large,
soil efflux is rather high and counter-balances the
assimilation. Afterwards, the ecosystem becomes
a net sink of carbon until harvest. During the veg-
etative stages in June and July, characterised by a
strong increase of photosynthetic active biomass, the
daily NEE values increase strongly. With the onset
of the reproductive stages the daily totals begin to

decrease. This trend continues with ongoing senes-
cence as the portion of the photosynthetic non-active
organs becomes higher. After harvest intense res-
piration is given by the decomposition of the plant
residues. During fallow the field is a constant source
of carbon, even at low temperatures.

This pattern is strongly modified by the meteorologi-
cal conditions (cf. Fig. 4.1) which cause also positive
daily sums during vegetation periods when photo-
synthetic assimilation breaks down and is balanced
by soil efflux. Additionally, the physical health of
the plants limits the potential NEE. Several exam-
ples are described in section 4.4.3.

For a first instance the year 2005 is described in
more detail because of some extraordinary circum-
stances. The second half of April was very rainy and
the soil became silty. At this growth stage around
emergence the plants are very sensitive to flooding
and a large part of the young plants died off. There-
fore, the sowing had to be carried out a second time.
After the emergence of the seeds of the second sow-
ing there was more photosynthetic active biomass
than in the two other years, as nevertheless partially
both seeds germinated, ending up in higher NEE val-
ues in the first part of June. With ongoing growth
the ”twin”-plants compete for water, nutrients and
PAR, resulting in less robust stalks and in a poten-
tial reduction of yield (Hashemi et al., 2005). A fair
weather period with high temperatures in the sec-
ond half of June with mean daily temperatures of
20–25 ◦C led to a stagnation of the daily NEE val-
ues. At the beginning of July a hail event occurred
and damaged the leaves with a significant long-term
effect on photosynthetic capacity and therefore on
growth. Some plants were even bent. The increase
of the daily NEE values in June and July is less steep
and the maximum values are lower than in the two
other vegetation periods. Because of rainy weather
conditions at the beginning of October the kernels
were too wet for harvest and the plants remained on
the field until begin of November. Particularly, in
the second part of October only a small fraction of
the biomass was still photosynthetically active and
the soil efflux balances the assimilation.

In Fig. 4.12 the cumulative curves of NEE for
the different vegetation and fallow periods are dis-
played. For a better comparability of the different
”years” the cumulative curves of NEE are also dis-
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Figure 4.11: Daily sums of NEE for the three subsequent years (from top down). The arrows indicate harvest (H) and emergence (E)
of the plants.

Table 4.3: Carbon balance. Grain yield is adjusted to 15 % moisture content and 50 % carbon content of the dry matter.

year vegetation period grain yield fallow ”year”
emergence (g C m−2) harvest (g C m−2) (g C m−2) (g C m−2)

2004 June 1 -930 October 5 455 186 -289
2005 April 25 -785 October 31 417 142 -226
2006 May 3 -841 October 9 340

played in Fig. 4.14. Here, a ”year” is defined as the
time period between two subsequent points in time
of emergence (for 2006 it lasts only until harvest). In
2004 no measurements exist for the first few weeks
after emergence. They started when canopy height
was already 0.2 m. A comparison with 2005 and
2006 shows that this period does not affect the final
carbon balance significantly as the corresponding to-
tals of NEE are -1 and +1 g C m−2, respectively.
Thus, up to a canopy height of ∼0.2 m (reached at
June, 01 2004, May, 28 2005 and June, 13 2006) car-
bon assimilation is balanced out by soil respiration.
Afterwards, the assimilation increases strongly. For
2004 and 2006 the course is rather similar. The
greatest difference arises in the last month before
harvest given by much more precipitation and cor-
respondingly less PPFDnet in 2006. The reasons for
the special behaviour in 2005 are described in detail
above. The regime during fallow is also very simi-
lar for both periods. However, the cumulative NEE

for bare field conditions in 2004/05 is higher than
in 2005/06. Particularly the respiration rates just af-
ter harvest are higher as temperatures are higher and
more biomass is available for decomposition. Be-
sides, the period of bare field conditions is ∼20 days
longer in 2004/05.

Additionally to the cumulative curve, the values de-
termined by biomass sampling (cf. section 3.1) are
shown in Fig. 4.12. To determine the carbon con-
tent a density of 9 plants per square meter and a
carbon content of the dry matter of 50 % are as-
sumed. The agreement of these values with the esti-
mates by the eddy covariance method is good. The
values derived from biomass sampling are expected
to be larger because heterotrophic respiration is not
captured by this method. Uncertainty in the values
is given by the circumstance that only the above-
ground biomass of one single plant is measured.
Suyker et al. (2004) report a final root-shoot ratio of
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Figure 4.12: Cumulative curve of NEE, separating vegetation periods and bare field conditions. The dots mark the biomass determined
by destructive sampling, assuming a density of 9 plants per square meter and a carbon content of the dry matter of 50 %. The lines
mark a deviation of ±20 % of this value. The arrows indicate harvest (H) and emergence (E) of the plants.

Figure 4.13: Cumulative curve of NEE in black. The grey curve takes the harvest into account. The arrows indicate harvest (H) and
emergence (E) of the plants.

0.15 for rain-fed maize. But this ratio changes over
time (Han et al., 2007) and is suspect to the acutal
conditions, e.g. under dry conditions maize intensi-
fies the growth of fine roots.

Figure 4.14: Cumulative curve of NEE for the three ”years”.
t0 is defined as the point in time when hc = 0.2 m (at June, 01
2004, May, 28 2005 and June, 13 2006). The arrows indicate
the time of harvest.

The cumulative NEE over the whole measurement
period is shown in Fig. 4.13. Neglecting the outgo-
ing yield a final carbon sink of 2.2±0.4 kg C m−2

results. If harvest is taken into account the sink

diminishes to 1.0±0.2 kg C m−2. The uncer-
tainty estimates are based on the rRSME values for
the different calculation approaches (measurement,
parametrisation, ANN) according to their relative
portion (cf. section 3.4.5). Table 4.3 summarises
the totals of the carbon balance for vegetation pe-
riod, harvest, bare field conditions and the ”year”.
The variability in carbon assimilation during vege-
tation period is ∼10 %, for bare field conditions it is
∼15 %. For the three years 49, 53, and 40 % of the
assimilated carbon at the end of the vegetation pe-
riod are reaped and another 20 % are respired during
bare field conditions in the winter half year. For the
determination of the values for yield a humidity con-
tent of 15 % and a carbon content of the dry matter
of 50 % are assumed. The remainder of 30 %, about
260 g C m−2 are stored in the soil. This storage is not
a final increase in carbon stock of the soil. It is more
likely temporarily not yet decomposed biomass (cf.
soil analysis in section 3).
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4.4.2 Driving forces

In section 2.1 an overview about the controlling fac-
tors of NEE is given. In this section two physio-
logically integrating parameters - quantum yield for
periods of assimilation and Q10 for periods of respi-
ration - are discussed to illustrate these relationships.

Quantum yield — The course of the quantum
yield (Fig. 4.15) shows a strong seasonal pattern
mainly depending on growth stage and meteorologi-
cal conditions. The general pattern indicates the dif-
ferent growth stages. As long as the plants are rather
small (hc below about 0.5 m) the quantum yield
remains below ∼0.01 µmol CO2 µmol−1 PPFDnet.
During this stage, i.e. the first 50-60 days after emer-
gence, the amount of photosynthetic active biomass
and the vegetation coverage are rather small. There-
fore, the NEE is strongly influenced by soil respira-
tion. Within about the next four weeks, the quan-
tum yield increases strongly to about 0.03 µmol
CO2 µmol−1 PPFDnet. During this period the plants
grow almost to their final height. With starting tas-
seling the quantum yield flattens out. With on-
going senescence the quantum yield starts to de-
crease ∼160 days after emergence, approximately in
September.

The course of the quantum yield is predominantly
modified by temperature as well as by the amount
and temporal distribution of precipitation (cf. Fig.
4.1, Tab. 4.1). In 2004, from mid-July until mid-
August a pronounced break-in in quantum yield is
given by high mean daily temperatures (25 ◦C) and
a low soil moisture level. The plants recovered af-
ter a rainy period in August. The special condi-
tions in 2005 are already described above (section
4.4.1). Given by the delay of the plants of the sec-
ond sowing the quantum yield in June is lower than
in 2006. However, the plants made up leeway un-
til mid-July. The impact of the hail event on July,
29 lasted until harvest and is also visible in lower
maximum values for quantum yield. Vegetation pe-
riod 2006 started almost ideal. But in July, there
was only one significant rain event in the beginning.
Soil moisture dropped significantly and air tempera-
tures (with a mean value of 23.4 ◦C) were high. This
slight drought led to a break-in in the quantum yield.
The plants recovered in the rainy month of August.
During vegetative growth and tasseling maize is sen-

sitive to moisture stress, finally resulting in a reduc-
tion of yield. In 2006 the dry conditions existed in
this sensitive period. In 2004 the small drought took
place in a later growth stage. Accordingly, the im-
pact on yield in 2004 is negligible whereas in 2006
the yield is reduced (Tab. 4.3). In 2006 only 40 % of
the assimilated carbon can be reaped, compared to
∼50 % in the two other years.

Quantum yield is in addition often linked to atmo-
spheric humidity and CO2 concentration. As a C4
plant, maize shows no relationship with these pa-
rameters (cf. section 2.1). This fact is illustrated
for water vapour pressure deficit in Fig. 4.16. Un-
der the given soil moisture conditions the impact on
quantum yield is of minor importance and restricted
to extreme situations (e.g. in July 2006 as described
above and in more detail in section 4.4.3).

Figure 4.16: Daily quantum yield as a function of vapour pres-
sure deficit VPD of all three vegetation periods. The VPD val-
ues are means of daytime values. The open circles are situations
when hc ≤ 0.5, the full circles are situations when hc > 0.5.

Temperature sensitivity of respiration — For
the present study a mean Q10 of 2.3±0.4 results. The
resulting mean values for different soil temperature
classes, Tre f in Eq. 2.2, and different soil moisture
conditions are displayed in Fig. 4.17. During vegeta-
tion periods only night-time, during bare field con-
ditions all values are taken into account. Consid-
ering the whole measurement period the Q10 value
increases from about 2.1 to 2.8 at Tre f of 10 ◦C.
At higher temperatures it shows a strong decline to
about 1.6. Dry conditions are rare at low temper-
atures and the pattern of Q10 values is almost the
same as for the mean. Wet conditions show lower
values with the same pattern except for low temper-
atures when Q10 is significantly higher.
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Figure 4.15: Pattern of the quantum yield over the whole measurement period.

Q10 shows a similar behaviour for vegetation periods
and bare field conditions, i.e. an increase of Q10 with
increasing Tre f up to a maximum value, followed
by a strong decline, only the temperature range is
shifted. The influence of soil moisture is different
for both periods. Whereas during vegetation periods
Q10 is reduced under dry conditions, it shows lower
values under wet conditions during bare field condi-
tions (not shown).

Figure 4.17: Mean Q10 values as a function of reference soil
temperature. Values for the whole measurement period for all
conditions (•), for dry conditions (soil moisture below 15 vol.%,
4), and wet conditions (soil moisture above 25 vol.%, �) are
shown.

4.4.3 Examples

In this section four different time periods are dis-
cussed in more detail to illustrate the relationships
between NEE and the main agents.

In Fig. 4.18 ten days during July 2005 are displayed.
This period is taken to be an example of intense
plant growth. Within these ten days the vegetation
height increases from 1.2 to 1.8 m. The meteoro-
logical conditions are as follows: Mean air tempera-
ture is 19.8 ◦C, total precipitation is 46 mm and total
PPFDnet is 380 mol m−2. The interaction of PPFDnet

and NEE is pronounced. For example, on July 16 the
rain event around midday and the preceding clouds
reduce PPFDnet and result in a break-down of CO2
assimilation and NEE becomes almost zero. Soil
moisture is above a critical value during these days
and has no impact on NEE. The biomass increases
remarkably and at the same time the quantum yield
increases from 0.025 to 0.030 µmol C m−2 s−1 per
µmol PPFDnet m−2 s−1. This higher capacity to fix
carbon can be seen by comparing two similar, al-
most clear sky days, July 13 and July 17: the daily
sums of NEE are 9.5 and 12.1 g C m−2, respectively.

The next example is the month of October 2005 (Fig.
4.19). The meteorological conditions are as follows:
mean air temperature is 12.5 ◦C, with a lower so-
lar inclination total PPFDnet reaches 470 mol m−2.
Precipitation occurs at the beginning of the month
and around the 23, with a total of 80 mm. The
plants are senescent and in the two other years har-
vest takes place at the beginning of October, but
due to the rainy period the kernels became too wet
for harvest and the subsequent storage. Thus, the
plants were dried on the field until the beginning of
November. The photosynthetic active biomass de-
creases as more and more leaves wither. Accord-
ingly, the quantum yield decreases from 0.029 to
0.020 µmol C m−2 s−1 per µmol PPFDnet m−2 s−1.
The development of decreasing potential PPFDnet
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Figure 4.18: Course of (a) NEE, (b) quantum yield, (c)
PPFDnet, (d) air temperature and (e) precipitation and soil mois-
ture from July 10 to July 20 2005. Data are based on half hourly
values.

and decreasing quantum yield is reflected in the
daily sums of NEE. As an example, during the first
period of fair weather conditions from October 8 to
16 the NEE is about 3 g C m−2 d−1, for the sec-
ond period from October 27 to 30 it is only about
1 g C m−2 d−1.

The third example (Fig. 4.20) shows a period over
two months with contrasting meteorological condi-
tions, from July to August 2006. The month of
July is warm (mean air temperature: 23.4 ◦C), the
amount of PPFDnet is high (1410 mol m−2) and pre-
cipitation is extremely low (total of 15 mm). The
month of August was colder (mean air temperature:
16.2 ◦), PPFDnet is about half as in July and pre-
cipitation occurred on most of the days (total pre-
cipitation: 197 mm). Canopy height increases from
0.85 m at the beginning of July to its mature value
of 2.3 m at the beginning of August. The daily sums
of NEE are a direct consequence of available PPFD:
for example the strong decrease from July 21 un-
til August 6 or the tiny daily sums on August 13

Figure 4.19: Course of (a) NEE, (b) quantum yield, (c)
PPFDnet, (d) air temperature and (e) precipitation and soil mois-
ture during October 2005. Data are based on half hourly values.

and 14. In July soil moisture decreases continu-
ously from 25 to 12 vol.%. At a first sight the dry
conditions have no impact on NEE, but from July
8 to 26 the daily sums are about constant. Gener-
ally, they should increase as the quantum yield in-
creases simultaneously with the increasing biomass
at this growth stage (cf. Fig. 4.18). In contradiction
the quantum yield is slightly reduced from 0.029
to 0.026 mol C m−2 s−1 per mol PPFDnet m−2 s−1.
There is also a steep increase in PPFD albedo (cf.
Fig. 4.1e). During the two other vegetation periods
the PPFD albedo increases slightly during vegeta-
tion period. Under these conditions of water stress
the daily maximum of NEE is slightly shifted into
the morning. Already with the first light rain events
end of July the quantum yield increases again and it
is suggested that the plants adapted to the dry con-
ditions and improved water uptake by developing a
ramified and deep root system.

The last example illustrates bare field conditions,
from November 2004 to March 2005 (Fig. 4.21). Air
temperature is relatively high at the beginning and at
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Figure 4.20: Course of (a) NEE, (b) quantum yield, (c)
PPFDnet, (d) air temperature and (e) precipitation and soil mois-
ture from July to August 2006 based on daily values.

the end of the displayed time period. Meanwhile, air
temperatures are much lower with a mean value of
1.5 ◦C, but periods with temperatures below 0 ◦C al-
ternate with periods above 5 ◦C. Precipitation adds
up to 164 mm. Soil moisture content is at about the
same level for the whole period. PPFDnet is irrele-
vant for the resulting NEE as there is no vegetation
present. But air and accordingly soil temperature in-
duce respiration even at low temperatures. Micro-
bial activity is restricted but however, it is assumed
that the CO2 concentration gradient between the soil
air and the atmosphere is still large and diffusion
takes place.

Figure 4.21: Course of (a) NEE, (b) air and soil temperature
and (c) precipitation and soil moisture from November 2004 to
March 2005 based on daily values.

4.4.4 Advection

In this section results from the advection experi-
ment are shown. Although measurements started
end of June, data analysis is restricted to the time pe-
riod August and September 2006 when final canopy
height is reached. From meteorological considera-
tions the month of July, characterised by hot and
dry conditions, would have been preferred. But,
the maize is strongly growing from 0.85 m up to
the final height of 2.30 m. Thus, the conditions
change probably too fast to be able to detect some
general patterns. And particularly, the given in-
strumentation with only three fixed measurements
levels is not able to capture advective fluxes under
these conditions. The meteorological conditions of
the two subsequent months differ significantly. Au-
gust and September are rainy with a total precipita-
tion amount of 338 mm and a mean temperature of
∼17 ◦C (cf. Fig. 4.1 and Tab. 4.1).

Figure 4.22 gives an overview of the diurnal pat-
tern of all terms of the mass conservation equation
(Eq. 2.15), which are discussed below, as well as
for some agents. The sign convention is maintained.
Thus, a positive term refers to a transport of CO2
out of the control volume and a negative term corre-
sponds to an enrichment of CO2 within the control
volume.
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Eddy flux and storage term — The sum of Fc +

S c results in a total of -383 g C m−2 over the whole
time period. In accordance with the reduced quan-
tum yield and the ongoing senescence, maximum
daily sums reduce from -10 to -5 g C m−2. During
rainy conditions assimilation is almost balanced by
respiration. These two factors result in a great vari-
ability in the half hourly values of Fc (Fig. 4.22a),
particularly during daytime. At night the variability
is much smaller.

As a measure for turbulence intensity u∗ is displayed
in Fig. 4.22d. As expected a clear diurnal course
with a maximum in the afternoon is given. The vari-
ability throughout the day is large and particularly
during night-time the values of u∗ are low.

The storage term is small, but shows a pronounced
diurnal pattern (Fig. 4.22b), even if the variability
is large. During well mixed conditions in the after-
noon the term is around zero. Shortly after sunset,
turbulence intensity decreases and photosynthesis is
stopped but the soil is still warm and respiration is
significant. Thus, the enrichment of the control vol-
ume is largest. As the soil cools down, respiration
decreases and the CO2 enrichment slows down. In
the morning with the onset of turbulence, the stored
CO2 is depleted.

Vertical advection — |w| is mainly <0.02 m s−1

(Fig. 4.22c). The mean vertical velocity shows a sta-
bility dependent diurnal pattern (cf. Fig. 4.23). Re-
garding median values w is negative, i.e. directed to
the canopy during stable and slightly unstable condi-
tions and the velocity decreases with increasing sta-
bility. During unstable conditions w becomes posi-
tive and the values and their variability are slightly
higher.

The difference in CO2 concentration between the
top measurement level and the mean concentration
below is shown in Fig. 4.22e. During daytime the
CO2 concentration within the canopy is lower, given
by the carbon assimilation of the plants. Thus, the
differences are positive. They are low and the vari-
ability is small, an indication for well mixed con-
ditions. During night-time the difference changes
sign, becomes much more pronounced and the vari-
ability is enormous. Situations with almost no gra-
dient occur as well as situations with a gradient of
1000 µmol m−3. Thus, a decoupling of the canopy

Figure 4.23: Median vertical velocity w for different classes of
stability parameter ζ. Data are based on half hourly values from
August 1st to October 1st 2006 measured above the canopy at
the main tower.

sublayer from the exchange processes above can oc-
cur or not. The development of the CO2 gradient at
sunset is faster than the reduction after sunrise. In
Fig. 4.24 the mean daily course of the mean CO2
concentration profile within the control volume is
depicted. During daytime the concentration differ-
ences are negligible. With sunset photosynthesis
stops and the CO2 concentration increases generally
over the whole regarded layer. The vegetation and
particularly the soil release CO2 by respiration. Due
to the break-down of turbulence and thus due to re-
duced mixing the enrichment of the layer starts from
the surface. With sunrise (Rsd becomes positive be-
tween 0600 and 0700 hours) and accordingly with
the onset of photosynthesis and turbulence the de-
pletion starts at the upper boundary of the canopy
sublayer. From about 0700 hours on the vertical dif-
ferences become again very small. Compared to ad-
vection studies at forest sites the mean concentra-
tion gradient is high, but these studies show also
a high variability between the sites (Feigenwinter
et al., 2004; Aubinet et al., 2005; Feigenwinter et al.,
2008) and additionally, soil respiration is supposed
to be stronger in the maize canopy.

The resulting vertical advection FVA is shown in Fig.
4.22g. During daytime and thus, under well mixed
conditions FVA is small and mainly positive. Dur-
ing night-time the variability is much higher and the
pattern much less clear. FVA can result in a gain or
a loss of CO2 for the control volume which is deter-
mined by the direction of w.
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Figure 4.24: Mean daily course of mean CO2 concentration
profile within the control volume from August 1st to October 1st

2006. The dashed line represents mean hc. Data are interpolated
according to section 3.3.9.

Horizontal advection — Horizontal advection
FHA is small, shows no clear diurnal course and a
large variability (Fig. 4.22f). FHA can be either pos-
itive or negative. Figure 4.25 depicts a mean diurnal
course of the mean horizontal advection within the
control volume. The picture is very patchy and illus-
trates the uncertainty of the derived values.

Influence of advection on carbon balance —
The sum of FVA + FHA is displayed in Fig. 4.22h.
The value tends to be positive. Horizontal and ver-
tical advection are either of the same or of opposite
direction. Compared with the eddy flux the amount
is negligible during daytime (<1 % of Fc). Dur-
ing night-time the range of the sum of the advective
terms compared to Fc is very variable, almost from
0 % to 100 %.
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Figure 4.22: Mean diurnal course of different parameters concerning the CO2 fluxes according to the mass conservation equation
(Eq. 2.15): (a) eddy flux Fc, (b) storage term S c, (c) mean vertical wind velocity w, (d) friction velocity u∗, (e) difference in CO2

concentration between the top measurement level at 4.55 m and the mean concentration below ∆CO2 (term (cm − 〈c〉) in Eq. 2.18), (f)
horizontal advection FHA and (g) vertical advection FVA. Graph (h) shows the difference of total NEE according to term I in Eq. 2.15
(Fc + S c + FHA + FVA) and NEE according to Eq. 2.16 (Fc + S c). Not all outliers are shown in the boxplots. Data are, if necessary,
aggregated to half hourly values and are based on measurements from August 1st to October 1st 2006.
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Figure 4.25: Mean diurnal course of FHA depending on height. Top: total FHA in the control volume. Right: mean daily profile.
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5 Summary and Conclusions

Reliable estimates of net ecosystem exchange of an
agroecosystem under maize-fallow rotation are pro-
vided by the use of micrometeorological state-of-the
art instrumentation, even at this site with non-ideal
fetch. The fast changing conditions, at harvest or
during the three-month growing period from bare
field to fully grown maize, are captured as well. The
measurement of the main driving forces for assim-
ilation and respiration allowed a reliable parametri-
sation and gap filling of the NEE.

5.1 Methodology

The applied methodology is mainly developed from
measurements in forests (Aubinet et al., 2000). It
is shown to be valid in this type of land use, al-
though slight modifications are made. In the follow-
ing some considerations about the strengths and the
weaknesses of the instrumentation and the flux de-
termination are made.

Instrumentation — For the long-term measure-
ments state-of-the-art instruments for eddy covari-
ance measurements have been used in this study
without any serious problem. Dewfall on the radi-
ation sensor was inhibited by ventilation of the sen-
sor. A weakness of the open-path IRGA is its sen-
sitivity to water on the lens. In a humid climate
it would be worth to measure the CO2 flux densi-
ties for a given time period also with a closed-path
IRGA. Thus, it could be tested if the assumption of a
similar behaviour of NEE during rainy conditions is
correct and the relationships for gap-filling derived
from dry conditions can be applied or if e.g. some
flushing occurs. An other problem with the open-
path IRGA originates from a temperature difference
between the sensor and the surrounding air, which
can lead to a significant overestimation of carbon up-
take under cold temperatures. An advantage of the
sensor is that it needs almost no maintenance and
calibration for CO2 showed its long-term stability.

To put down the tower during tillage is necessary to

ensure most undisturbed conditions as the tillage by
machines can not be replaced by handwork. But it
would have been very useful to install a basic station
nearby measuring the main driving forces for respi-
ration. Particularly at harvest the conditions differ
significantly from all other periods and this data is
needed for a reliable parametrisation of NEE.

Particularly the decomposition of the organic matter
in the soil is not a linear process as it depends on
microbial activity, temperature and soil moisture and
the decomposition of the organic material from the
former year takes longer than to the next vegetation
period. Periodic analysis of the soil would allow a
qualitative measure for the status of decomposition
and would give information about soil carbon stock
development.

One parameter missed is the leaf area index which is
an input in models and the information of the strat-
ification of the canopy would also give additional
useful information for the parametrisation of the in-
canopy wind profile, e.g. needed for considerations
about advective fluxes.

Information about the nitrogen cycle would be a fur-
ther benefit as the carbon cycle is strongly related to
it.

For the advection experiment a similar set-up to the
experiments in forests was used which is assumed
to be a good approach also in a maize canopy. But,
it became obvious that the spatial resolution of the
wind and CO2 profile was too small. For the wind
the two levels have been given by the physical di-
mension of the instruments used. Thus, it is sug-
gested to use smaller 2D sonics for future experi-
ments. As wind speed is generally low within the
canopy the ability of the instruments to resolve them
is essential. Unfortunately, the instruments used in
this study showed severe problems. As the soil is
the main source for respirated CO2 one measure-
ment should be carried out as close to the ground as
possible. As the expected differences in CO2 con-
centration are small a good calibration and a sensor
comparison is recommended.

59



stratus

Quality control — An important task is the qual-
ity control of the measurements, i.e. the definition
of the criteria and threshold values for an accep-
tance or rejection of the data. Particularly under low
turbulence conditions the eddy covariance method
often fails and leads to an underestimation of the
fluxes, for CO2 to an underestimation of the respi-
ration term. To overcome this problem the u∗ cor-
rection was applied in this study. The determination
of the threshold value turned out to be difficult as
the friction velocity at night is generally small and
the scatter is high.

The applied corrections compensate for deficits of
the sensors and the set-up. The chosen approach
for spectral correction bases on the universality of
the Kansas spectra. An assumption which would be
worth to check, particularly for CO2 flux density.

In a small-patched agricultural area as present the
limited fetch under periods of transition and stable
conditions becomes a source of error. For further
studies an integration of the source area in the qual-
ity control, as e.g. recently proposed by Göckede
et al. (2008), can improve the data quality, but con-
tains also the risk of discarding a large portion of the
values, which strengthens the task of an appropriate
gap filling approach.

Gap filling — For this study different gap fill-
ing methods are applied, depending on the time of
day, the length of the gap and the availability of
data of the driving forces. For daytime situations
during vegetation periods a simple linear regression
with available photosynthetic active radiation results
in reliable values. The approach takes the different
type of photosynthesis of maize as a C4 plant into
account.

For night-time or bare field conditions the applied
parametrisation with soil temperature, independent
of the specific mathematical function, leads to val-
ues containing a large error as the scatter in the mea-
surements is high. Including the biomass and/or net
primary production as applied by Han et al. (2007)
could improve the accuracy of the parametrisation.
A reliable parametrisation would also allow the esti-
mation of TER and GPP.

The use of an artificial neural network enabled to
fill up the long gaps during tillage. It is suggested

that including actual biomass for vegetation periods
and the biomass remaining for decomposition dur-
ing bare field conditions as input parameters would
improve the results.

Another approach for gap filling could be the
use of growth simulation models (e.g. CERES-
Maize, Jones (1986)) or of physically driven soil-
vegetation-atmosphere-transfer models (e.g. Haverd
et al., 2007).

Advection — The instrumental deficits are al-
ready discussed above. It is suggested that an in-
crease of spatial density in the vertical and the hori-
zontal plane would improve the reliability of the re-
sults as the small scale heterogeneity would be cap-
tured. For vertical advection the determination of
an accurate mean vertical velocity turned out to be a
crucial task as an error can even change the sign of
the advective term. For night-time situations, when
advection is assumed to be more pronounced, a dif-
ferent approach proposed by van Gorsel et al. (2007)
could give additional information.

5.2 Synthesis

Besides unlimited PAR the combination of the op-
timal temperature range with the needed precipita-
tion amount corresponding to the needs of the actual
growth stage are essential for optimal maize growth.

There are only a few studies determining the car-
bon balance of a maize canopy with the eddy covari-
ance technique (Desjardins et al., 1978; Desjardins,
1985; Baldocchi, 1994; Steduto and Hsiao, 1998a,b;
Suyker et al., 2004, 2005; Verma et al., 2005). The
resulting patterns of the present study for different
time scales, from half hourly up to seasonal, are
comparable to them. The peak in the daily sums
of NEE is -17, -14 and -14 g C m−2 for the three
subsequent years. Desjardins (1985) reports a value
of ∼14 g C m−2 and Suyker et al. (2005) one of
17 g C m−2 for irrigated maize. A study in rain-
fed maize shows lower values for yearly NEE, yield
and the resulting ”year”, but a similar variability
(Suyker et al., 2004, 2005; Verma et al., 2005). For
the present study the resulting numbers have been
summarised in Tab. 4.3.
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The mentioned studies are restricted to the vegeta-
tion period as often another type of crop is culti-
vated afterwards. With the type of harvest conducted
at the study site, the time period of respiration be-
comes important for a ”yearly” balance approach.
About 40 % of the biomass remaining on the field
at harvest is decomposed during the dormant sea-
son. The finally resulting numbers for the carbon
balance show a ”yearly” sink of this agroecosystem
of ∼250 g C m−2. It is supposed that this sink does
not increase the soil carbon content but indicates that
the decomposition of the old biomass takes longer
than to the next vegetation period.

The assumption of a negligible advective terms in
short canopies could neither proofed nor declined.
There have been to many instrumental uncertain-
ties and additionally, the meteorological conditions,
rainy and cold for the season, have not been ideal for
this type of experiment.

5.3 Outlook and future research

Possible exploration of the present data set —
The present study is part of a larger project. At two
additional sites measurements with the same type
of sensors have been carried out, one in a pine for-
est and the other above winter wheat. The compar-
ison of the results could enlighten the differences
between the three types of vegetation under similar
meteorological conditions with respect to the driv-
ing forces for NEE or the water need. This data set
could be the basis for a regional up scaling or for
model validation.

Future experimental areas — The variability be-
tween the different years illustrates the need for
long-term studies not only in forests but also in
agroecosystems. The eddy covariance technique
provides reliable and direct measurements of en-
ergy, water and carbon exchange of this agroecosys-
tem. However, there are still many details not yet
fully understood in the exchange and transport pro-
cesses between soil, vegetation and atmosphere. A
strong collaboration of soil scientists, hydrologists,
biologists and meteorologists in terms of theoreti-
cal knowledge, measurement techniques and mod-
elling approaches could improve the knowledge sig-
nificantly.
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Philipona, R., Fröhlich, C. and Betz, C. (1995),
‘Characterization of pyrgeometers and the accu-
racy of atmospheric long-wave radiation measure-
ments.’, Applied Optics 34, 1598–1605.

Raupach, M. (1989), ‘A practical lagrangian method
for relating scalar concentrations to source distri-
butions in vegetation canopies’, Quarterly Jour-
nal of the Royal Meteorological Society 115, 609–
632.

Raupach, M., Finnigan, J. and Brunet, Y. (1996),
‘Coherent eddies and turbulence in vegetation
canopies: The mixing layer analogy’, Boundary-
Layer Meteorology 78, 351–382.

Reichstein, M., Falge, E., Baldocci, D., Papale, D.,
Aubinet, M., Berbigier, P., Bernhofer, C., Buch-
mann, N., Gilmanov, T., Granier, A., Grünwald,
T., Havrankova, K., Ilvesniemi, H., Janous, D.,
Knohl, A., Laurila, T., Lohila, A., Loustau, D.,
Matteucci, G., Meyers, T., Mighletta, F., Ourci-
val, J.-M., Pumpanen, J., Rambal, S., Rotenberg,
E., Sanz, M., Tenhunen, J., Seufert, G., Vaccari,
F., Vesala, T., Yakir, D. and Valentini, R. (2005),
‘On the separation of net ecosystem exchange into
assimilation and ecosystem respiration: review
and improved algorithm’, Global Change Biology
11, 1424–1439.

Scheffer, F., Schachtschabel, P., Blume, H.-P.,
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